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Abstract: The initial boundary value problem for the non-stationary Navier-Stokes equations is studied in

2D bounded domain with a power cusp singular point O on the boundary. The case of the boundary value

with a nonzero �ow rate is considered. In this case there is a source/sink in O and the solution necessary has

in�nite energy integral. In the �rst part of the paper the formal asymptotic expansion of the solution near the

singular point is constructed. The justi�cation of the asymptotic expansion and the existence of a solution

are proved in the second part of the paper.
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1 Introduction
The point source/sink approach is widely used in physics and astronomy. For example, stars are routinely

treated as point sources. Pulsars are treated as point sourceswhenobservedusing radio telescopes. Generally,

a source of light can be considered as a point source, for example, light passing through a pinhole or other

small aperture, viewed from a distancemuch greater than the size of the hole. In nuclear physics, a "hot spot"

is a point source of radiation. Sources of various types of pollution are often considered as point sources in

large-scale studies of pollution. Sound is anoscillatingpressurewave.As thepressure oscillatesupanddown,

an audio point source acts in turn as a �uid point source and then a �uid point sink. (Such an object does not

exist physically, but is often a good simpli�ed model for calculations.)

Fluid point sources and sinks are commonly used also in �uid dynamics and aerodynamics. Point source-

sink pairs are often used as simplemodels for driving �ow through a gap in awall. The use of localized suction

to control vortices around aerofoil sections is one of such problems. In oceanography, it is common to use

point sources to model the in�ux of �uid from channels and holes. There are also applications of pulsed

source-sink systems in the study of chaotic advection and many others.

The asymptotic behaviour of the solutions to the Stokes and Navier–Stokes equations in singularly per-

turbed domains become of growing interest during the last �fty years. There is an extensive literature con-
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cerning these issues for various elliptic problems, see, e.g., [1–12]. In particular, the steady Navier–Stokes

equations are studied in a punctured domain Ω = Ω
0
\ {O} with O ∈ Ω

0
assuming that the point O is a sink

or source of the �uid [13–15] (see also [16] for the review of these results). Although the steady Navier–Stokes

equations in singularly perturbed domains are well studied, there are few papers studying the initial bound-

ary value problem for the non-stationary Navier-Stokes equations in such domains (e.g., [17–19]).We can also

mention the recent paper [20] where the Dirichlet problem for the non-stationary Stokes system is studied in

a three-dimensional cone and the paper [21] where the solvability of the steady state Navier–Stokes problem

with a sink or source in the cusp point O was proved for arbitrary data.

In recent papers [22, 23] the authors have studied existence of singular solutions to the stationary, time-

periodic and initial boundary value problems for the linear Stokes equations in domains having a power-cusp

(peak type) singular point on the boundary. The case where the �ux of the boundary value is nonzero was

considered. Therefore, there is a sink or source in the cusp point O and the solution is necessary singular. In

[22, 23] by constructing the formal asymptotic decomposition of a solution, we reduced the linear problem

with singular data to one with regular right-hand side and then applied the well known solvability results for

the Stokes system. Constructing the asymptotic representation we followed the ideas proposed in the paper

[24] where the asymptotic behaviour of solutions to the stationary Stokes and Navier–Stokes problems was

studied in unbounded domains with paraboloidal outlets to in�nity. In turn, the method used in [24] was

a variant of the algorithm of constructing the asymptotic representation of solutions to elliptic equations in

slender domains (see, [25–28] for arbitrary elliptic problems; [29, 30] for the stationary Stokes and Navier–

Stokes equations).

In this paper we study the non-stationary Navier–Stokes equations in a two dimensional power cusp

domain. To be precise, we consider the initial boundary value problem

ut − ν∆u + (u ·∇)u +∇p = f ,

divu = 0,

u|∂Ω = a(x, t),

u(x, 0) = b(x)

(1.1)

in the 2D bounded domain Ω = GH ∪ Ω0
, where GH =

{
x ∈ R2

: |x
1
| < φ(x

2
), x

2
∈ (0, H]

}
, φ(x

2
) = γ

0
xλ

2
,

γ
0

= const, λ > 1, and ∂Ω ∩ ∂Ω
0
is C2

(see Figure 1). Here u = (u
1
, u

2
) stands for the velocity �eld, p stands

for the pressure, ν > 0 is the constant kinematic viscosity. We assume that the initial velocity b ∈ W1,2

(Ω)

and the support of the boundary value a ∈ L2

(0, T;W1/2,2

(∂Ω)) is separated from the cusp point O, suppa ⊂
∂Ω

0
∩ ∂Ω. We also suppose that the �ux of a is nonzero, i.e.,∫

∂Ω
a · n dS = −F(t), F(0) = 0,

(1.2)

wheren is theunit outward (with respect toΩ) normal to ∂Ω.Moreover, the initial velocityb and theboundary

value a have to satisfy the necessary compatibility conditions

divb(x) = 0, b(x)|∂Ω = a(x, 0). (1.3)

From (1.2) it also follows that ∫
∂Ω

b · n dS = 0.

The solution u of (1.1) has to satisfy the condition¹∫
σ(h)

u · n dS +

∫
∂Ω∩∂Ω

0

a · n dS = 0,

where σ(h) is a cross-section of GH , i.e., σ(h) = {x ∈ GH : xn = h = const}. Thus,∫
σ(h)

u · n dx
1

= F(t) ≡ ̸ 0,
(1.4)

1 This condition means that the total �ux of the �uid is equal to zero.
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Fig. 1: Domain Ω

and we can regard the cusp point O as a source (or a sink) of intensity F(t).
Notice that problem (1.1) cannot have a solution with the �nite Dirichlet integral. Indeed, by (1.4) and the

de�nition of GH , we have

|F(t)|2 =

∣∣∣ ∫
σ(h)

u
2

(x, t) dx
1

∣∣∣2 ≤ 2φ(x
2

)

∫
σ(h)

∣∣u
2

(x, t)
∣∣2 dx

1

≤ cφ3

(x
2

)

∫
σ(h)

∣∣∣∂u2
(x, t)
∂x

1

∣∣∣2 dx1
.

Dividing this inequality by φ3

(x
2

) and integrating over x
2
from 0 to H, we get

|F(t)|2
H∫

0

dx
2

φ3

(x
2

)

≤ c
H∫

0

∫
σ(h)

|∇u
2

(x, t)|2 dx
1
dx

2
≤ c
∫
GH

|∇u(x, t)|2 dx.

Let F(t) = ̸ 0. Then the Dirichlet integral of u can be �nite only if

H∫
0

dx
2

φ3

(x
2

)

< ∞, but this is not the case for

φ(x
2

) = γ
0
xλ

2
with λ > 1. Thus, the solution u of (1.1) satisfying condition (1.4) is necessary singular in the

cusp point O and its singularity depends on cusp’s power λ. Rather, roughly speaking, the divergence in the

cusp of the normal component of the velocity �eld of the �uid holds from the �ux, that is, making to zero the

"surface portion" near the cusp.

In order to prove the solvability of such solution, we �rst construct the formal asymptotic expansion of

it near the singular point. It contains both outer and inner (boundary layer-in-time) asymptotic expansions

and has the following form

U[J]
(
x

1

xλ
2

, x
2
, t, τ

)
= UO,[J]

(
x

1

xλ
2

, x
2
, t
)

+ UB,[J]
(
x

1

xλ
2

, x
2
, τ
)
,

P[J]
(
x

1

xλ
2

, x
2
, t, τ

)
= PO,[J]

(
x

1

xλ
2

, x
2
, t
)

+ PB,[J]
(
x

1

xλ
2

, x
2
, τ
)
.

The pair (UO,[J], PO,[J]) is an outer asymptotics of the solution, the "slow" time variable t plays the role of a

parameter and the initial condition is not satis�ed in general case. The pair (UB,[J], PB,[J]) is the boundary

layer corrector (the inner part of the asymptotic expansion) which compensate the discrepancy in the initial

conditionandexponentially vanishes as τ → ∞. Note that the fast timevariable τ =

t
x2λ

2

in our casedependson

x
2
, i.e., the fast time variable τ is changing dependently of the distance to the cusp point O. The construction

of the boundary layer-in-time is based on the ideas proposed in [17]–[19], where an asymptotic expansion of

solutions to the non-stationary Navier–Stokes equations is constructed in thin structures.



K. Pileckas and A. Raciene, Non-stationary Navier–Stokes equations in 2D power cusp domain | 985

Both outer and inner parts of the asymptotic expansions are of the form of �nite sums in powers of x
2
.

We construct these sums up to the terms which leave in equations (1.1) the discrepancy belonging to L2

(Ω)

and then the solution of problem (1.1) is constructed as the sum of the asymptotic expansion and the term

with �nite energy.

The paper is divided into two parts: the construction of the formal asymptotics and the proof of the exis-

tence of a remainder (the existence of a part with the �nite energy norm). This is done because otherwise the

article becomes too long and bearing in mind that the construction of asymptotics and the proof of existence

use di�erent techniques and these parts can be read separately.

Let G be a bounded domain in Rn. In this article, we use usual notations of functional spaces (e.g., [31]).

By Lp(G) andWm,p
(G), 1 ≤ p < ∞, we denote the usual Lebesgue and Sobolev spaces, respectively. The norms

in Lp(G) andWm,p
are indicatedby ‖·‖Lp and ‖·‖Wm,p .Wedenote by C∞(G) the set of all in�nitely di�erentiable

functions de�ned on G and by C∞
0

(G) the subset of all functions from C∞(G) with compact supports in G. By
˚Wk,q

(G) we denote the completion of the C∞
0

(G) in the ‖ · ‖Wm,p norm. The space Lp(0, T; X) consists of all

measurable functions u : [0, T] → X with

‖u‖Lp(0,T;X)
=

(
T∫

0

‖u(t)‖pdt
)

1/p

< ∞, 1 ≤ p < ∞.

2 The leading-order term
In the paper we construct a formal asymptotic decomposition of the solution (u, p) near the cuspidal point

0 ∈ GH . It has the following form

u(

x
1

xλ
2

, x
2
, t, τ) = uo(

x
1

xλ
2

, x
2
, t) + ub(

x
1

xλ
2

, x
2
, τ),

p(

x
1

xλ
2

, x
2
, t, τ) = po(

x
1

xλ
2

, x
2
, t) + pb(

x
1

xλ
2

, x
2
, τ),

(2.1)

where τ = t/x2λ
2
; the pair (uo , po) is the outer part of asymptotic expansion and (ub , pb) is the boundary-

layer-in-time corrector (the inner part of the asymptotic expansion) which compensate the discrepancy in

the initial condition.

Consider homogeneous problem (1.1) in the domain GH (remind that u|∂GH∩∂Ω = 0). We formally put (2.1)

into (1.1) and then separate the result into two problems

uot − ν∆uo + (uo ·∇)uo +∇po = 0,

divuo = 0,

uo|∂GH∩∂Ω = 0,∫
σ(h)

u · n dS = F(t),

(2.2)

and 
ubt − ν∆ub + (uo ·∇)ub + (ub ·∇)uo + (ub ·∇)ub +∇pb = 0,

divub = 0,

u|∂GH∩∂Ω = 0, ub(x, 0) = b(x) − uo(x, 0).

(2.3)

The terms (uo ·∇)ub, (ub ·∇)uo in (2.3) depend not only on the fast time variable τ but also on the slow time

t.
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2.1 The leading-order term of the outer asymptotic decomposition

Consider problem (2.2) in the domain GH . Rewriting (2.2) in coordinates y
1

= x
1
x−λ

2
, y

2
= x

2
, t = t, we obtain

the initial boundary value problem in the domain Π =

{
y ∈ R2

: |y
1
| < γ

0
, y

2
∈ (0, H)

}
:

∂tuo
1
− ν(y−2λ

2
∂2

1
+ D2

)uo
1

+ (uo ·N)uo
1

+ y−λ
2
∂

1
po = 0, y ∈ Π,

∂tuo
2
− ν(y−2λ

2
∂2

1
+ D2

)uo
2

+ (uo ·N)uo
2

+ Dpo = 0, y ∈ Π,

y−λ
2
∂

1
uo

1
+ Duo

2
= 0,

uo||y
1
|=γ

0

= 0,

(2.4)

where ∂k =

∂
∂yk

, k = 1, 2, ∂t =

∂
∂t ,D = ∂

2
− λy−1

2
y

1
∂

1
,N =

(
y−λ

2
∂

1

D

)
.

The leading-order term for the outer asymptotic decomposition is the same as for the time-periodic Stokes

problem (see [22]) or nonstationary Stokes problem (see [23]). In particular, it was shown in [22] that the

leading-order asymptotic term (Uµ
0

, Pµ
0

) has the form

U
1,µ

0

(y
1
, y

2
, t) = yµ0

+3λ−2

2

U
1,µ

0

(y
1
, t),

U
2,µ

0

(y
1
, y

2
, t) =

F(t)
κ

0

yµ0
+2λ−1

2

Φ(y
1

),

Pµ
0

(y
1
, y

2
, t) =

F(t)
κ

0
µ

0

yµ0

2

+ yµ0
+2λ−2

2

Qµ
0

(y
1
, t),

(2.5)

where

µ
0

= 1 − 3λ, (2.6)

the function Φ is the solution to{
ν∂2

1
Φ(y

1
) = 1, |y

1
| < γ

0
,

Φ(y
1

) = 0, |y
1
| = γ

0
,

i.e., Φ(y
1

) =

1

2ν
(
|y

1
|2 − γ2

0

)
, (2.7)

κ
0

:=

γ
0∫

−γ
0

Φ(y
1

) dy
1

= −

2

3νγ
3

0

< 0 (2.8)

and (U
1,µ

0

,Qµ
0

) is the solution of the Stokes type problem
−ν∂2

1
U

1,µ
0

(y
1
, t) + ∂

1
Qµ

0

(y
1
, t) = 0, |y

1
| < γ

0
,

∂
1
U

1,µ
0

(y
1
, t) = G

0
(y

1
, t),

U
1,µ

0

(y
1
, t)||y

1
|=γ

0

= 0,

(2.9)

with G
0

(y
1
, t) = λκ−1

0
F(t)(1 + y

1
· ∂

1
)Φ(y

1
). Moreover, by construction, the following compatibility condition

for problem (2.9)

γ
0∫

−γ
0

G
0

(y
1
, t) dy

1
= 0

holds².

Since in (2.9) the time variable t is included only as a parameter, in general, the vector function

(U
1,µ

0

, U
2,µ

0

) does not satisfy the initial condition. In order to compensate the discrepancy u(x, 0) =

−Uµ
0

(y
1
, y

2
, 0), we have to construct a boundary layer near the point t = 0³.

2 Hereafter we assume that all arising initial boundary value problems admit smooth solutions. The solvability results, regularity

and estimates of these solutions are discussed in Section 4.2.

3 Notice that on this step we do not satisfy the "regular" part b of the initial condition, we just compensate the discrepancy

appearing in the initial condition because of the inner asymptotic decomposition.
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2.2 The leading-order term for the boundary layer

Rewriting (2.3) in fast coordinates y
1

= x
1
x−λ

2
, y

2
= x

2
, τ = tx−2λ

2
, we get

y−2λ
2
∂τub

1
− ν(y−2λ

2
∂2

1
+ D2

b)ub
1

+ (uo ·Nb)ub
1

+ (ub ·Nb)uo
1

+(ub ·Nb)ub
1

+ y−λ
2
∂

1
pb = 0, y ∈ Π,

y−2λ
2
∂τub

2
− ν(y−2λ

2
∂2

1
+ D2

b)ub
2

+ (uo ·Nb)ub
2

+ (ub ·Nb)uo
2

+(ub ·Nb)ub
2

+ Dbpb = 0, y ∈ Π,

y−λ
2
∂

1
ub

1
+ Dbub2 = 0,

ub||y
1
|=γ

0

= 0, ub(y
1
, y

2
, 0) = −Uµ

0

(y
1
, y

2
, 0),

(2.10)

whereDb = ∂
2
− λy−1

2
y

1
∂

1
− 2λy−1

2
τ∂τ, ∂τ =

∂
∂τ ,Nb =

(
y−λ

2
∂

1

Db

)
.

We look for a solution (Ubµ
0

, Pbµ
0

) of (2.10) in the form

Pbµ
0

(y
1
, y

2
, τ) = yµ0

2

gbµ
0

(τ) + Qb
µ

0

(y
1
, y

2
, τ),

Ubµ
0

(y
1
, y

2
, τ) =

(
Ub

1,µ
0

(y
1
, y

2
, τ), Ub

2,µ
0

(y
1
, y

2
, τ)

)
,

(2.11)

where

Ub
1,µ

0

(y
1
, y

2
, τ) = yµ0

+3λ−2

2

U b
1,µ

0

(y
1
, τ),

Ub
2,µ

0

(y
1
, y

2
, τ) = yµ0

+2λ−1

2

U b
2,µ

0

(y
1
, τ),

Qb
µ

0

(y
1
, y

2
, τ) = yµ0

+2λ−2

2

Qb
µ

0

(y
1
, τ)

with

U b
2,µ

0

(y
1
, τ) = Φbµ

0

(y
1
, τ)

and µ
0
is described in (2.6). Substituting solution (2.11) into (2.10), collecting the terms with the same powers

of yn, and having in mind that F(0) = 0 (see (1.2)), we get the following problems
∂τΦbµ

0

(y
1
, τ) − ν∂2

1
Φbµ

0

(y
1
, τ) = sbµ

0

(τ), |y
1
| < γ

0
,

Φbµ
0

(y
1
, τ)||y

1
|=γ

0

= 0, Φbµ
0

(y
1
, 0) = 0,

γ
0∫

−γ
0

Φbµ
0

(y
1
, τ)dy

1
= 0,

(2.12)

and 
∂τU b

1,µ
0

(y
1
, τ) − ν∂2

1
U b

1,µ
0

(y
1
, τ) + ∂

1
Qb
µ

0

(y
1
, τ) = 0, |y

1
| < γ

0
,

∂
1
U b

1,µ
0

(y
1
, τ) = λAb(y

1
, τ, ∂

1
, ∂τ)U b

2,µ
0

(y
1
, τ),

Ub
1,µ

0

||y
1
|=γ

0

= 0, Ub
1,µ

0

(y
1
, 0) = −U

1,µ
0

(y
1
, 0) := ub

1,µ
0

(y
1

),

(2.13)

where

Ab(y
1
, τ, ∂

1
, ∂τ) = 1 + y

1
∂

1
+ 2τ∂τ . (2.14)

The homogeneous inverse problem (2.12) has a unique trivial solution (Φbµ
0

, sbµ
0

) = (0, 0) (see, e.g., [32]) and

therefore Ub
2,µ

0

= 0 and so the right-hand side of equation (2.13)
2
is zero.

For the function g we get the following ODE

2λτ
dgbµ

0

(τ)

dτ − µ
0
gbµ

0

(τ) = 0. (2.15)

(because sbµ
0

(τ) = 0). The pair (Ub
1,µ

0

,Qbµ
0

) solves the 1-dimensional non-stationary Stokes type problem (2.13).

The solvability conditions of problem (2.13)

γ
0∫

−γ
0

Ab(y
1
, τ, ∂

1
, ∂τ)Ub

2,µ
0

(y
1
, τ) dy

1
= 0,

0 = λAb(y
1
, τ, ∂

1
, ∂τ)Ub

2,µ
0

(y
1
, 0) = −∂

1
U

1,µ
0

(y
1
, 0) = 0,
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are satis�ed automatically.

The function gbµ
0

is the solution to ODE (2.15) and has the form

gbµ
0

(τ) = Cτ
1

2λ −
3

2
,

and we set the constant C = 0, in order to have �nite boundary layer pressure Pbµ
0

at point τ = 0.

Consider "mixed" terms, i.e., the terms (Uµ
0

·Nb)Ub
1,µ

0

,

(
Ubµ

0

·Nb

)
U

1,µ
0

, (Uµ
0

·Nb)Ub
2,µ

0

and(
Ubµ

0

·Nb

)
U

2,µ
0

. As it is said before, these terms depend not only on the fast time variable τ but also on

slow time t. We expand these terms in Taylor’s series with respect to the variable t and then replace t in
obtained expression by the product τy2λ

2
. As a result, we get (recall that Ub

2,µ
0

= 0)(
Uµ

0

(y, t) ·Nb
)
Ub

1,µ
0

(y, τ) =([
Uµ

0

(y, 0) + y2λ
2

τ
1!

∂Uµ
0

∂t (y, 0) + ... +

τky2λk
2

k!

∂kUµ
0

∂tk (y, 0) + ...

]
·Nb

)
Ub

1,µ
0

(y, τ)

= yµ0
+2λ−3

2

T(1)

1,µ
0

(y
1
, 0, τ) + yµ0

+4λ−3

2

τ
∂T(1)

1,µ
0

∂t (y
1
, 0, τ) + ...+

yµ0
+2(k+1)λ−3

2

τk
k!

∂kT(1)

1,µ
0

∂tk (y
1
, 0, τ) + ... = yµ0

+2λ−3

2

T(1)

1,µ
0

(y
1
, 0, τ) +

¯T(1)

1,µ
0

(y, 0, τ),

where y = (y
1
, y

2
),Nb is de�ned in the beginning of the present section,

T(1)

1,µ
0

(y
1
, 0, τ) =

(
U µ

0

(y
1
, 0) ·Nbb

)
U b

1,µ
0

(y
1
, τ),

Nbb =

(
∂

1

µ
0

+ 3λ − 2 − λy
1
∂

1
− 2λτ∂τ

)
,

and by
¯T(1)

1,µ
0

we denote the collection of the remaining terms that belong to L2

-space⁴ and, therefore, we are

not interested in their detailed expression. Similarly,(
Ubµ

0

(y, τ) ·Nb

)
U

1,µ
0

(y, t) = yµ0
+2λ−3

2

T(2)

1,µ
0

(y
1
, 0, τ) +

¯T(2)

1,µ
0

(y
1
, y

2
, 0, τ),

where

T(2)

1,µ
0

(y
1
, 0, τ) =

(
U b
µ

0

(y
1
, τ) ·Nbb

)
U

1,µ
0

(y
1
, 0)

and
¯T(2)

1,µ
0

is in L2

-space. The same argument gives⁵

(Uµ
0

·Nb)Ub
2,µ

0

+

(
Ubµ

0

·Nb

)
U

2,µ
0

=

yµ0
+λ−2

2

(
T(1)

2,µ
0

(y
1
, 0, τ) + T(2)

2,µ
0

(y
1
, 0, τ)

)
+

¯T(1)

2,µ
0

(y, 0, τ) +
¯T(2)

2,µ
0

(y, 0, τ),

where

T(1)

2,µ
0

(y
1
, 0, τ) =

(
U µ

0

(y
1
, 0) ·Nbb

)
U b

2,µ
0

(y
1
, τ) = 0,

T(2)

2,µ
0

(y
1
, 0, τ) =

(
U b
µ

0

(y
1
, τ) ·Nbb

)
U

2,µ
0

(y
1
, 0),

with
¯T(1)

2,µ
0

= 0 and
¯T(2)

2,µ
0

is in L2

-space (since Ub
2,µ

0

= 0).

4 Hereafter, by L2

-space we mean the space L2

(0, T; L2

(GH )).

5 The term

(
Uµ

0

·Nb
)
Ub

2,µ
0

of course is equal to zero, and we write the calculations containing it only in order to explain what

kind of terms could appear and to have the same notations for all approximations.
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Functions Uµ
0

, Qµ
0

,Ubµ
0

, Qbµ
0

leave in equations (2.4)
1
, (2.4)

2
, (2.10)

1
, (2.10)

2
the discrepancies H

1,µ
0

=

H
1,µ

0

(y
1
, y

2
, t, τ), H

2,µ
0

= H
2,µ

0

(y
1
, y

2
, t, τ):

H
1,µ

0

=

(
νD2

− (Uµ
0

·N) − (Ubµ
0

·Nb) − ∂t
)
U

1,µ
0

+

(
νD2

b − (Uµ
0

·Nb) − (Ubµ
0

·Nb)

)
Ub

1,µ
0

= yµ0
+3λ−4

2

F̂
1,µ

0

(y
1
, t) + yµ0

+2λ−3

2

N
1,µ

0

(y
1
, t)

+yµ0
+3λ−2

2

F̃
1,µ

0

(y
1
, t) + yµ0

+3λ−4

2

F b
1,µ

0

(y
1
, τ)

+yµ0
+2λ−3

2

N b
1,µ

0

(y
1
, τ) + F

1,µ
0

(y
1
, y

2
, 0, τ)

:= Fo
1,µ

0

(y
1
, y

2
, t) + Fb

1,µ
0

(y
1
, y

2
, τ) + F

1,µ
0

(y
1
, y

2
, 0, τ),

H
2,µ

0

=

(
νD2

− (Uµ
0

·N) − (Ubµ
0

·Nb) − ∂t
)
U

2,µ
0

−DQµ
0

+

(
νD2

b − (Uµ
0

·Nb) − (Ubµ
0

·Nb)

)
Ub

2,µ
0

−DbQ
b
µ

0

= yµ0
+2λ−3

2

F̂
2,µ

0

(y
1
, t) + yµ0

+λ−2

2

N
2,µ

0

(y
1
, t)

+yµ0
+2λ−1

2

F̃
2,µ

0

(y
1
, t) + yµ0

+2λ−3

2

F b
2,µ

0

(y
1
, τ)

+yµ0
+λ−2

2

N b
2,µ

0

(y
1
, τ) + F

2,µ
0

(y
1
, y

2
, 0, τ)

:= Fo
2,µ

0

(y
1
, y

2
, t) + Fb

2,µ
0

(y
1
, y

2
, τ) + F

2,µ
0

(y
1
, y

2
, 0, τ).

(2.16)

In order to explain formula (2.16), we represent it schematically:

Fbµ
0

= terms including {F b
+ N b} ⇒ Where N b

denotes the discrepancies

is a collection of discrepancies aris- arising from the nonlinear terms

ing from the leading-order term of in equations (2.10)
1,2

and F b
are the

the boundary layer construction. discrepancies arising from the linear

part of equations (2.10)
1,2

.

⇑

Hµ
0

= Foµ
0

+ Fbµ
0

+ Fµ
0

⇓

⇒ Fµ
0

is a collection of all terms that
belong to L2-space .

Foµ
0

is a collection of discrepancies Where F̃ denotes the discrepancies

arising from the leading-order term arising from ∂tUµ
0

, N denotes the

of the outer asymptotic expansion: discrepancies arising from the non-

Foµ
0

= terms including {F̂ + N + F̃} ⇒ linear term (Uµ
0

·N)Uµ
0

in equa-

tions (2.4)
1,2

and F̂ -terms arising

from the linear part of equations

(2.4)
1,2

.

Our goal is to construct such an asymptotic decomposition of the solution that discrepancies would be-

long to the L2

-space.However, since λ > 1, neitherFoµ
0

norFbµ
0

satis�es this conditionandweneed to construct

higher-order terms of the asymptotic decomposition.

3 Higher-order terms of the asymptotic decomposition

3.1 Outer asymptotics

In order to construct the solution of problem (1.1), we have to ensure that discrepancies in equation (1.1)

belong to L2

-space. However, this is not the case having only the leading order asymptotic term. Therefore,

we have to compensate the singular terms in the expressions of discrepancies (2.16). To do this, we construct

the higher order asymptotic terms. They leave some new discrepancies which also may be singular. So, we

compensate them in the same way and continue this process until the discrepancies are from L2

-space.
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In this subsection we compensate the terms arising from construction of the outer asymptotic decom-

position. At each step of this process we obtain the same equations with the right-hand sides having similar

structure. Therefore, we �rst consider the equations

∂tu1
− ν(y−2λ

2
∂2

1
+ D2

)u
1

+ (u ·N)u
1

+ y−λ
2
∂

1
p = Z

1
(φ

1
, φ

2
),

∂tu2
− ν(y−2λ

2
∂2

1
+ D2

)u
2

+ (u ·N)u
2

+ Dp = Z
2

(φ
1
, φ

2
),

y−λ
2
∂

1
u

1
+ Du

2
= 0,

u||y
1
|=γ

0

= 0, u(y
1
, y

2
, 0) = 0,

(3.1)

with "abstract" right-hand sides

(
Z

1
(φ

1
, φ

2
), Z

2
(φ

1
, φ

2
)

)
having the formof one of the following expressions

(
Z

1
(φ

1
, φ

2
), Z

2
(φ

1
, φ

2
)

)
=



(
νD2φ

1
, νD2φ

2
−Dpφ

)
,

or

−

(
(φ ·N)φ

1
, (φ ·N)φ

2

)
,

or

− (∂tφ1
, ∂tφ2) ,

(3.2)

where the functions φ = (φ
1
, φ

2
) and pφ are speci�ed below.

Let

φ
1,µ(y

1
, y

2
, t) = yµ+3λ−2

2

U
1,µ(y

1
, t),

φ
2,µ(y

1
, y

2
, t) = yµ+2λ−1

2

U
2,µ(y

1
, t),

pφ,µ(y
1
, y

2
, t) = yµ

2

gµ(t) + yµ+2λ−2

2

Qµ(y
1
, t),

(3.3)

gµ be arbitrary functions and µ belong to a certain set of indices M. Substituting expressions (3.3) into (3.2),

we derive

Z
1

(φ
1,µ , φ2,µ) =

=



νD2φ
1,µ ∼ yML+λ−2

2

F̂
1,µ(y

1
, t),

−(φµ ·N)φ
1,µ = −(y−λ

2
φ

1,µ · ∂1
+ φ

2,µD)φ
1,µ

∼ yMN+λ−2

2

N
1,µ(y

1
, t),

−∂tφ1,µ ∼ yMT+λ−2

2

F̃
1,µ(y

1
, t),

Z
2

(φ
1,µ , φ2,µ) =

=


νD2φ

2,µ −Dpφ,µ = νD2φ
2,µ −D

(
yµ+2λ−2

2

Qµ
)
∼ yML−1

2

F̂
2,µ(y

1
),

−(φµ ·N)φ
2,µ = −(y−λ

2
φ

1,µ · ∂1
+ φ

2,µD)φ
2,µ ∼ yMN−1

2

N
2,µ(y

1
),

−∂tφ2,µ ∼ yMT−1

2

F̃
2,µ(y

1
),

where

ML = µ + 2λ − 2, MN = 2µ + 4λ − 2, MT = µ + 2λ. (3.4)

From (3.4) we obtain the following rules for elements of the set M

µ ∈ M ⇒ µ + 2λ − 2 ∈ M,

µ
1
, µ

2
∈ M ⇒ µ

1
+ µ

2
+ 4λ − 2 ∈ M,

µ ∈ M ⇒ µ + 2λ ∈ M.

(3.5)

In the lemma below we describe the set M which is the most narrow set of indices satisfying (3.5).

Lemma 3.1. 1. If parameter λ =

N+1

N or λ =

N+2

N , N = 1, 2, . . . , then

M =

{
1 − 3λ + k(λ − 1) : k = 0, 1, . . .

}
;
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2. If parameter λ =

N+4

N , N = 1, 2, . . . , then

M =

{
1 − 3λ + k(λ − 1) : k = 0, 1, . . .

}
∪{

1 − 3λ + k(λ − 1) + 2 : k = 0, 1, . . .
}

:= M
1
∪M

2
;

3. In other cases
M =

{
1 − 3λ + 2i + 2jλ + k(λ − 1) : i, j, k = 0, 1, . . .

}
; (3.6)

For the reader convenience the proof of Lemma 3.1 is given in Appendix B. The proof itself is irrelevant for the

construction of the asymptotic expansion, however it explains why the three cases described in Lemma 3.1

appear.

Assume that (UO,[M]

, PO,[M]

) is represented in the form

UO,[M]

1

(y
1
, y

2
, t) =

∑
µ∈M

yµ+3λ−2

2

U
1,µ(y

1
, t),

UO,[M]

2

(y
1
, y

2
, t) =

∑
µ∈M

yµ+2λ−1

2

U
2,µ(y

1
, t),

PO,[M]

(y
1
, y

2
, t) =

∑
µ∈M

yµ
2

gµ(t) + yµ+2λ−2

2

Qµ(y
1
, t),

(3.7)

where M is the set of indices described in Lemma 3.1; the pair of functions (U
1,µ ,Qµ) is the solution of

−ν∂2

1
U

1,µ(y
1
, t) + ∂

1
Qµ(y

1
, t) = Z

1
(U

1,µ̄ ,U2,µ̄), |y
1
| < γ

0
,

∂
1
U

1,µ(y
1
, t) = −A(µ)U

2,µ(y
1
, t),

U
1,µ||y

1
|=γ

0

(y
1
, t) = 0,

(3.8)

where µ, µ̄ ∈ M⁶,

A(µ) = µ + 2λ − 1 − λy
1
∂

1
, (3.9)

U
2,µ(y

1
, t) = gµ(t)µΦ(y

1
) + U *

2,µ(y
1
, t);

Φ is the solution to problem (2.7), the function U *

2,µ satisfy the equations{
−ν∂2

1
U *

2,µ(y
1
, t) = Z

2
(U

1,µ̄ ,U2,µ̄), |y
1
| < γ

0
,

U *

2,µ||y
1
|=γ

0

(y
1
, t) = 0.

Functions gµ are uniquely determined from the following solvability condition for problem (3.8)

γ
0∫

−γ
0

A(µ)U
2,µ(y

1
, t) dy

1
= 0. (3.10)

Indeed, using (2.8) and the equality

γ
0∫

−γ
0

y
1
· ∂

1
Φ(y

1
) dy

1
= −

γ
0∫

−γ
0

Φ(y
1

) dy
1

= −κ
0
.

we rewrite (3.10) in the form

gµ(t)µκ
0

(µ + 3λ − 1) = −

γ
0∫

−γ
0

A(µ)U *

2,µ(y
1
, t) dy

1
,

Thus, if µ ≠ 0 and µ ≠ µ
0
, then

gµ(t) = −

1

µκ
0

γ
0∫

−γ
0

U *

2,µ(y
1
, t) dy

1
.

6 Numbers µ, µ̄ ∈ M are di�erent.
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In the case µ = µ
0
we have

gµ
0

(t) =

F(t)
µ

0
κ

0

.

Hereafter we assume that µ = ̸ 0.

First of all we will study the �rst case of Lemma 3.1, i.e., λ =

N+1

N or λ =

N+1

N , and then, without going into

details, the other two cases.

3.1.1 Outer asymptotics. Case λ = N+1
N or λ = N+2

N .

If λ =

N+1

N or λ =

N+2

N , then from (3.7) and Lemma 3.1 we get

UO,[J]
1

(y
1
, y

2
, t) = y−1

2
U

1,0
(y

1
, t) +

J∑
k=1

y−1+k(λ−1)

2

U
1,k(y

1
, t),

UO,[J]
2

(y
1
, y

2
, t) =

F(t)
κ

0

y−λ
2
Φ(y

1
) +

J∑
k=1

y−λ+k(λ−1)

2

U
2,k(y

1
, t),

PO,[J](y
1
, y

2
, t) =

F(t)
κ

0
(1 − 3λ)

y1−3λ
2

+ y−1−λ
2

Q
0

(y
1
, t)+

J∑
k=1

y1−3λ+k(λ−1)

2

gk(t) + y−1−λ+k(λ−1)

2

Qk(y
1
, t),

(3.11)

where U
0

= Uµ
0

, the pair (U
1,0

,Q
0

) solves problem (2.9), Φ is de�ned by (2.7) and the functions (U
1,k ,Qk)

solve the following problems
−ν∂2

1
U

1,k(y
1
, t) + ∂

1
Qk(y

1
, t) = Z

1,k(y
1
, t), |y

1
| < γ

0
,

∂
1
U

1,k(y
1
, t) = −A(1 − 3λ + k(λ − 1))U

2,k(y
1
, t),

U
1,k||y

1
|=γ

0

(y
1
, t) = 0,

(3.12)

with A described in (3.9),

U
2,k(y

1
, t) = gk(t)(1 − 3λ + k(λ − 1))Φ(y

1
) + U *

2,k(y
1
, t)

and U *

2,k satisfying the equation{
−ν∂2

1
U *

2,k(y
1
, t) = Z

2,k(y
1
, t), |y

1
| < γ

0
,

U *

2,k||y1
|=γ

0

(y
1
, t) = 0.

(3.13)

The functions gk are uniquely determined from the solvability condition for problem (3.12):

γ
0∫

−γ
0

A(1 − 3λ + k(λ − 1))U
2,k(y

1
, t) dy

1
= 0, (3.14)

and arguing as above, we �nd

gk(t) = −

1

κ
0

(1−3λ+k(λ−1))

γ
0∫

−γ
0

U *

2,k(y
1
, t) dy

1
, (3.15)

k = 1, 2, . . . , and
g

0
(t) =

F(t)
κ

0
(1 − 3λ)

(3.16)

(see Section 2.1). Note that 1 − 3λ + k(λ − 1) ≠ 0 due to the assumption µ ≠ 0.

The right-hand sides Z k(y
1
, t) = (Z

1,k(y
1
, t),Z

2,k(y
1
, t)) contain themost singular terms which we com-

pensate at the step k = 1, 2, . . . . Notice that writing down problems (3.12), (3.13), we multiplied both sides

of (3.1) by y2λ
2
. Therefore, Zk(y

1
, y

2
, t) = y2λ

2
HO
k (y

1
, y

2
, t), where HO

k is equal to the most singular term in the
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discrepancies Hk, i.e., the functions Z k = (Z
1,k ,Z2,k) are equal to F̂ j = (F̂

1,j , F̂2,j), N j = (N
1,j ,N2,j),

F̃ j = (F̃
1,j , F̃2,j) or a sum of them, j = 0, 1, . . . ⁷. We compensate them by the following rule:

N
0
→ F̂

0
+ N

1
→ F̂

1
+ N

2
→ · · · → F̂ 2

λ−1

+ N 2

λ−1

+1

+ F̃
0
→ . . .

→ F̂ 2

λ−1

+j + N 2

λ−1

+j+1

+ F̃ j → . . .
(3.17)

j = 1, 2, . . . , N k = (N
1,k ,N2,k), F̂ k = (F̂

1,k , F̂2,k), F̃ k = (F̃
1,k , F̃2,k) and

F̂
1,k(y

1
, t) = y−(−3+k(λ−1))

2

νD2U
1,k(y

1
, y

2
, t),

F̂
2,k(y

1
, t) = y−(−λ−2+k(λ−1))

2

[
νD2U

2,k(y
1
, y

2
, t) −D

(
y−λ−1+k(λ−1)

2

Qk(y
1
, t)
)]

,

N
1,k(y

1
, t) = −y−(−λ−2+k(λ−1))

2

∑
i+j=k

(Ui ·N)U
1,j(y1

, y
2
, t),

N
2,k(y

1
, t) = −y−(−2λ−1+k(λ−1))

2

∑
i+j=k

(Ui ·N)U
2,j(y1

, y
2
, t),

F̃
1,k(y

1
, t) = −y−(−1+k(λ−1))

2

∂tU1,k(y
1
, y

2
, t),

F̃
2,k(y

1
, t) = −y−(−λ+k(λ−1))

2

∂tU2,k(y
1
, y

2
, t),

where i + j = k, k, i, j = 0, 1, 2, .... Scheme (3.17) means that the functions (U
1,1

,Q
1

), U *

2,1
solve problems

(3.12), (3.13) with the right-hand side Z
1

= N
0
; the functions (U

1,2
,Q

2
), U *

2,2
solve problems (3.12), (3.13)

with the right-hand side Z
2

= F̂
0

+ N
1
and so on.

3.2 Boundary layer.

Consider equations (2.10) with right-hand sides having special form

y−2λ
2
∂τub

1
− ν(y−2λ

2
∂2

1
+ D2

)ub
1

+ (uo ·Nb)ub
1

+ (ub ·Nb)uo
1

+(ub ·Nb)ub
1

+ y−λ
2
∂

1
pb = Zb

1,k(y, τ), y ∈ Π,

y−2λ
2
∂τub

2
− ν(y−2λ

2
∂2

1
+ D2

)ub
2

+ (uo ·Nb)ub
2

+ (ub ·Nb)

uo
2

+ (ub ·Nb)ub
2

+ Dbpb = Zb
2,k(y, τ), y ∈ Π,

y−λ
2
∂

1
ub

1
+ Dbub2 = 0,

ub||y
1
|=γ

0

= 0, ub(y
1
, y

2
, 0) = −Uµ

0

(y
1
, y

2
, 0),

(3.18)

where functions Zbk (y, τ), k = 1, 2, . . . , depend on the case whether λ =

N+1

N (or λ =

N+2

N ) or λ has another

value.

3.2.1 Boundary layer. Case: λ = N+1
N or λ = N+2

N .

If λ =

N+1

N or λ =

N+2

N , then the functions Zbk (y, τ), k = 1, 2, . . . , in (3.18) have the following representation

Zbk (y, τ) = y2λ
2

(
y1−2λ+k(λ−1)

2

Z b
1,k(y

1
, τ), y2−3λ+k(λ−1)

2

Z b
2,k(y

1
, τ)

)
,

and are described by the following rule

N b
0
→ F b

0
+ N b

1
→ F b

1
+ N b

2
→ · · · → F b

2

λ−1

+ N b
2

λ−1

+1

→ . . .

→ F b
2

λ−1

+j + N b
2

λ−1

+j+1

→ . . .

7 Recall that functions denoted by italic letters do not depend on y
2
.
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j = 1, 2, . . . , N b
k = (N b

1,k ,N
b

2,k), F b
k = (F b

1,k ,F
b
2,k) and

F b
1,k(y

1
, τ) = y−(−3+k(λ−1))

2

νD2Ub
1,k(y, τ),

F b
2,k(y

1
, τ) = y−(−λ−2+k(λ−1))

2

[
νD2Ub

2,k(y, τ) −D
(
y−λ−1+k(λ−1)

2

Qb
k (y

1
, τ)

)]
,

N b
1,k(y

1
, τ) = −

(
y−(−λ−2+k(λ−1))

2

∑
i+j=k

(Ubi ·N)Ub
1,j(y, τ) + T

1,k(y
1
, 0, τ)

+Tb
1,k(y

1
, 0, τ)

)
,

N b
2,k(y

1
, τ) = −

(
y−(−2λ−1+k(λ−1))

2

∑
i+j=k

(Ubi ·N)Ub
2,j(y, τ) + T

2,k(y
1
, 0, τ)

+Tb
2,k(y

1
, 0, τ)

)
,

where

Tb
1,k(y

1
, 0, τ) =

(
U i(y1

, 0) ·

(
∂

1

−1 + j(λ − 1) − λy
1
∂

1
− 2λτ∂τ

))
U b

1,j(y1
, τ),

T
1,k(y

1
, 0, τ) =

(
U b
i (y

1
, τ) ·

(
∂

1

−1 + j(λ − 1) − λy
1
∂

1
− 2λτ∂τ

))
U

1,j(y1
, 0),

Tb
2,k(y

1
, 0, τ) =

(
U i(y1

, 0) ·

(
∂

1

−1 − 2λ + j(λ − 1) − λy
1
∂

1
− 2λτ∂τ

))
U b

2,j(y1
, τ),

T
2,k(y

1
, 0, τ) =

(
U b
i (y

1
, τ) ·

(
∂

1

−1 − 2λ + j(λ − 1) − λy
1
∂

1
− 2λτ∂τ

))
U

2,j(y1
, 0),

i + j = k, k, i, j = 0, 1, 2, ....

We look for the boundary layer asymptotic expansion in the form:

UB,[J]
1

(y, τ) =

J∑
k=0

y−1+k(λ−1)

2

U b
1,k(y

1
, τ),

UB,[J]
2

(y, τ) =

J∑
k=0

y−λ+k(λ−1)

2

U b
2,k(y

1
, τ),

PB,[J](y, τ) =

J∑
k=0

y1−3λ+k(λ−1)

2

gbk (τ) + y−1−λ+k(λ−1)

2

Qb
k (y

1
, τ),

(3.19)

where (U b
1,k ,Q

b
k ), k = 1, 2, ..., are solutions to the problems

∂τU b
1,k − ν∂

2

1
U b

1,k + ∂
1
Qb
k = Z b

1,k , |y
1
| < γ

0
,

∂
1
U b

1,k =

[
λAb(y

1
, τ, ∂

1
, ∂τ) − k(λ − 1)

]
U b

2,k ,

U b
1,k||y1

|=γ
0

= 0, U b
1,k(y

1
, 0) = −U

1,k(y
1
, 0),

(3.20)

U b
2,k(y

1
, τ) = Φbk (y

1
, τ) + U �

2,k(y
1
, τ), (3.21)

the operator Ab is described by formula (2.14); the functions U �
2,k solve the problems{

∂τU �
2,k − ν∂

2

1
U �

2,k = Z b
2,k , |y1

| < γ
0
,

U �
2,k||y1

|=γ
0

= 0, U �
2,k(y

1
, 0) = 0,

(3.22)

while the Φbk , s
b
k , k = 1, 2, ..., are solutions to the problems

∂τΦbk (y
1
, τ) − ν∂2

1
Φbk (y

1
, τ) := sbk (τ), |y

1
| < γ

0
,

Φbk (y
1
, τ)||y

1
|=γ

0

= 0, Φbk (y
1
, 0) = −U

2,k(y
1
, 0),

γ
0∫

−γ
0

Φbk (y
1
, τ) dy

1
= −

γ
0∫

−γ
0

U �
2,k(y

1
, τ) dy

1
.

(3.23)
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Notice, that (3.23) is the inverse problem, the function sbk (τ) is not known and we have to �nd it in order to

satisfy the �ux condition (3.23)
3
, i.e., the solution to problem (3.23) is the pair (Φbk , s

b
k ).

Finally, gbk (τ) are found from ODE’s,

sbk (τ) = −ckgbk (τ) + 2λτ dg
b
k (τ)

dτ ,

where ck = 1 − 3λ + k(λ − 1). Note, that by construction,

γ
0∫

−γ
0

U
2,k(y

1
, t) dy

1
= 0. Therefore, the solvability

condition

γ
0∫

−γ
0

U �
2,k(y

1
, 0) dy

1
=

γ
0∫

−γ
0

U
2,k(y

1
, 0) dy

1

holds automatically. Remind, that by assumption µ = ̸ 0. Therefore, 1 − 3λ + k(λ − 1) = ̸ 0 and we �nd

gbk (τ) =

(
1

2λ

τ∫
0

sbk (t)t−Mk−1 dt
)
τMk

, if Mk > 0, (3.24)

and

gbk (τ) =

(
1

2λ

∞∫
τ
sbk (t)t−Mk−1 dt

)
τMk

, if Mk < 0, (3.25)

where Mk =

ck
2λ ≠ 0.

Finally a compatibility condition for problem (3.20)[
λAb(y

1
, τ, ∂

1
, ∂τ) − k(λ − 1)

]
U b

2,k(y
1
, 0) = −∂

1
U

1,k(y
1
, 0)

is satis�ed automatically due to the construction.

3.2.2 Discrepancies. Case: λ = N+1
N or λ = N+2

N .

The pair of functions (Uk , Qk) leaves in equations (3.1) discrepancies Hk = (H
1,k , H2,k):

Hk(y, t, τ) = F̂k−1
(y, t) + F̂k(y, t) + Nk(y, t)

+

k∑
j=max{0,k− 2

λ−1

−1}
F̃j(y, t) +

k∑
j=1

Fj(y, t) + Fbk−1

(y, τ)

+Fbk (y, τ) + Nbk (y, τ),

(3.26)

where k = 0, 1, . . ., F̂
−1

(y, t) = 0, Fb
−1

(y, τ) = 0,

F̂k(y, t) =

(
y−3+k(λ−1)

2

F̂
1,k(y

1
, t), y−λ−2+k(λ−1)

2

F̂
2,k(y

1
, t)
)
,

Nk(y, t) =

(
y−λ−2+k(λ−1)

2

N
1,k(y

1
, t), y−2λ−1+k(λ−1)

2

N
2,k(y

1
, t)
)
,

F̃k(y, t) =

(
y−1+k(λ−1)

2

F̃
1,k(y

1
, t), y−λ+k(λ−1)

2

F̃
2,k(y

1
, t)
)
,

Fbk (y, τ) =

(
y−3+k(λ−1)

2

F b
1,k(y

1
, τ), y−λ−2+k(λ−1)

2

F b
2,k(y

1
, τ)

)
,

Nbk (y, τ) =

(
y−λ−2+k(λ−1)

2

N b
1,k(y

1
, τ), y−2λ−1+k(λ−1)

2

N b
2,k(y

1
, τ)

)
,

and

k∑
j=1

Fj is the collection of terms belonging to L2

-space.

3.3 Case λ = N+4
N .

3.3.1 Outer asymptotics. Case λ = N+4
N .

As in the previous section, Zk(y
1
, y

2
, t) = y2λ

2
HO
k (y

1
, y

2
, t), whereHO

k is equal to the most singular term in the

discrepancies Hk, k = 1, 2, . . . , i.e., the function Z k = (Z
1,k ,Z2,k) is equal to the most singular term which
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we compensate at the step k, and is described by the following rule⁸

N
0
→

{
Ñ

0
→ F̂

0
+ N

1
, if λ > 3,

F̂
0

+ N
1
→ Ñ

0
, if λ < 3.

→ F̂
1

+ N
2
→ · · · →

F̂b 2

λ−1

c + Nb 2

λ−1

c+1

+

˜̃Nb 2

λ−1

c+1−

4

λ−1

→ F̃
0

+ Ñ
1
→

F̂b 2

λ−1

c+1

+ Nb 2

λ−1

c+2

+

˜̃Nb 2

λ−1

c+2−

4

λ−1

→ · · · →

F̂b 2

λ−1

c+j + Nb 2

λ−1

c+1+j +

˜̃Nb 2

λ−1

c+1−

4

λ−1

+j → F̃j + Ñj+1
→

F̂b 2

λ−1

c+j+1

+ Nb 2

λ−1

c+j+2

+

˜̃Nb 2

λ−1

c+1−

4

λ−1

+j+1

→ . . .

(3.27)

where bxc is the integer part of the number x, j ∈ N,N = (U ·N)U, Ñ = (Ũ ·N)U + (U ·N)Ũ, ˜̃N = (Ũ ·N)Ũ and

F̂k(y, t) =

(
y−3+k(λ−1)

2

F̂
1,k(y

1
, t), y−λ−2+k(λ−1)

2

F̂
2,k(y

1
, t)
)
,

Nk(y, t) =

(
y−λ−2+k(λ−1)

2

N
1,k(y

1
, t), y−2λ−1+k(λ−1)

2

N
2,k(y

1
, t)
)
,

Ñk(y, t) =

(
y−λ+k(λ−1)

2

Ñ
1,k(y

1
, t), y1−2λ+k(λ−1)

2

Ñ
2,k(y

1
, t)
)
,˜̃Nk(y, t) =

(
y2−λ+k(λ−1)

2

˜̃
N

1,k(y
1
, t), y3−2λ+k(λ−1)

2

˜̃
N

2,k(y
1
, t)
)
,

F̃k(y, t) =

(
y−1+k(λ−1)

2

F̃
1,k(y

1
, t), y−λ+k(λ−1)

2

F̃
2,k(y

1
, t)
)
,

(3.28)

Since λ ≠

N+1

N and λ = ̸

N+2

N , N = 1, 2, . . . , from (3.7) and Lemma 3.1 it follows that

UO,[J]
1

(y, t) = y−1

2
U

1,0
(y

1
, t) +

K∑
k=1

y−1+k(λ−1)

2

U
1,k(y

1
, t)

+

L∑
k=1

y1+k(λ−1)

2

Ũ
1,k(y

1
, t),

UO,[J]
2

(y, t) =

F(t)
κ

0

y−λ
2
Φ(y

1
) +

K∑
k=1

y−λ+k(λ−1)

2

U
2,k(y

1
, t)

+

L∑
k=1

y−λ+2+k(λ−1)

2

Ũ
2,k(y

1
, t),

PO,[J](y, t) =

F(t)
κ

0
(1 − 3λ)

y1−3λ
2

+ y−1−λ
2

Q
0

(y
1
, t)

+

K∑
k=1

[
y1−3λ+k(λ−1)

2

gk(t) + y−1−λ+k(λ−1)

2

Qk(y
1
, t)
]

+

L∑
k=1

[
y3−3λ+k(λ−1)

2

g̃k(t) + y1−λ+k(λ−1)

2

Q̃k(y
1
, t)
]

(3.29)

where J ∈ N, K = min

{
J,
⌊
J+ 2

λ−1

2

⌋}
, L =

⌊
J− 2

λ−1

+1

2

⌋
, the pair (U

1,0
,Q

0
) solves problem (2.9), Φ is de�ned in

(2.7), the functions (U
1,k ,Qk) solve problems (3.12) with the right-hand sides F̂

1,k−1
+ N

1,k +

˜̃
N

1,k− 4

λ−1

, the

functionsU *

2,k satisfy equations (3.13) with the right-hand sides F̂
2,k−1

+N
2,k +

˜̃
N

2,k− 4

λ−1

; and gk are uniquely
determined from the compatibility condition (3.14) and are given by either by (3.15) or (3.16).

The functions (Ũ
1,k , Q̃k), k = 1, 2, ..., are solutions to the problems

−ν∂2

1
Ũ

1,k + ∂
1
Q̃k = F̃

1,k−1
+ Ñ

1,k ,

∂
1
Ũ

1,k = A(3 − 3λ + k(λ − 1))Ũ
2,k ,

Ũ
1,k||y

1
|=γ

0

= 0,

(3.30)

8 In this section we assume that λ =

N+4

N , so

4

λ−1

∈ N.
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Ũ
2,k(y

1
, t) = g̃k(t)(3 − 3λ + k(λ − 1))Φ(y

1
) + Ũ *

2,k(y
1
, t),

Ũ *

2,k satisfy equations (3.13) with the right-hand sides F̃
2,k−1

+ Ñ
2,k, functions g̃k are uniquely determined

from the solvability condition for problem (3.30) which is equivalent to the equation

γ
0∫

−γ
0

A(3 − 3λ + k(λ − 1))Ũ *

2,k(y
1
, t) dy

1
= 0.

Remark 3.1. The functions Ũ k in fact also produce some discrepancies. However, one part of it is already in

L2

-space and the other part has the same powers of y
2
as discrepancies produced by U k. Therefore, in order

to keep the notations as simple as possible, we do not write these terms explicitly in the scheme (3.27).

3.3.2 Boundary layer. Case λ = N+4
N .

In this case the outer asymptotic expansion (see (3.29)) includes both functions Uk(y, t) and Ũk(y, t). There-
fore now we have to compensate both initial values Uk(y, 0) and Ũk(y, 0). Thus, the right-hand sides for the

boundary layer problems are alternating in a similar way as the outer asymptotic ones: the functions Zbk (y, τ),

k = 1, 2, . . . , in (3.18) obey the following rule

Nb
0
→

{
Ñb

0
→ F̂b

0
+ Nb

1
, if λ > 3,

F̂b
0

+ Nb
1
→ Ñb

0
, if λ < 3.

→ F̂b
1

+ Nb
2
→ · · · →

F̂bb 2

λ−1

c + Nbb 2

λ−1

c+1

+

˜̃Nbb 2

λ−1

c+1−

4

λ−1

→ F̃b
0

+ Ñb
1
→

F̂bb 2

λ−1

c+1

+ Nbb 2

λ−1

c+2

+

˜̃Nbb 2

λ−1

c+2−

4

λ−1

→ · · · →

F̂bb 2

λ−1

c+j + Nbb 2

λ−1

c+1+j +

˜̃Nbb 2

λ−1

c+1−

4

λ−1

+j → F̃bj + Ñbj+1

→

F̂bb 2

λ−1

c+j+1

+ Nbb 2

λ−1

c+j+2

+

˜̃Nbb 2

λ−1

c+1−

4

λ−1

+j+1
→ . . .

(3.31)

where j ∈ N, the functions F̂k, Nk, F̃k, Ñk,
˜̃Nk are described in (3.28) and

F̂bk (y, τ) =

(
y−3+k(λ−1)

2

F̂ b
1,k(y

1
, τ), y−λ−2+k(λ−1)

2

F̂ b
2,k(y

1
, τ)

)
,

Nbk (y, τ) =

(
y−λ−2+k(λ−1)

2

N b
1,k(y

1
, τ), y−2λ−1+k(λ−1)

2

N b
2,k(y

1
, τ)

)
,

Ñbk (y, τ) =

(
y−λ+k(λ−1)

2

Ñ b
1,k(y

1
, τ), y1−2λ+k(λ−1)

2

Ñ b
2,k(y

1
, τ)

)
,

˜̃Nbk (y, τ) =

(
y2−λ+k(λ−1)

2

˜̃
N

b
1,k(y

1
, τ), y3−2λ+k(λ−1)

2

˜̃
N

b
2,k(y

1
, τ)

)
,

F̃bk (y, τ) =

(
y−1+k(λ−1)

2

F̃ b
1,k(y

1
, τ), y−λ+k(λ−1)

2

F̃ b
2,k(y

1
, τ)

)
.

(3.32)

Remark 3.2. Here, as in the previous section, we expand terms (U ·Nb)Ub, (Ub ·Nb)U, (Ũ ·Nb)Ub, (Ub ·Nb)Ũ,
(U · Nb)Ũb, (Ũb · Nb)U, (Ũ · Nb)Ũb, (Ũb · Nb)Ũ in Taylor’s series with respect to the time variable t and
then replace t in this expansion by the product τy2λ

2
. In order to keep notations as simple as possible, we

do not write out these terms explicitly. We collect the terms having the same power of y
2
and denote the

corresponding sums by N, Ñ,

˜̃N.
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We look for the boundary layer asymptotic expansion in the form:

UB,[J]
1

(y, τ) =

K∑
k=0

y−1+k(λ−1)

2

U b
1,k(y

1
, τ) +

L∑
k=1

y1+k(λ−1)

2

Ũ b
1,k(y

1
, τ),

UB,[J]
2

(y, τ) =

K∑
k=0

y−λ+k(λ−1)

2

U b
2,k(y

1
, τ) +

L∑
k=1

y2−λ+k(λ−1)

2

Ũ b
2,k(y

1
, τ),

PB,[J](y, τ) =

K∑
k=0

[
y1−3λ+k(λ−1)

2

gbk (τ) + y−1−λ+k(λ−1)

2

Qb
k (y

1
, τ)

]
+

L∑
k=1

[
y3−3λ+k(λ−1)

2

g̃bk (τ) + y1−λ+k(λ−1)

2

Q̃b
k (y

1
, τ)

]
(3.33)

where (U b
1,k ,Q

b
k ), k = 1, 2, ..., are solutions to problems (3.20) with the corresponding right-hand sides de-

scribed in (3.31), the functions U b
2,k are described by (3.21) with U �

2,k being the solutions to problems (3.22)

with right-hand sides described in the scheme (3.31) and the functions (Φbk , s
b
k ) solve inverse problems (3.23).

Since by assumption 1 − 3λ + k(λ − 1) = ̸ 0, the functions gbk are gyven by (3.24) or (3.25).

The functions Ũ b
1,k , Q̃

b
k , k = 1, 2, ..., are solutions to

∂τŨ b
1,k − ν∂

2

1
Ũ b

1,k + ∂
1
Q̃b
k = Z b

1,k , |y
1
| < γ

0
,

∂
1
Ũ b

1,k =

[
λAb(y

1
, τ, ∂

1
, ∂τ) − k(λ − 1)

]
Ũ b

2,k ,

Ũ b
1,k||y1

|=γ
0

= 0, Ũ b
1,k(y

1
, 0) = −Ũ

1,k(y
1
, 0).

(3.34)

The right-hand sides in (3.34) are functions from the scheme (3.31) corresponding to terms with "∼",

Ũ b
2,k(y

1
, τ) = Φ̃bk (y

1
, τ) + Ũ �

2,k(y
1
, τ),

the operator Ab is described by formula (2.14); the functions Ũ �
2,k satisfy the equations{

∂τŨ �
2,k − ν∂

2

1
Ũ �

2,k = Z b
2,k , |y1

| < γ
0
,

Ũ �
2,k||y1

|=γ
0

= 0, Ũ �
2,k(y

1
, 0) = 0,

(3.35)

while the functions (Φ̃bk , s̃
b
k ), k = 1, 2, ..., are solutions to the inverse problems

∂τΦ̃bk (y
1
, τ) − ν∂2

1
Φ̃bk (y

1
, τ) := s̃bk (τ), |y

1
| < γ

0
,

Φ̃bk (y
1
, τ)||y

1
|=γ

0

= 0, Φ̃bk (y
1
, 0) = −Ũ

2,k(y
1
, 0),

γ
0∫

−γ
0

Φ̃bk (y
1
, τ) dy

1
= −

γ
0∫

−γ
0

Ũ �
2,k(y

1
, τ) dy

1
.

(3.36)

Finally, the functions g̃bk (τ) are solutions to the following ODE’s

s̃bk (τ) = −ck g̃bk (τ) + 2λτ dg̃
b
k (τ)

dτ

with ck = 1 − 3λ + k(λ − 1). Notice, that by construction,

γ
0∫

−γ
0

Ũn,k(y
1
, t) dy

1
= 0. Therefore, the solvability

condition

γ
0∫

−γ
0

Ũ �n,k(y
1
, 0) dy

1
=

γ
0∫

−γ
0

Ũn,k(y
1
, 0) dy

1

holds automatically. Remind, that by assumption, µ ≠ 0. Therefore, 1 − 3λ + k(λ − 1) = ̸ 0 and

g̃bk (τ) =

(
1

2λ

τ∫
0

s̃bk (t)t−Mk−1 dt
)
τMk

, if Mk > 0,

and

g̃bk (τ) =

(
1

2λ

∞∫
τ
s̃bk (t)t−Mk−1 dt

)
τMk

, if Mk < 0,
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where Mk =

ck
2λ ≠ 0.

Compatibility condition for problem (3.34)[
λAb(y

1
, τ, ∂

1
, ∂τ) − k(λ − 1)

]
Ũ b

2,k(y
1
, 0) = −∂

1
Ũ

1,k(y
1
, 0)

is satis�ed automatically.

3.3.3 Discrepancies. Case λ = N+4
N .

Let us denote the elements of sequence (3.27) by Sk, k = 0, 1, 2, . . . , i.e., S
0

= N
0
and so on, and by Sbk

the elements of sequence (3.31). Then the discrepancies Hk = (H
1,k , H2,k) left by the functions (Uk , Qk) in

equations (3.1) can be written in the form

Hk(y, t, τ) =

k∑
i=0

(
F̂i(y, t) + Ni(y, t) + F̃i(y, t) + Ñi(y, t)+

˜̃Ni(y, t) + F̂bi (y, τ) + Nbi (y, τ) + F̃bi (y, τ) + Ñbi (y, τ) +

˜̃Nbi (y, τ)

)
−

k−1∑
i=0

(
Si + Sbi

)
+ Fk ,

(3.37)

where F̂k, Nk, F̃k, Ñk, ˜̃Nk, F̂bk , Nbk , F̃bk , Ñbk , ˜̃Nbk are described in (3.28) and (3.32); the functions Fk belong to

the L2

-space. Formula (3.37) means that we sum up all the discrepancies and then subtract the discrepancies

which are already compensated.

Note that the most singular term in (3.37) is equivalent to(
y−3+k(λ−1)

2

H
1

(y
1
, t, τ), y−λ−2+k(λ−1)

2

H
2

(y
1
, t, τ)

)
.

3.4 Other value of the parameter λ

3.4.1 Outer asymptotics

If λ ≠

N+1

N , λ ≠

N+2

N and λ = ̸

N+4

N , N = 1, 2, . . . , then from (3.7) and Lemma 3.1 we get

UO,[I,J,K]

1

(y, t) =

I∑
i=0

J∑
j=0

K∑
k=0

y−1+2i+2jλ+k(λ−1)

2

U
1,{i,j,k}(y1

, t),

UO,[I,J,K]

2

(y, t) =

I∑
i=0

J∑
j=0

K∑
k=0

y−λ+2i+2jλ+k(λ−1)

2

U
2,{i,j,k}(y1

, t),

PO,[I,J,K]

(y, t) =

I∑
i=0

J∑
j=0

K∑
k=0

[
y1−3λ+2i+2jλ+k(λ−1)

2

g{i,j,k}(t)

+y−1−λ+2i+2jλ+k(λ−1)

2

Q{i,j,k}(y1
, t)
]
,

(3.38)

where the functions (U
1,{i,j,k},Q{i,j,k}) solve the problems
−ν∂2

1
U

1,{i,j,k}(y1
, t) + ∂

1
Q{i,j,k}(y1

, t) = Z
1,{i,j,k}(y1

, t),

∂
1
U

1,{i,j,k}(y1
, t) = −A(Θ{i,j,k})U2,{i,j,k}(y1

, t),

U
1,{i,j,k}(y1

, t)||y
1
|=γ

0

= 0.

(3.39)

A(Θ{i,j,k}) is de�ned in (3.9), Θ{i,j,k} = 1 − 3λ + 2i + 2jλ + k(λ − 1),

U
2,{i,j,k}(y1

, t) = g{i,j,k}(t)Θ{i,j,k}Φ(y
1

) + U *

2,{i,j,k}(y1
, t),



1000 | K. Pileckas and A. Raciene, Non-stationary Navier–Stokes equations in 2D power cusp domain

the functions U *

2,{i,j,k} satisfy equations{
−ν∂2

1
U *

2,{i,j,k}(y1
, t) = Z

2,{i,j,k}(y1
, t), |y

1
| < γ

0
,

U *

2,{i,j,k}(y1
, t)||y

1
|=γ

0

= 0.

(3.40)

The functions g{i,j,k} are uniquely determined from the following solvability condition for problem (3.39)

γ
0∫

−γ
0

A(Θ{i,j,k})U2,{i,j,k}(y1
, t) dy

1
= 0.

Similarly as above,

g{i,j,k}(t) = −

1

κ
0
Θ{i,j,k}

γ
0∫

−γ
0

U *

2,{i,j,k}(y1
, t) dy

1
,

k = 1, 2, . . . . Note that the condition µ = ̸ 0 is equivalent to 1−3λ+ 2i+ 2jλ+ k(λ−1) = ̸ 0. The right-hand sides

Zi,j,k(y
1
, y

2
, t) = y2λ

2
HO
i,j,k(y

1
, y

2
, t), where HO

i,j,k are equal to the most singular terms which we compensate

at the given step {i, j, k}, i, j, k = 1, 2, . . . .

3.4.2 Boundary layer

We look for the boundary layer asymptotic expansion in the form:

UB,[I,J,K]

1

(y, τ) =

I∑
i=0

J∑
j=0

K∑
k=0

y−1+2i+2jλ+k(λ−1)

2

U b
1,{i,j,k}(y1

, τ),

UB,[I,J,K]

2

(y, τ) =

I∑
i=0

J∑
j=0

K∑
k=0

y−λ+2i+2jλ+k(λ−1)

2

U b
2,{i,j,k}(y1

, τ),

PB,[I,J,K]

(y, τ) =

I∑
i=0

J∑
j=0

K∑
k=0

[
y1−3λ+2i+2jλ+k(λ−1)

2

gb{i,j,k}(τ)

+y−1−λ+2i+2jλ+k(λ−1)

2

Qb
{i,j,k}(y1

, τ)

]
,

(3.41)

where (U b
1,{i,j,k},Q

b
{i,j,k}), i, j, k = 0, 1, ..., are solutions to

∂τU b
1,{i,j,k} − ν∂

2

1
U b

1,{i,j,k} + ∂
1
Qb
{i,j,k} = Z b

1,{i,j,k}, |y
1
| < γ

0
,

∂
1
U b

1,{i,j,k} =

[
λAb(y

1
, τ, ∂

1
, ∂τ) − 2i − 2jλ − k(λ − 1)

]
U b

2,{i,j,k},

U b
1,{i,j,k}||y1

|=γ
0

= 0, U b
1,{i,j,k}(y1

, 0) = −U
1,{i,j,k}(y1

, 0),

(3.42)

U b
2,{i,j,k}(y1

, τ) = Φb{i,j,k}(y1
, τ) + U �

2,{i,j,k}(y1
, τ),

operator Ab is described by formula (2.14); the functions U �
2,{i,j,k} satisfy the equations{

∂τU �
2,{i,j,k} − ν∂

2

1
U �

2,{i,j,k} = Z b
2,{i,j,k},

U �
2,{i,j,k}||y1

|=γ
0

= 0, U �
2,{i,j,k}(y1

, 0) = 0.

(3.43)

The right-hand sides Zb{i,j,k}(y1
, y

2
, τ) = y2λ

2
HO
{i,j,k}(y1

, y
2
, τ), whereHO

{i,j,k} is equal to the most singular

terms which we compensate at the step {i, j, k}, i, j, k = 1, 2, . . . .
Further, the functions

(
Φb{i,j,k}, s

b
{i,j,k}

)
are solutions of the inverse problems

∂τΦb{i,j,k}(y1
, τ) − ν∂2

1
Φb{i,j,k}(y1

, τ) = sb{i,j,k}(τ), |y
1
| < γ

0
,

Φb{i,j,k}(y1
, τ)||y

1
|=γ

0

= 0,

Φb{i,j,k}(y1
, 0) = −U

2,{i,j,k}(y1
, 0),

γ
0∫

−γ
0

Φb{i,j,k}(y1
, τ) dy

1
= −

γ
0∫

−γ
0

U �
2,{i,j,k}(y1

, τ) dy
1
.

(3.44)
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Finally, gb{i,j,k}(τ) are found as solutions to ODEs

sb{i,j,k}(τ) = −c{i,j,k}gb{i,j,k}(τ) + 2λτ
dgb{i,j,k}(τ)

dτ ,

where c{i,j,k} = 1 − 3λ + 2i + 2jλ + k(λ − 1). Since

γ
0∫

−γ
0

U
2,{i,j,k}(y1

, τ) dy
1

= 0, the solvability condition

γ
0∫

−γ
0

U �
2,{i,j,k}(y1

, 0) dy
1

=

γ
0∫

−γ
0

U
2,{i,j,k}(y1

, 0) dy
1

is satis�ed. Moreover,

gb{i,j,k}(τ) =

(
1

2λ

τ∫
0

sb{i,j,k}(t)t
−M{i,j,k}−1 dt

)
τM{i,j,k}

, if M{i,j,k} > 0,

and

gb{i,j,k}(τ) =

(
1

2λ

∞∫
τ
sb{i,j,k}(t)t

−M{i,j,k}−1 dt
)
τM{i,j,k}

, if M{i,j,k} ≤ 0,

where M{i,j,k} =

c{i,j,k}
2λ .

Compatibility condition for problem (3.42)[
λAb(y

1
, τ, ∂

1
, ∂τ) − 2i − 2jλ − k(λ − 1)

]
U b

2,{i,j,k} = −∂
1
U

1,{i,j,k}(y1
, 0)

is satis�ed automatically.

3.4.3 Discrepancies

Functions U{I,J,K}, Q{I,J,K} leave in equations (3.1) the following discrepancies H{I,J,K} =

(H
1,{I,J,K}, H2,{I,J,K}):

H{I,J,K}(y, t, τ) =

I∑
i=0

J∑
j=0

K∑
k=0

[
νD2U{i,j,k}(y, t) − ∂tU{i,j,k}(y, t)

−(U{i,j,k} ·N)U{i,j,k}(y, t) + νD2Ub{i,j,k}(y, τ)

−(Ub{i,j,k} ·Nb)Ub{i,j,k}(y, τ) −

[
T{i,j,k} + Tb{i,j,k}

]
(y, 0, τ)

−S{I,J,K}(y, t) − Sb{I,J,K}(y, τ)

]
,

(3.45)

where S{I,J,K}, Sb{I,J,K} are the sums of all already compensated terms for outer and boundary layers parts,

respectively.

As before, we expand the terms (U{i,j,k} ·Nb)Ub{i,j,k}, (Ub{i,j,k} ·Nb)U{i,j,k} in Taylor’s series with respect

to the time variable t and then replace t by the product τy2λ
2
. These expansions are denoted by T{i,j,k} and

Tb{i,j,k}.
The most singular term in formula (3.45) can be written in the form(

y−3+2i+2jλ+k(λ−1)

2

H
1,

(y
1
, t, τ), y−λ+2(i−1)+2jλ+k(λ−1)

2

H
2

(y
1
, t, τ)

)
.
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4 Regularity, existence and estimates

4.1 Regularity conditions

Consider the asymptotic expansion

U[J]
(x, t) = UO,[J]

(
x

1

xλ
2

, x
2
, t
)

+ UB,[J]
(
x

1

xλ
2

, x
2
,

t
x2λ

2

)
,

P[J]
(x, t) = PO,[J]

(
x

1

xλ
2

, x
2
, t
)

+ PB,[J]
(
x

1

xλ
2

, x
2
,

t
x2λ

2

)
,

(4.1)

where (UO,[J], PO,[J]) is the outer asymptotic expansion given by formula (3.11) if λ =

N+1

N or λ =

N+2

N (by for-

mula (3.29) if λ =

N+4

N and by formula (3.38) if the parameter λ has other value); (UB,[J], PB,[J]) is the boundary

layer-in-time expansion given by (3.19) if λ =

N+1

N or λ =

N+2

N (by (3.33) if λ =

N+4

N and by (3.41) if parameter λ
has other value). (U[J]

, P[J]
) is an approximate solution of problem (1.1) and the corresponding discrepancies

HJ(y′, yn , t, τ) are given by formulas (3.26), (3.37), (3.45). Constructing the above asymptotic representations

we were solving problems (3.12), (3.13), (3.20), (3.22), (3.30), (3.34), (3.35), (3.36), (3.39), (3.40), (3.42), (3.43),

(3.44). Therefore, it is necessary to have at each step su�cient regularity of the data which is needed for the

solvability of the corresponding problems. Examining the right-hand sides of these problems we see the loss

of one time derivative on each step of the outer asymptotic construction. Therefore, in order to ensure the

existence of all terms of asymptotic expansion up to the order J, we have to assume that the �ux

F(t) ∈ W J+1,2

(0, T).

Since the �ux F(t) is the integral of the normal component of the boundary value a(x, t) over ∂Ω, the last

requirement imply, the following regularity conditions for a:

∂la
∂tl
∈ L2

(0, T;W1/2,2

(∂Ω)), l = 0, 1, 2, ..., J + 1.

The boundary layer construction does not cause any loss of regularity, and it is enough to suppose that

b ∈ W1,2

(Ω).

Note that these regularity conditions are the same as for the construction of the asymptotic expansion

for the non-stationary Stokes problem in a power cusp domains (see [23]).

4.2 Estimates of asymptotic decomposition

Let us �rst formally summarize the types of problems we were dealing with while constructing asymptotics.

As for the outer asymptotic part, we faced with the following problems:{
−ν∂2

1
U

2
(y

1
) = Z

2
(y

1
),

U
2

(−γ
0

) = U
2

(γ
0

) = 0,

(T1)

and 
−ν∂2

1
U

1
(y

1
) − ∂

1
Q(y

1
) = Z

1
(y

1
),

∂
1
U

1
(y

1
) = G(y

1
),

U
1

(−γ
0

) = U
1

(γ
0

) = 0,

(T2)

where the solvability condition

γ
0∫

−γ
0

G(y
1

) dy
1

= 0 is satis�ed.

Problems of type (T1) have explicit solutions

U
2

(y
1

) = ay
1

+ b − 1

ν

y
1∫

−γ
0

Z
2

(s) ds, (4.2)
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where a and b are found to satisfy boundary conditions.

From (T2)
2
we �nd that

U
1

(y
1

) =

y
1∫

−γ
0

G(s) ds, (4.3)

and, therefore,

Q(y
1

) = −νG(y
1

) −

y
1∫

−γ
0

Z
1

(s) ds. (4.4)

As for the boundary layer construction, we meet three types of problems:
∂τΦ(y

1
, τ) − ν∂2

1
Φ(y

1
, τ) = s(τ),

Φ||y
1
|=γ

0

= 0, Φ(y
1
, 0) = ub

2
(y

1
),

γ
0∫

−γ
0

Φ(y
1
τ) dy

1
= F(τ),

(T3)

where the �ux F(t) and the initial data ub
2

(y
1

) satisfy the conditions F(0) = 0 and

γ
0∫

−γ
0

ub
2
dy

1
= 0. Notice that

the necessary compatibility condition for problem (T3) is F(0) =

γ
0∫

−γ
0

ub
2
dy

1
;



∂τU1
(y

1
, τ) − ν∂2

1
U

1
(y

1
, τ) + ∂

1
Q(y

1
, τ) = Z

1
(y

1
, τ),

∂
1
U

1
(y

1
, τ) = G(y

1
, τ),

U
1

(−γ
0
, τ) = U

1
(γ

0
, τ) = 0,

U
1

(y
1
, 0) = ub

1
,

(T4)

with two compatibility conditions

γ
0∫

−γ
0

G(y
1
, τ) dy

1
= 0 and G(y

1
, 0) = ∂

1
ub

1
(y

1
) that are satis�ed due to the

construction; and 
∂τU2

(y
1
, τ) − ν∂2

1
U

2
(y

1
, τ) = Z

2
(y

1
, τ),

U
2

(−γ
0
, τ) = U

2
(γ

0
, τ) = 0,

U
2

(y
1
, 0) = 0.

(T5)

Results concerning the regularity and estimates of solutions of boundary layer problems (T3), (T4), (T5) follow

either from classical results concerning heat and Stokes equations, or from results about inverse problems.

Problem (T5) is the initial boundary value problem (with zero initial value) for the classical heat equation

and its solution satis�es the estimates (e.g., [33])

sup

τ∈[0,∞)

‖U
2

(·, τ)‖W1,2

(Υ )
+ ‖U

2
‖L2

(0,∞;W2,2

(Υ ))
+

+‖∂τU2
‖L2

(0,∞;L2

(Υ ))
≤ C‖Z

2
‖L2

(0,∞;L2

(Υ ))
,

(4.5)

where Υ = (−γ
0
, γ

0
). If in addition ∂τZ2

∈ L2

(0,∞; L2

(Υ )), then U
2
∈ L∞(0,∞;W2,2

(Υ )), ∂τU2
∈

L∞(0,∞; L2

(Υ )) and

sup

τ∈[0,∞)

‖U
2

(·, τ)‖W2,2

(Υ )
+ sup

τ∈[0,∞)

‖∂τU2
‖L2

(Υ )
+

≤ C
(
‖Z

2
‖L2

(0,∞;L2

(Υ ))
+ ‖∂τZ2

‖L2

(0,∞;L2

(Υ ))

)
.

(4.6)

If the right-hand side Z
2
of (T5) exponentially vanishes as τ → ∞, then the solution U

2
also exponentially

vanishes and

sup

τ∈[0,∞)

(
e

2µt‖U
2

(·, τ)‖2

W1,2

(Υ )

)
+ ‖eµtU

2
‖2

L2

(0,∞;W1,2

(Υ ))

+‖eµt∂τU2
‖2

L2

(0,∞;L2

(Υ )

≤ C‖eµtZ‖2

L2

(0,∞;L2

(Υ ))

,

(4.7)

where µ ∈ (0, µ
*
) with su�ciently small µ

*
.
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Problem (T4) is a nonstationary 1-dimensional problem of the Stokes type; the corresponding existence

theory is well known (e.g., [34]), problem (T4) admits a unique weak solution U
1
∈ L2

(0,∞;
˚W1,2

(Υ ) ∩
W2,2

(Υ )) with ∂τU1
∈ L2

(0,∞; L2

(Υ )), ∂
1
Q ∈ L2

(0,∞; L2

(Υ )) such that

sup

τ∈[0,∞)

‖U
1

(·, τ)‖W1,2

(Υ )
+ ‖U

1
‖L2

(0,∞;W2,2

(Υ ))
+

+‖∂τU1
‖L2

(0,∞;L2

(Υ )
) + ‖∂

1
Q‖L2

(0,∞;L2

(Υ ))

≤ C
(
‖Z

1
‖L2

(0,∞;L2

(Υ ))
+ ‖G‖L2

(0,∞;W1,2

(Υ ))
+ ‖ub

1
‖W1,2

(Υ )

)
.

(4.8)

If, in addition ub
1
∈ W2,2

(Υ ), ∂τG ∈ L2

(0,∞; L2

(Υ )), ∂τZ1
∈ L2

(0,∞; L2

(Υ )), then

sup

τ∈[0,∞)

‖U
1

(·, τ)‖W2,2

(Υ )
+ sup

τ∈[0,∞)

‖∂τU1
‖L2

(Υ )

≤ C
(
‖Z

1
‖W1,2

(0,∞;L2

(Υ ))
+ ‖G‖W1,2

(0,∞;W1,2

(Υ ))
+ ‖ub

1
‖W2,2

(Υ )

)
.

(4.9)

The solution of (T4) exponentially vanishes in the integral sense as τ → ∞, provided that data exponentially

vanishes. For su�ciently small µ > 0 there holds the estimate

sup

τ∈[0,∞)

(
e

2µt‖U
1

(·, τ)‖2

W1,2

(Υ )

)
+ ‖eµtU

1
‖2

L2

(0,∞;W1,2

(Υ ))

+‖eµt∂τU1
‖2

L2

(0,∞;L2

(Υ )

≤ C
(
‖eµtZ

1
‖L2

(0,∞;L2

(Υ ))
+ ‖eµtG‖L2

(0,∞;W1,2

(Υ ))
+ ‖ub

1
‖W1,2

(Υ )

)
.

(4.10)

Problem (T3) is the inverse problem for the heat equation. It admits a unique weak solution (Φ, s) ∈
L2

(0,∞;
˚W1,2

(Υ ) ∩W2,2

(Υ )) × L2

(0,∞) with ∂τΦ ∈ L2

(0,∞; L2

(Υ )) provided ub
0
∈ ˚W1,2

(Υ ),F ∈ W1,2

(0,∞)

and the compatibility condition F(0) =

γ
0∫

−γ
0

ub
2
dy

1
holds. Moreover, the following estimate

sup

τ∈[0,∞)

‖Φ(·, τ)‖2

W1,2

(Υ )

+ ‖Φ‖2

L2

(0,∞;W2,2

(Υ ))

+ ‖∂τΦ‖2

L2

(0,∞;L2

(Υ )

+‖s‖2

L2

(0,∞)

≤ C
(
‖ub

2
‖2

W1,2

(Υ )

+ ‖F‖2

W1,2

(0,∞)

) (4.11)

is valid. If the�uxF exponentially vanishes, then for su�ciently small µ > 0weadditionally have the estimate

sup

τ∈[0,∞)

(
e

2µt‖Φ(·, τ)‖2

W1,2

(Υ )

)
+ ‖eµtΦ‖2

L2

(0,∞;W1,2

(Υ ))

+‖eµt∂τΦ‖2

L2

(0,∞;L2

(Υ )

+ ‖eµts‖2

L2

(0,∞)

≤ C
(
‖ub

2
‖2

W1,2

(Υ )

+ ‖eµtF‖2

W1,2

(0,∞)

)
,

(4.12)

If the data are more regular ub
2
∈ ˚W1,2

(Υ ) ∩W2,2

(Υ ), F ∈ W2,2

(0,∞) and F(0) =

γ
0∫

−γ
0

ub
2

(y
1

)dy
1

= 0, then the

solution also has the improved regularity, Φ ∈ L∞(0,∞;W2,2

(Υ )), Φτ ∈ L∞(0,∞; L2

(Υ )), s ∈ L∞(0,∞) and

sup

τ∈[0,∞)

‖Φ(·, τ)‖2

W2,2

(Υ )

+ sup

τ∈[0,∞)

‖∂τΦ‖2

L2

(Υ )

+ sup

τ∈[0,∞)

|s(τ)|2 ≤ C
(
‖ub

2
‖2

W2,2

(Υ )

+ ‖F‖2

W2,2

(0,∞)

)
.

(4.13)

The unique solvability of problem (T3) and estimates (4.11), (4.12) are proved in [32, 35]. The proof of estimate

(4.13) is given in Appendix A.

De�ne

U[J]
(x, t) = UO,[J](x

1
/xλ

2
, x

2
, t) + UB,[J](x

1
/xλ

2
, x

2
, t/x2λ

2
),

P[J]
(x, t) = PO,[J](x

1
/xλ

2
, x

2
, t) + PB,[J](x

1
/xλ

2
, x

2
, t/x2λ

2
),

whereUO,[J],UB,[J], PO,[J], PB,[J] are given either by (3.11), (3.19) or by (3.29), (3.33), or by (3.38), (3.41) depending

on the value of λ. By construction,

div U[J]
(x, t) = 0 in GH , U[J]

(x, t) = 0 on ∂GH ∩ ∂Ω,
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U[J]
(x, 0) = 0 in GH ,

∫
σ(h)

U[J]
· n dx

1
= F(t).

Let us start with estimates of leading-order term of the asymptotic decomposition. Problem (2.9) is of type

(T2) with the solution depending on t as a parameter. Moreover, the right-hand side G(y
1
, τ) in (2.9) is equal

to λκ−1

0
F(t)(1 + y

1
· ∂

1
)Φ(y

1
), where Φ =

1

2ν (|y
1
|2 − γ2

0
) is a solution of problem (2.7) (which is of type (T1))

with Z
2

(y
1

) = 1. Clearly, the leading asymptotic term (see (2.5)) satis�es the following estimates∣∣∣∣∣∂kU1,0

∂yk
1

∣∣∣∣∣ ≤ Cy−1

2
|F(t)|,

∣∣∣∣∣ ∂∂t ∂kU1,0

∂yk
1

∣∣∣∣∣ ≤ Cy−1

2
|F′(t)|,∣∣∣∣∣∂kU2,0

∂yk
1

∣∣∣∣∣ ≤ Cy−λ2
|F(t)|,

∣∣∣∣∣ ∂∂t ∂kU2,0

∂yk
1

∣∣∣∣∣ ≤ Cy−λ2
|F′(t)|,∣∣∣∣∣∂kU1,0

∂yk
2

∣∣∣∣∣ ≤ Cy−1−k
2
|F(t)|,

∣∣∣∣∣ ∂∂t ∂kU1,0

∂yk
2

∣∣∣∣∣ ≤ Cy−1−k
2
|F′(t)|,∣∣∣∣∣∂kU2,0

∂yk
2

∣∣∣∣∣ ≤ Cy−λ−k2
|F(t)|,

∣∣∣∣∣ ∂∂t ∂kU2,0

∂yk
2

∣∣∣∣∣ ≤ Cy−λ−k2
|F′(t)|,

(4.14)

k = 0, 1, 2, . . . .
Using estimates (4.14) of the leading asymptotic term, estimates (4.5)-(4.13) of solutions to problems (T3)–

(T5) and following the scheme of construction of the asymptotic decomposition we obtain, by induction, the

following estimates

sup

t∈[0,T]

‖U[J]
(·, y

2
, t)‖2

W1,2

(Υ )

+ ‖U[J]‖2

L2

(0,T;W2,2

(Υ )

+‖U[J]
t ‖

2

L2

(0,T;L2

(Υ ))

≤

c
φ2

(y
2

)

T∫
0

|||F|||2J+1

dt,

sup

t∈[0,T]

‖U[J]
(·, y

2
, t)‖2

W2,2

(Υ )

+ sup

t∈[0,T]

‖U[J]
t ‖

2

L2

(Υ )

+‖∇U[J]
t ‖

2

L2

(0,∞;L2

(Υ ))

≤

c
φ2

(y
2

)

T∫
0

|||F|||2J+2

dt,
(4.15)

sup

t∈[0,T]

∥∥ ∂U[J]
(·,y

2
,t)

∂y
2

∥∥2

W1,2

(Υ )

≤

c
φ4

(y
2

)

T∫
0

|||F|||2J+1

dt,

where |||F|||2J =

J∑
k=0

∣∣∣ ∂kF(t)
∂tk

∣∣∣2, φ(y
2

) = γ
0
yλ

2
.

SinceW1,2

(Υ ) ⊂ C(Υ ), we also have

sup

t∈(0,∞)

y
1
∈Υ

(
|U[J]

(y
1
, y

2
, t)|2 +

∣∣ ∂U[J]
(y

1
,y

2
,t)

∂y
1

∣∣2)
≤ c sup

t∈(0,∞)

T∫
0

‖U[J]
(·, y

2
, t)‖2

W2,2

(Υ )

≤

c
φ2

(y
2

)

T∫
0

|||F|||2J+2

dt,

sup

t∈(0,∞)

y
1
∈Υ

| ∂U
[J]

(y
1
,y

2
,t)

∂y
2

|2dt ≤ c sup

t∈(0,∞)

T∫
0

∥∥ ∂U[J]
(·,y

2
,t)

∂y
2

∥∥2

W1,2

(Υ )

≤

c
φ4

(y
2

)

T∫
0

|||F|||2J+1

dt.

Passing to the coordinates x yields

sup

t∈(0,∞)

x
1
∈(−φ(x

2
),φ(x

2
))

|U[J]
(x

1
, x

2
, t)|2dt ≤ c

φ2

(x
2

)

T∫
0

|||F|||2J+1

dt,

sup

t∈(0,∞)

x
1
∈(−φ(x

2
),φ(x

2
))

|∇xU[J]
(x

1
, x

2
, t)|2 ≤ c

φ4

(x
2

)

T∫
0

|||F|||2J+1

dt.
(4.16)
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4.3 Estimates of discrepancies

Functions U[J]
, P[J]

satisfy the Navier–Stokes equations

U[J]
t − ν∆U

[J]
+ (U[J]

·∇)U[J]
+∇P[J]

= HJ ,

divU[J]
= 0,

U[J]|∂GH∩∂Ω = 0,

U[J]
(x, 0) = 0.

(4.17)

The estimates of discrepancies depend on the value of λ. If λ =

N+1

N or λ =

N+2

N , then, by construction,

‖HJ‖2

L2

(Υ )

≤ cy−a1

2

(
‖F̂ J−1

‖2

L2

(Υ )

+ ‖F̂ J‖2

L2

(Υ )

+‖N J‖2

L2

(Υ )

+

J∑
k=max{0,J−1−

2

λ−1

}
‖F̃ k‖2

L2

(Υ )

+

J∑
k=1

‖F k‖2

L2

(Υ )

+‖F b
J−1

‖2

L2

(Υ )

+ ‖F b
J ‖

2

L2

(Υ )

+ ‖N b
J ‖

2

L2

(Υ )

)
.

In the case λ =

N+4

N ,

‖HJ‖2

L2

(Υ )

≤ cy−a2

2

∥∥∥∥ J∑
k=0

(
F̂k + Nk + F̃k + Ñk

+

˜̃Nk + F̂bk + Nbk + F̃bk + Ñbk +

˜̃Nbk) − J−1∑
k=0

(
Sk + Sbk

)
+ Fk

∥∥∥∥2

L2

(Υ )

.

If λ = ̸

N+1

N , λ ≠

N+2

N , λ ≠

N+4

N , then

‖H{I,J,K}‖2

L2

(Υ )

≤ cy−a3

2

∥∥∥ I∑
i=0

J∑
j=0

K∑
k=0

(
νD2U{i,j,k}(y, t) − ∂tU{i,j,k}(y, t)

−(U{i,j,k} ·N)U{i,j,k}(y, t) + νD2Ub{i,j,k}(y, τ) − (Ub{i,j,k} ·Nb)Ub{i,j,k}(y, τ)

−

[
T{i,j,k} + Tb{i,j,k}

]
(y, 0, τ) − S{I,J,K}(y, t) − Sb{I,J,K}(y, τ)

)∥∥∥2

L2

(Υ )

,

where 0 < ai < 2⁹. Passing to the variables x we obtain for all three cases the following estimate

T∫
0

‖HJ‖2

L2

(GH )

dt ≤ c
T∫

0

|||F|||2J+2

dt. (4.18)

In the last case we chose all three numbers I, J, K so big that the discrepancy H{I,J,K} belongs to L2

, but, for

simplicity, we denote H{I,J,K} just by HJ .

Appendix A
Proof of estimate (4.13). Di�erentiating equation (T3) with respect to τ we get

∂τΦτ(y
1
, τ) − ν∂2

1
Φτ(y

1
, τ) = s′(τ). (A.1)

Multiplying (A.1) by Φτ and integrating over the interval (−γ
0
, γ

0
) yields

1

2

d
dτ

γ
0∫

−γ
0

|Φτ|2dy1
+

γ
0∫

−γ
0

|∇Φτ|2dy1
= s′(τ)

γ
0∫

−γ
0

Φτdy1
= s′(τ)F′(τ).

9 We chose J or I, J, K big enough to satisfy this condition.
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So, integrating from 0 to τ, we get

1

2

γ
0∫

−γ
0

|Φτ(y
1
, τ)|2dy

1
+

τ∫
0

γ
0∫

−γ
0

|∇Φr(y1
, r)|2dy

1
dr

=

1

2

γ
0∫

−γ
0

|Φτ(y
1
, 0)|2dy

1
+

τ∫
0

s′(r)F′(r)dr

=

1

2

γ
0∫

−γ
0

|Φτ(y
1
, 0)|2dy

1
−

τ∫
0

s(r)F′′(r)dr + s(τ)F′(τ) − s(0)F′(0).

Since F(0) = 0, we have s(0) = 0 (see [32]) and hence Φτ(y
1
, 0) = ν∂2

1
Φ(y

1
, 0) = ν∂2

1
ub

2
(y

1
). Therefore, using

(4.12) we obtain

1

2

γ
0∫

−γ
0

|Φτ(y
1
, τ)|2dy

1
+

τ∫
0

γ
0∫

−γ
0

|∇Φr(y1
, r)|2dy

1
dr

≤

ν
2

γ
0∫

−γ
0

|∂2

1
ub

2
(y

1
))|2dy

1
+

1

2

τ∫
0

|s(r)|2dr +

1

2

τ∫
0

|F′′(r)|2dr + ε|s(τ)|2

+cε|F′(τ)|2 ≤ c
(
‖∂2

1
ub

2
‖2

W2,2

((−γ
0
,γ

0
))

+ ‖F‖2

W2,2

(0,∞)

)
+ ε|s(τ)|2.

(A.2)

From equation (T3) we have

s′(τ) = Φττ(y
1
, τ) − ν∂2

1
Φτ(y

1
, τ),

and because of (4.12) we can write

s(τ) = −

∞∫
τ
s′(r)dr = −

∞∫
τ

(
Φrr(y1

, r) − ν∂2

1
Φr(y1

, r)
)
dr.

Multiplying this relation by v
0

(y
1

), where v
0
is solution of the problem{

ν∂2

1
v

0
= 1,

v
0
||y

1
|=γ

0

= 0,

integrating this relation over the interval (−γ
0
, γ

0
) and integrating by parts, we obtain

s(τ)κ
0

= −

∞∫
τ

γ
0∫

−γ
0

(
Φrr(y1

, r)v
0

(y
1

) − ν∂2

1
Φr(y1

, r)v
0

(y
1

)

)
dy

1
dr

= −

∞∫
τ

1

2

d
dr

γ
0∫

−γ
0

Φr(y1
, r)v

0
(y

1
)dy

1
dr + ν

∞∫
τ

γ
0∫

−γ
0

Φr(y1
, r)∂2

1
v

0
(y

1
)dy

1
dr

=

1

2

γ
0∫

−γ
0

Φτ(y
1
, τ)v

0
(y

1
)dy

1
+

∞∫
τ

1

2

d
dr

γ
0∫

−γ
0

Φ(y
1
, r)dy

1
dr

=

1

2

γ
0∫

−γ
0

Φτ(y
1
, τ)v

0
(y

1
)dy

1
−

1

2

F(τ),

where κ
0

=

γ
0∫

γ
0

v
0

(y
1

)dy
1
< 0. Therefore,

|s(τ)|2 ≤ c
γ

0∫
−γ

0

|Φτ(y
1
, τ)|2dy

1
+ c|F(τ)|2

≤ c
γ

0∫
−γ

0

|Φτ(y
1
, τ)|2dy

1
+ c‖F‖2

W1,2

(0,∞)

.

(A.3)

From (A.2), (A.3) follows the inequality

sup

τ∈[0,∞)

γ
0∫

−γ
0

|Φτ(y
1
, τ)|2dy

1
+ sup

τ∈[0,∞)

|s(τ)|2

≤ c
(
‖∂2

1
ub

2
‖2

W2,2

(−γ
0
,γ

0
)

+ ‖F‖2

W2,2

(0,∞)

)
.

(A.4)

Finally, from equation (T3) we get

sup

τ∈[0,∞)

γ
0∫

−γ
0

|∂2

1
Φ(y

1
, τ)|2dy

1
≤ sup

τ∈[0,∞)

γ
0∫

−γ
0

|Φτ(y
1
, τ)|2dy

1

+ sup

τ∈[0,∞)

|s(τ)|2 ≤ c
(
‖∂2

1
ub

2
‖2

W2,2

((−γ
0
,γ

0
))

+ ‖F‖2

W2,2

(0,∞)

)
.

(A.5)
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Estimates (A.4), (A.5) together with (4.11) imply (4.13). �

Remark 4.1. The above proof of a priori estimate (4.13) for the solution of problem (T3) contains inaccuracy.

The solution which we have in hands does not possess enough regularity to perform all computations in the

proof. However, these reasonings can be justi�ed in a usual way by using Galerkin approximations.

Appendix B
Proof of Lemma 3.1. Remind that we start from µ

0
= 1 − 3λ ∈ M (see (2.6)).

1. If µ
1

= µ
2

= µ
0
, then from (3.5)

2
we get

µ
0

+ µ
0

+ 4λ − 2 = µ
0

+ λ − 1 = (1 − 3λ) + λ − 1.

If

µ
1

= 1 − 3λ + i(λ − 1), µ
2

= 1 − 3λ + j(λ − 1),

it follows from (3.5)
1,2

that

µ
1

+ 2λ − 2 = 1 − 3λ + (i + 2)(λ − 1),

µ
1

+ µ
2

+ 4λ − 2 = 1 − 3λ + (i + j + 1)(λ − 1).

Obviously, elements constructed following the rule (3.5)
3

belong to the set T =

{1 − 3λ + 2jλ : j = 0, 1, . . . }. Elements from the set T belong to M if k = j
(

2 +

2

λ−1

)
is a natural num-

ber, i.e., if either

2

λ−1

∈ N or

1

λ−1

∈ N (λ =

N+1

N or λ =

N+2

N , N = 1, 2, . . . ). Indeed, from (3.5)
3
we

have

M 3 1 − 3λ + j
(

2 +

2

λ − 1

)
(λ − 1) = 1 − 3λ + 2jλ ∈ T .

Thus, if λ =

N+1

N or λ =

N+2

N , N = 1, 2, . . . , then M is the most narrow set of indices, satisfying (3.5).

2. If λ =

N+4

N , but λ ≠

N+1

N and λ = ̸

N+2

N , N = 1, 2, . . . , then 4

λ−1

∈ N, however,

2

λ−1

and

1

λ−1

are not natural

numbers. In this case an element µ
3
which obeys the rule (3.5)

3
can be expressed as µ

1
+ 2, where µ

1
obeys

(3.5)
1
. Now, analogically to the �rst case, we show that µ

1
∈ M

1
and µ

2
, µ

3
∈ M

2
,

µ
1

= 1 − 3λ + i(λ − 1), µ
2

= 1 − 3λ + j(λ − 1) + 2, µ
3

= 1 − 3λ + k(λ − 1) + 2,

obey the rules (3.5), i.e. we show that M = M
1
∪ M

2
. It is is already proved in �rst part that µ

1
∈ M. From

(3.5)
1
we get

µ
2

+ 2λ − 2 = 1 − 3λ + (j + 2)(λ − 1) + 2 ∈ M
2

;

and from (3.5)
2
it follows that

µ
1

+ µ
2

+ 4λ − 2 = 1 − 3λ + (i + j + 1)(λ − 1) + 2 ∈ M
2

;

µ
2

+ µ
3

+ 4λ − 2 = 1 − 3λ + (j + k + 4)(λ − 1) + 6.

However, since

4

λ−1

∈ N, one can easily check that the last element belongs to M
2
, i.e.,

1 − 3λ + (j + k + 4)(λ − 1) + 6 = 1 − 3λ + l(λ − 1) + 2 ∈ M
2
⇐⇒

(j + k + 4)(λ − 1) + 4 = l(λ − 1)⇐⇒ l = j + k + 4 +

4

λ − 1

;

Finally, from (3.5)
3
we obtain

µ
2

+ 2λ = 1 − 3λ + (j + 2)(λ − 1) + 4.

Since

4

λ−1

∈ N, we easily check, similarly as before, that the last element belongs to M
1
, i.e.,

1 − 3λ + (j + 2)(λ − 1) + 4 = 1 − 3λ + i(λ − 1) ∈ M
1
⇐⇒ i = j + 2 +

4

λ − 1

.
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3. If

µ
1

= 1 − 3λ + 2i
1

+ 2j
1
λ + k

1
(λ − 1), µ

2
= 1 − 3λ + 2i

2
+ 2j

2
λ + k

2
(λ − 1),

then from (3.5)
1
we get that

µ
1

+ 2λ − 2 = 1 − 3λ + 2i
1

+ 2j
1
λ + (k

1
+ 2)(λ − 1);

from (3.5)
2
it follows that

µ
1

+ µ
2

+ 4λ − 2 = 1 − 3λ + 2(i
1

+ i
2

) + 2(j
1

+ j
2

)λ + (k
1

+ k
2

+ 1)(λ − 1);

and �nally, from (3.5)
3
we obtain

µ
1

+ 2λ = 1 − 3λ + 2i
1

+ 2(j
1

+ 1)λ + k
1

(λ − 1). �
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sulutions of elliptic boundary value problems in domains with singular points on the boundary, Math. Nachr., 81 (1978),
25–82. Transl.: Amer. Math. Soc. Transl., 123 (1984), no. 2, 1–56.

[2] A.B. Movchan and S.A. Nazarov., Asymptotics of the stressed-deformed state near a spatial peak-type inclusion, Mekh.
Kompozit. Material., 5 (1985), 792–800. Transl.: Mech. Composite Materials, 21 (1985).

[3] A.B. Movchan and S.A. Nazarov, The stressed-deformed state near a vertex of a three-dimensional absolutely rigid peak
imbedded in an elastic body, Prikl. Mech., 25 (1989), no. 12, 10–19. Transl.: Soviet Appl. Mech., 25 (1989).

[4] S.A. Nazarov and O.R. Polyakova, Asymptotic behaviour of the stress-strain state near a spatial singularity of the bound-
ary of the beak tip type, Prikl. Mat. Mekh., 57 (1993), no. 5, 130–149. Transl.: J. Appl. Math. Mech., 57 (1993), no. 5, 887–
902.

[5] S.A. Nazarov, Asymptotics of the solution of the Neumann problem at a point of tangency of smooth components of the
boundary of the domain, Izv. Ross. Akad. Nauk. Ser. Mat., 58 (1994), no. 1, 92–120. Transl.: Math. Izvestiya, 44 (1995), no.
1, 91–118.

[6] S.A. Nazarov, On the flow of water under a still stone, Mat. Sbornik, 11 (1995), 75–110. Transl.: Math. Sbornik, 186 (1995),
no. 11, 1621–1658.

[7] S.A. Nazarov, On the essential spectrum of boundary value problems for systems of di�erential equations in a bounded
domain with a peak, Funkt. Anal. i Prilozhen., 43 (2009), no. 1, 55–67. Transl.: Funct. Anal. Appl. (2009).

[8] S.A. Nazarov and J. Sokolowski and J. Taskinen, Neumann Laplacian on a domain with tangential components in the
boundary, Ann. Acad. Sci. Fenn. Math., 34 (2009), 131–143.

[9] S.A. Nazarov and J. Taskinen, On essential and continuous spektra of the linearized water-wave problem in a �nite pond,
Math. Scand., 106 (2010), 141–160.

[10] I.V. Kamotski and V.G. Maz’ya, On the third boundary value problem in domains with cusps, Journal of Mathematical Sci-
ences, 173 (2011), no. 5, 609–631.

[11] G. Cardone and S.A. Nazarov and J. Sokolowski and J. Taskinen, Asymptotics of Neumann harmonics when a cavity is close
to the exterior boundary of the domain, C. R. Mecanique, 335 (2007), 763–767.

[12] G. Cardone and S.A. Nazarov and J. Sokolowski, Asymptotics of solutions of the Neumann problem in a domain with
closely posed components of the boundary, Asymptotic Analysis, 62 (2009), no. 1–2, 41–88.

[13] H. Kim and H. Kozono, A removable isolated singularity theorem for the stationary Navier–Stokes equations, J. Di�. Equa-
tions, 220 (2006), 68–84.

[14] V.V. Pukhnachev, Singular solutions of Navier–Stokes equations, Advances in Mathematical Analysis of PDEs, Proc. St.
Petersburg Math. Soc. XV , AMS Transl. Series 2., 232 (2014), 193–218.

[15] A. Russo and A. Tartaglione, On the existence of singular solutions of the stationary Navier–Stokes problem, Lithuanian
Math. J., 53 (2013), no. 4, 423–437.

[16] M.B. Korobkov and K. Pileckas and V.V. Pukhnachev and R. Russo, The Flux Problem for the Navier–Stokes Equations,
Uspech Mat. Nauk, 69 (2014), no. 6, 115–176. Transl.: Russian Math. Surveys, 69 (2015), no. 6, 1065–1122.



1010 | K. Pileckas and A. Raciene, Non-stationary Navier–Stokes equations in 2D power cusp domain

[17] G. Panasenko and K. Pileckas, Asymptotic analysis of the nonsteady viscous flow with a given flow rate in a thin pipe,
Applicable Analysis, 91 (2012), no. 3, 559–574.

[18] G. Panasenko and K. Pileckas, Asymptotic analysis of the non-steady Navier–Stokes equations in a tube structure. I. The
case without boundary-layer-in-time, Nonlinear Analysis: Theory, Methods & Applications, 122 (2015), 125–168.

[19] G. Panasenko and K. Pileckas, Asymptotic analysis of the non-steady Navier–Stokes equations in a tube structure. II.
General case, Nonlinear Analysis: Theory, Methods & Applications, 125 (2015), 582–607.

[20] V. Kozlov and J. Rossmann, On the nonstationary Stokes system in a cone, J. Di�. Equations, 260 (2016), no. 12, 8277–
8315.

[21] K. Kaulakyte and N. Kloviene and K. Pileckas, Nonhomogeneous boundary value problem for the stationary Navier-Stokes
equations in a domain with a cusp, Z. Angew. Math. Phys., (2019), 70:36.

[22] A. Eismontaite and K. Pileckas, On singular solutions of time-periodic and steady Stokes problems in a power cusp do-
main, Applicable Analysis, 97 (2018), no. 3, 415–437.

[23] A. Eismontaite and K. Pileckas, On singular solutions of the initial boundary value problem for the Stokes system in a
power cusp domain, Applicable Analysis, 98 (2019), no. 13, 2400-2422.

[24] S.A. Nazarov and K. Pileckas, Asymptotics of Solutions to Stokes and Navier–Stokes equations in domains with
paraboloidal outlets to in�nity, Rend. Sem. Math. Univ. Padova, 99 (1998), 1–43.

[25] V.G. Maz’ya and S.A. Nazarov and B.A. Plamenevskij, Asymptotics of the solution of the Dirichlet problem in domains with
a thin cross piece, Funkt. Anal. i Prilozhen., 16 (1982), no. 2, 39–46. Transl.: Funct. Anal. Appl., 16 (1982), 108–114.

[26] V.G. Maz’ya and S.A. Nazarov and B.A. Plamenevskij, The Dirichlet problem in domains with thin cross connections,
Sibirsk. Mat. Zh., 25 (1984), no. 2, 161–179. Transl.: Sib. Math. J., 25 (1984), no. 4, 297–313.

[27] S.A. Nazarov, The structure of solutions of elliptic boundary value problems in thin domains, Vestnik Leningrad. Univ.,
Ser. Mat. Mekh. Astr. vyp., 7 (1982), no. 2, 65–68. Transl.: Vestnik Leningrad Univ. Math., 15 (1983).

[28] V.G. Maz’ya and S.A. Nazarov and B.A. Plamenevskij, Asymptotic theory of elliptic boundary value problems in singularly
perturbed domains, Vol. 2, Birkhäuser-Verlag, Basel, Boston, Berlin, (2000).

[29] S.A. Nazarov, Asymptotic solution of the Navier–Stokes problem on the flow of a thin layer of fluid, Sibirsk. Mat. Zh., 31
(1990), no. 2, 131–144. Transl.: Siberian Math. Journal, 31 (1990) 296–307.

[30] S.A. Nazarov and K. Pileckas, The Reynolds flow of a fluid in a thin three dimensional channel, Litovskii Matem. Sb., 30
(1990), 772–783. Transl.: Lithuanian Math. J., 30 (1990).

[31] R.A. Adams and J. Fournier, Sobolev Spaces, Second edition, Academic Press (Elsevier), (2003).
[32] K. Pileckas, Existence of solutions with the prescribed flux of the Navier–Stokes system in an in�nite cylinder, J. Math.

Fluid Mech., 8 (2006), no. 4, 542–563.
[33] O.A. Ladyzhenskaya, The boundary value problems of mathematical physics, Springer-Verlag, Berlin, Heidelberg, (1985).
[34] O.A. Ladyzhenskaya, The mathematical theory of viscous incompressible flow, New York (NY), London, Paris: Gordon and

Breach, (1969).
[35] K. Pileckas, Navier–Stokes system in domains with cylindrical outlets to in�nity. Leray’s problem, Handbook of Mathe-

matical Fluid Dynamics., Vol. 4, Chap. 8 Elsevier, Amsterdam, (2007), 445–647.


	Non-stationary Navier–Stokes equations in 2D power cusp domain. I. Construction of the formal asymptotic decomposition
	1 Introduction
	2 The leading-order term
	2.1 The leading-order term of the outer asymptotic decomposition
	2.2  The leading-order term for the boundary layer

	3 Higher-order terms of the asymptotic decomposition
	3.1 Outer asymptotics
	3.1.1 Outer asymptotics. Case =N+1N or =N+2N.

	3.2 Boundary layer.
	3.2.1 Boundary layer. Case: =N+1N or =N+2N.
	3.2.2 Discrepancies. Case: =N+1N or =N+2N.

	3.3 Case =N+4N.
	3.3.1 Outer asymptotics. Case =N+4N.
	3.3.2 Boundary layer. Case =N+4N.
	3.3.3 Discrepancies. Case =N+4N.

	3.4 Other value of the parameter 
	3.4.1 Outer asymptotics
	3.4.2 Boundary layer
	3.4.3 Discrepancies


	4 Regularity, existence and estimates
	4.1 Regularity conditions
	4.2 Estimates of asymptotic decomposition
	4.3 Estimates of discrepancies



