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Abstract. In this paper we present the latest CMS open data release published
on the CERN Open Data portal. Samples of collision and simulated datasets
were released together with detailed information about the data provenance.
The associated data production chains cover the necessary computing environ-
ments, the configuration files and the computational procedures used in each
data production step. We describe data curation techniques used to obtain and
publish the data provenance information and we study the possibility of repro-
ducing parts of the released data using the publicly available information. The
present work demonstrates the usefulness of releasing selected samples of raw
and primary data in order to fully ensure the completeness of information about
the data production chain for the attention of general data scientists and other
non-specialists interested in using particle physics data for education or research
purposes.

1 Introduction

The CERN Open Data portal disseminates over two petabytes of data from particle physics
experiments [1]. It contains data from the four LHC collaborations based on their collab-
oration policies. The released data are used for both education and research purposes (for
example [2], [3]) and are usually released to the public after a certain embargo period that
allows for the exploitation of the data within the collaboration before the release and for the
verification of data quality.

The CMS collaboration’s policy on long-term data preservation, including the embargo
terms, the reuse and open access policies is defined in [4]. The CMS policy was first approved
by the CMS Collaboration Board in March 2012 and was updated in 2018 stating that, apart
from the 50% of data that CMS will normally make available 3 years after data taking, 100%
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Figure 1. The richness of the CMS collections on the CERN Open Data portal. Note the search facets
on the left indicating collision, derived and simulated datasets, various kinds of documentation, the
computing environment and virtual machines, the software tools and example analyses, up to various
kinds of supplementary material and configuration files.

of data will become available within 10 years. The CMS Collaboration Board can also, in
exceptional circumstances, decide to release some particular data sets either earlier or later.
The release latency has in practice been 5 years.

The CMS experiment releases a large variety of open data on the portal. The data consist
of collision and simulated datasets, the simplified derived datasets and event display files, the
accompanying documentation, the virtual machines, the software tools and analysis examples
that allow to explore the data, and further supplementary material. The variety of data can be
seen in Figure 1.

The open data releases are accompanied by rigorous data curation processes to provide
enough documentation from the data producers to the data consumers so that the data can be
understood and used by users external to the CMS collaboration. This paper describes the
procedures by which the data provenance information was extracted and how it can be used
for data validation and for facilitating future data reuse.

2 Data provenance of simulated datasets

The CMS collaboration uses several information systems to keep track of the datasets. The
two systems of particular interest are CMS DAS (Data Aggregation System) [5] and CMS
McM (Monte Carlo request management system) [6]. These databases store information
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Figure 2. An overview of steps in production of CMS simulated datasets.

about each dataset, its generation procedures, its parents, etc. For example, Figure 2 shows
the steps involved in production of CMS simulated datasets.

The CMS DAS and McM systems store information that is being used in “live” physics
analyses. The information is not meant to be understood by non-specialists and is somewhat
‘volatile’; for example there have been changes in the CMS systems during years, such that
procedures used to find information about 2010 data found in one system may not be applica-
ble to 2012 data that is hosted in other system. Releasing this information for non-specialists
and the general public therefore necessitates writing data curation scripts that harvest and
harmonise this information.

We have developed custom curation scripts to perform metadata harvesting and harmon-
isation. For each released dataset, the scripts harvest available information from CMS DAS
and CMS McM systems and combine them into a common JSON schema model describ-
ing dataset provenance. Figure 3 provides one example showing the provenance information
about the production steps of a dataset. One can observe five different data generation steps,
each indicating the CMS Offline Software (CMSSW) release version used, the Global Tag
i.e. the additional conditions data, the production script snippets or configuration files used,
as well as the output step. The data provenance information constitutes a full recipe on how
the simulated data were generated thus providing the full history of these data.

3 Reprocessing raw data samples

The dataset provenance information obtained using the procedures described in Section 2
constitutes a “computational recipe” that allows for the replication of the processes used to
generate released simulated data. The same principles apply not only to simulated data, but
also to collision data. Here the data provenance chain allows us to understand how the raw
data taken by the CMS detector were processed into a format appropriate for physics analyses.

The CMS open data releases contain samples of RAW data that allow us to study this
process. Figure 4 shows one example of a released RAW data sample. Figure 5 shows
corresponding Analysis Object Data (AOD) that are used in physics analyses. Extracting
dataset provenance information allows us to repeat the reconstruction processes producing
AOD data formats from RAW data samples.
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Figure 3. Example of a CMS simulated dataset available on the CERN Open Data portal with detailed
provenance information displayed in the “How were these data generated?” section of the site.

Figure 6 shows one detailed example of all the reconstruction workflow steps used to
process RAW data into the AOD data format for physics analyses.

Running the same reconstruction workflow on an independent computing platform ne-
cessitates the replication of the original computing environment as best as possible. We have
taken advantage of the container technology which allows us to encapsulate computing envi-
ronments as Docker containers. The developed cmsopendata/cmssw container images [7]
were published on Docker Hub and provide a complete CMSSW computing environment
needed to work with CMS open data. Additional runtime data, such as the condition database,
are stored independently in the CVMFS software distribution service from where it is read
“live” during workflow execution.
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Figure 4. Example of a RAW data sample available on the CERN Open Data portal. This sample
corresponds with the reconstructed AOD dataset that is shown in Figure 5.

Figure 5. Example of a reconstructed AOD dataset released on the CERN Open Data portal. A part of
this dataset comes from the RAW data sample from Figure 4.

We have used the REANA reproducible analysis platform [8] for which we have con-
verted computational steps illustrated in Figure 6 into a structured workflow format. One
example of histograms produced from this workflow is presented in Figure 7. We have com-
pared histograms we obtained using this workflow with released AOD files and have found a
good match. This allowed us to demonstrate that reprocessing of preserved LHC Run1 RAW
data from 2010–2011 is possible and could be repeated in case of necessity.
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Figure 6. An individual reconstruction workflow and its runtime instructions.
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Figure 7. Example histograms produced by the reconstruction workflow.

Figure 8. An overview of RAW-to-AOD data reconstruction workflow factory.

4 Reconstruction workflow factory
The processing of RAW samples into the AOD data format can be used as a test workflow
to validate the functionality of the preserved computing environment. Running such RAW
sample processing test workflows is a recurrent need; the CMS collaboration releases open
data in yearly batches. The RAW reprocessing workflow can be thought of as taking two input
variables: the data-taking year (e.g. 2010, 2011, 2012) and the dataset sample (e.g. Mu,
SingleElectron, etc). We have therefore created a “workflow factory” that, given a desired
data-taking year and a desired dataset sample, generates the reconstruction workflow that can
be run by the user. An example of a command-line interaction is as follows:

$ cms-reco --create-workflow --dataset DoubleElectron --year 2011
Created ‘cms-reco-DoubleElectron-2011‘ directory.
$ cd cms-reco-DoubleElectron-2011
$ reana-client run

The RAW-to-AOD data reconstruction workflow factory system is presented in Figure 8.
It can be used to quickly generate validation workflows to verify the correctness of data
provenance information about released open data.

5 Conclusions
The CMS collaboration releases massive amounts of open data for research. This necessitates
aggregating accompanying information about data and the context of data selection, valida-
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tion and use. The capturing of data provenance information is crucial for understanding the
data.

We have developed a set of curation scripts that mine CMS collaboration internal sources
(DAS, McM) and aggregate the information in a uniform JSON format for inclusion into the
CERN Open Data portal. The released CMS data are accompanied by detailed information
about provenance for most datasets. For some datasets from certain data-taking periods, it
was not possible to extract the information due to changes in underlying CMS information
sources. This highlights a need to prepare for future data reuse while the data-taking phase is
still active. Such improvements will be part of a future work.

We have also developed a computational workflow factory for the REANA reproducible
analysis platform that allows us to verify the extracted dataset provenance information by
running the data generation steps on an independent containerised compute platform. We
have shown an example of RAW to AOD process validation where we found a good match
for data released many years ago. This demonstrates both the correctness of extracted data
provenance information and good reproducibility of data production workflows using an in-
dependent computing platform.
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