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Summary


The purpose of the thesis is to provide a different point of view to perform diabetic retinal 

image classification problem and the influences of various preprocessing methods on deep learning 

methods to solve the problem of the detection of diabetic retinopathy. To experiment the 

preprocessing methods such as HSV, HSL, and Lab color spaces, EfficientNet and ResNet deep 

learning architectures are used. Conclusions and detailed experimental results are provided at the 

end of the research.


Key Words: Image Classification, Image Preprocessing, Color Spaces, ResNet, 

EfficientNet, Diabetic Retinopathy, Deep Learning, Machine Learning. 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Summary


Baigiamojo darbo tikslas – pateikti kitokį požiūrį į diabetinės tinklainės vaizdo klasifikavimo 

problemą ir įvairių išankstinio apdorojimo metodų įtaką giluminio mokymosi metodams, 

sprendžiant diabetinės retinopatijos nustatymo problemą. Norint eksperimentuoti su išankstinio 

apdorojimo metodais, tokiais kaip HSV, HSL ir Lab spalvų erdvės, naudojami EfficientNet ir 

ResNet gilaus mokymosi architektūros. Išvados ir išsamūs eksperimentų rezultatai pateikiami 

tyrimo pabaigoje.


Pagrindiniai žodžiai: vaizdo klasifikacija, išankstinis vaizdo apdorojimas, spalvų erdvės, 

ResNet, EfficientNet, diabetinė retinopatija, gilus mokymasis, mašininis mokymasis.
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1. Introduction


Diabetic retinopathy is a complication caused by diabetes in the retinal part of our 

body.  This complexity is one of the main reasons for blindness [1]. High blood sugar levels cause 

the reasons for retinopathy, destruction of the retina becomes easier with the help of sugar 

anomalies in the blood, and an eye with diabetic retinopathy can be seen in Figure 1. Diabetic 

retinopathy has different stages, and early diagnosis plays an essential role to prevent blindness.





With help of technology, it became easier to avoid these kinds of diseases year by year. The 

application of machine learning algorithms makes much easier the diagnosis process of illnesses 

including the possibility of blindness caused by diabetic retinopathy. In order to provide such an 

opportunity, image classification methods will be taken into consideration in this thesis. 

Classification of diabetic retinopathy is complex work and professionals should evaluate it. 

However, with the help of Convolutional Neural Networks (CNN) algorithms, we have a chance to 

predict the current situation of the disease. With the knowledge provided by previous research and 

experiments on diseases that causes blindness and machine learning, data preprocessing methods 

that might be useful for early diagnosis of diabetic retinopathy. 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Figure 1. Comparison of healthy eye and eye with retinopathy [1]



1.1 Problem Definition


Labeling images manually is one of the biggest problems while working on so much data 

and image classification applications with deep learning methods play essential roles to reduce 

workload and increase the efficiency and accuracy of the work. In the thesis, the aim is to 

investigate the influences of preprocessing methods mainly color spaces and other basic methods 

for the purpose of image classification with deep learning algorithms for eye fundus images. To 

examine the problem, experiments will be handled with the preprocessed training images. 

According to knowledge gained by previous research, different parts can affect the accuracy and 

efficiency of models and image preprocessing is one of the most important elements for purpose of 

image classification as well as blindness detection. Hereby, various image preprocessing methods 

related to color spacing such as HSV, HSL, LAB, and other hue-based methods will be applied to 

the images, and influences on the results obtained with deep learning methods will be evaluated at 

the end of the training with EfficientNet and ResNet architectures


There are some main challenges needed to be solved during the research:


1. Investigation of Datasets


 Some datasets like APTOS 2019 can have an imbalanced distribution of images 

through training and test files and to prevent bad effects of this issue, it is important 

to have a balanced dataset. Therefore, some image augmentation methods might 

apply to balance the image sets.


2. Implementation of  Preprocessing Methods


  This task is the actual focus of the whole research and plays a crucial role in the 

further improvements of the experimental results. All deep learning architectures 

require different sizes of images and that’s why resizing and other basic 

preprocessing methods will be used alongside color spacing methods.
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3. Optimization of The Preprocessing Methods.


  Most of the color spacing models focus on color in specific ranges that are 

manually determined and it is important to find the best range of colors for most 

images in the dataset.


4. Implementation of Deep Learning Architectures.


  To have good test results, it is important to use some well-known and efficient 

proven models. Thus, it is decided to use EfficientNet and ResNet algorithms to have 

pieces of training. More explanations on this topic will be given in the further 

section.


5. Experimental Analysis To Investigate Influences of Image Preprocessing


  To test the results, various experiments will be handled with various types of 

experiments with different image preprocessing methods mentioned in this thesis.  

Visualization and interoperation of the test results will be handled. 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2. Literature Review


Diabetic retinopathy (DR) [1] is one of the common and dangerous reasons that can lead to 

blindness. The main complication is caused by high blood sugar in regards to diabetes and it 

damages the back of the eye where the retina is placed. Many things can cause this disease such as 

stress and life conditions. Early diagnosis of this treatment plays a crucial role to prevent blindness, 

however, it was not very easy to diagnose it in its early stages back then. Developments in 

technology and computer sciences have provided new opportunities for the diagnosis of DR as well 

as other medical research.


During the early stages of computer-based predictions of DR, support vector machines 

(SVM) [2] were popular to proceed. In 2013 Adarsh et al. [3] classified the severity levels of DR 

from mild to proliferate into 4 different classes by using multi-class SVM. Another method they 

used in that research was feature extraction but they handled this process manually based on 

morphological operators. However, they could achieve 95% average accuracy on the final version 

of the research. Another research held by J.Calleja et al. [4] has been completed by a two-stage 

method. In comparison to previous research mentioned earlier, J. Calleja et al. have used local 

binary patterns (LBP) for feature extraction and used SVM and random forest methods for 

classification. The dataset used during this research consists of 71 images and they had 97.46% 

accuracy by using the random forest for classification. Some other researchers are also focused on 

manual feature extraction with different methods for DR detection.


As time progresses, different points of view showed up in different researches. Adityan 

Jothi et al. [5] introduced a method to classify anomalies in the blood vessels that might cause 

blindness in fundus photographs provided at DIARETDB [6] and STARE [7] datasets. The Frangi 

filter technique is implemented in the algorithm for more accurate results in the research. Another 

method is used by T. Karim et al. [8] and they could obtain improved sensitivity and accuracy results 

by using MATLAB Neural Network Pattern Recognition Tool (NPRTOOL). This research aimed to 

detect DR by detecting micro-aneurysm and the results are compared with other machine learning 

(ML) methods such as Naive Bayes and SVM.
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To increase efficiency and accuracy obtained from the research, deep learning approaches 

became more popular over time. Many kinds of research are held with deep learning methods for 

automatic computer-based feature extraction, predictions, and classification. I. Sadek et al. [9] 

studied the topic of automatic DR detection by using methods. They aimed to classify DR into 

three different classes Normal, Exudates, and Drusen. To achieve this classification different 

experiments were held with ResNet [10], GoogLeNet [11], VGG-VD, and VGG [12] convolutional 

neural networks (CNN) on a custom dataset consisting o f  fundus images collected from six 

different datasets such as STARE, MESSIDOR [13], and other datasets. At the end of the research, 

they had 92% accuracy for the classification. Another research carried out by Xu et al. [14] has 

implemented data augmentation techniques onto CNN networks for DR classification and obtained 

results with 95% accuracy. Research carried out by D. Doshi et al. [15] completed the research with 

the kappa metric as an evaluation metric and this metric is different from than metrics used in the 

previous research mentioned before in this thesis. Their proposed method is completed by three 

CNN models and an ensemble learning model trained with those CNN architectures. They also used 

GPU computation and the aim of the research is to classify retinal images into 5 classes according 

to their severity levels. The best result they have achieved is provided by an ensemble model with a 

0.3996 kappa score.


Some other researchers are focusing on image preprocessing methods, Maya K. V. et al. [16] 

used various image preprocessing methods such as Gaussian Noise, grey scaling, and green channel 

to detect bright lesions in the fundus images on the MESSIDOR dataset. To predict DR, they used a 

CNN architecture with 4 convolutional and 2 fully connected layers for the classification. The 

results of this study were achieved with 98% accuracy and 94.52% sensitivity. G. Zago et al. 

[17]  also study on lesions. The purpose of the study is to design a lesion localization model with the 

help of VGG-16 CNN architecture that is customized with three dense layers. The model is pre-

trained with the DIARETDB1 dataset and the tests were held with five different datasets, the best 

result for the DR screening was obtained with the MESSIDOR dataset with 91% accuracy. Hagos et 

al. [18] tried to use the transfer learning method by pre-training a model with InceptionNet-V3 and 

five different classification layers on the ImageNet dataset at the end of the research they achieved 

90.9% accuracy. Another research held by Sarki et al. [19] in 2019 focused on pre-training of a 

model with ResNet-50, VGG, XceptionNets [20], and DenseNet [21] also with ImageNet dataset 

and could achieve 81.3% accuracy as a result of experiments.  
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In other research done in APTOS 2019 competition on the Kaggle website, Guanshuo Xu 

[22] has won that competition with 0.936129 Kappa score accuracy, and to get the first place in the 

competition, the ensemble learning method is used by blending InceptionNet and ResNet 

architectures. Resizing is the only preprocessing method used. It is noted that a larger input size 

provides better performance. For the loss function nn.SmoothL1Loss() is used and basic 

augmentation methods are used such as brightness, saturation, blur, mirror, rotation, and so on. The 

training part is divided into two parts, in the first stage, all 8 networks are trained and validated. To 

prevent overfitting, optimization of hyperparameters is handled in this stage. In the second stage, 

MESSIDOR and The Idrid datasets are added to training and lastly, by changing quadratic weighted 

kappa (qwk) thresholds from [0.5, 1.5, 2.5, 3.5] to [0.7, 1.5, 2.5, 3.5] best result is obtained. 


For the second place, team [ods.ai] Eye of Private LB [23] got a 0.934310 kappa score by 

using pre-trained models with the 2015 competition dataset, and the most they could get 0.75 qwk 

score. Different network architectures are used but according to their research EfficientNet 

architecture is the best performed one and the final solution contains EfficientNet b3, b4, and b5 

networks. Cropping black background and resizing are used as preprocessing methods and various 

augmentation methods are used such as blur, flip, random brightness, and others. Pre-training is 

done with old competition data by training 80 epochs with b3 models and 15 epochs with b5 

models. Then, normal training is done on the 2019 competition dataset 50 epochs on b3 and 15 

epochs on b5 architectures. The most important process during this research is pseudo-labeling 

previous competition test data and this process had a huge impact on the final result. 


With a 0.933720 kappa score team Best Over Fitting [24] got fourth place in the competition 

with the method, “Crop From Gray” to the images of APTOS 2019 and APTOS 2015 datasets as 

preprocessing method for both training and prediction processes then followed by classified images 

into three different classes by their brightness of image boundaries of training images of both 

datasets and applied transformation to those images to make the same type images. They have also 

applied some augmentation methods such as Dihedral, RandomCrop, Rotation, Contrast, 

Brightness, Cutout, PerspectiveTransform, and Clahe. It is noted that he noticed, that large model 

training on high-resolution images tends overfitting due to the small size of the training set. So, he 

used a small model for high resolution and a large model for low resolution. The team pretrained 

the 2015 full dataset for 25 epochs without validation and then applied 5-fold cross-validation (CV) 
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to the 2019 dataset. EfficientNet B2, B3, B4, B5, B6, and B7 architectures are used in this research. 

Best results are obtained with an average of B7 and B5 architecture. For the prediction Dihedral 

Test-Time Augmentation (TTA) is used along with the CV. He did image preprocessing once for 40 

tests (5 models X 8 Dihedral TTA) to save time.


Another competitor in the competition was Eugene Khvedchenya [25], he got the seventh 

place with 0.933155 kappa accuracy on the leaderboard, and he used, SeResNext50, SeResNext101, 

and InceptionV4 architectures are used. For the preprocessing different methods are used including 

Clahe, red channel dropping, and spherical image unwarping, but their performance was not as 

expected. According to the author’s theory, all models are more complex than it seems (in several 

parameters) and have bigger capacity and generalization power so it leads vanishing impact on data. 

As a result, a simple preprocessing method is used by applying crop black areas out of the eye’s 

boundaries, padding the image to a square size, and resizing it to 512x512 pixels. APTOS 2015 and 

a test set of IDRID datasets are pretrained. Before the training process, the sufficiency of the 

pooling method is considered and various pooling methods are tested. The global average pooling 

(GAP) method is performed better and applied for the rest of the research. In the training process, 

APTOS 2019, IDRID (train set), and MESSIDOR datasets are trained then, the Pseudo-labeling 

technique is applied to test datasets with MESSIDOR and APTOS 2014 datasets. Horizontal flip 

TTA is used for the final prediction.


The last competitor is reviewed in this report is team Eye of Stars [26], they got an eighth-

place with 0.932106 accuracies by using datasets of APTOS 2019 and APTOS 2015 are combined 

and tried to improve the generalization part of this research so, this method has a different approach 

than the previous ones mentioned in this report. As other competitors did, also on this project the 

team have removed the black backgrounds of images. One other important task for them was to 

remove duplications and confusing labels from the datasets as the final preprocessing. Before the 

training, they applied some augmentation methods such as rotation, flip, zoom up to 1.35x, and 

lightning. It is noted that these augmentation techniques play a crucial role to generalize better and 

not overfitting. One cycle learning policy is taken into consideration for the training process and 

started with low-resolution images and continued with the high-resolution image. EfficientNet B4 

and B5 architectures are used to train models and 5-fold cross-validation is applied. 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According to observations I claimed during my research on previous works, most of the 

competitors that won prizes, focused on ensemble learning methods and did not focus a lot on 

preprocessing part of their research. Cropping images from black backgrounds and resizing are the 

most popular preprocessing methods that have been used during competition. Additionally, 

augmentation methods play a crucial part to have good experimental results due to imbalanced 

dataset issues. However, simple augmentation methods such as random rotating and mirroring 

images are applied commonly by competitors, it looks like they have good effects on the results. To 

train a model, EfficientNet, ResNet, and InceptionNet architectures are mostly used and combined 

to computer better and receive better results. To the words and results of research,  ResNet has 

more stable and provides more satisfying results. However, they have mostly used basic image 

preprocessing methods as it is mentioned earlier. Hereby, it is hard to see the effects of color 

spacing methods on deep learning image classification for diabetic retinopathy diagnosis.
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3. Preprocessing Methods


In this section, methods used for the purpose of preprocessing the retinal images are 

explained. Grey scaling, auto-crop, resizing and Gaussian blur methods are used for several small 

experiments to have an idea about the effects of preprocessing on the fundus images. However, the 

main aim of the thesis focuses on diabetic retinopathy detection by deep learning image 

classification, accordingly, to evaluate this topic, the effects of color spaces on image classification 

will be taken into consideration and some of the color space algorithms that will be used for 

experiments are explained in this section.


3.1 Grey Scaling


Grey scaling helps to reduce color differences between samples, thus makes easier to spot 

anomalies. With the help of the OpenCV library, this method is implemented in the research. 

Diagnose 3-severe sample is shown below, Figure 2 represents the original version of the image 

from the dataset, and Figure 3 denotes the converted version of the same sample.





As it can be seen from the examples in Figure 3, It is possible to observe blood vessels and 

leaks more clearly on the grey scaled fundus image. This method was the initial technique for 

preparing the dataset for model training.
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Figure 2. Original Severe Diagnose Figure 3. Grey Scaled Version of Image



3.2 Gaussian Filter


Gaussian filter is a 2D convolutional operator to blur and reduce noises from the images 

[27]. This method can be calculated with equation (1) which is given below;


	 	 	 	 	 	 	 (1)


Where shows the standard deviation of the distribution, x and y represent distances to the 

origin of the pixels and σ is the standard deviation of the Gaussian distribution. Depending on, the 

blurring level changes, greater values increase the blurring degree. In this part of preprocessing 

Gaussian filter is applied to the images that were converted into greyscale.


In comparison to Figure 3, observation of details becomes easier on the Gaussian filter 

applied version of the grey scaled image in Figure 4. Some unseen or hard-to-see anomalies are 

easier to detect but there are still some useless parts that might affect the result of the model 

training process.


3.3 Auto Crop and Re-Coloring


To focus on the retinal part of the image, all the unnecessary parts like grey or dark zones 

out of the fundus might be cropped for better training results. This process is followed by re-

coloring part of the grey-scaled images. According to research on the Kaggle website I have seen 

the previous winner of the 2015 APTOS competition on diabetic retinopathy, Ben Graham [35] has 

used a method to improve lighting quality. During the application process of color cropping,


G(x,  y) =
1

2πσ2
e− (x2 + y2)

2σ2
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Figure 4. Gaussian Filter Applied Image



sigmaX parameter plays a crucial role in color images. It is noted that Ben Graham used sigmaX = 

10 during his experiments and that parameter is not changed in the experiments performed in this 

thesis.. This method applies color to every part of the image with the grey color according to the 

depth of the grey color’s scaler dimensions. Examples of recolored and cropped images for different 

sigmaX values from the train set are attached to Figure 5 and Figure 6 below.


Effects of the sigmaX parameter can be seen easily on the indicated images. Damages and 

blood vessels on the retina become more visual than in the previous versions of the samples from 

the dataset. With the methods applied for preprocessing, it is expected to have meaningful results at 

the end of the initial experiments.


3.4 HSV Color Space


HSV color space is a color model like the RGB model to describe the way colors combine to 

create the spectrum we see. The difference between RGB and HSV is, t h a t  HSV is more 

close to how humans see the world and H stands for hue, S saturation and V is value. The main 

reason to use this method is actually to spot the anomalies easier on the fundus images provided on 

the dataset. With the help of the HSV method, separation and segmentation of different parts of the 

images become easier but thresholding colors is should be taken into consideration to have proper 

results.


Figure 7 shows a fundus image from APTOS 2019 dataset in order to have an idea 

about the threshold values we need to examine the image in more detail with RGB and HSV 

histograms.
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Figure 5. Recolored and Cropped 
Image with sigmaX = 10

Figure 6. Recolored and Cropped 
Image with sigmaX = 30



Figure 8 and Figure 9 show color histograms of the fundus image provided in Figure 7. To 

decide on threshold values, the HSV histogram gives an idea. Here in Figure 9, we can easily see 

that our boundaries should be between grey and orange color but it can change for other images in 

the dataset, however, most of the images have this color scale so thresholds will be in this range.	 	
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Figure 7. Fundus Image From APTOS 2019


Figure 8. RGB Histogram Figure 9. HSV Histogram




Figure 10 shows two different masks of the fundus images after thresholds are applied. With 

masking, we will be able to capture white and orange colors on the intended areas of the retina.


We can see a good result provided after HSV color spacing in Figure 11. However, some of 

the photos are not that successful but promising. 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Figure 10. Masking


Figure 11. An Example of Thresholded Fundus Image




3.5 HSL Color Space


HSL is a cylindrical color model and has similarities with HSV color space. Hue and 

Saturation values are the same with HSV, however, the L letter stands for the value of light and it is 

the difference between HSV and HSL color spaces. The role of the hue is to specify the angle of the 

color on the RGB space as well as HSV and purity of the color check by saturation and this is also 

the same in HSV color space. As mentioned earlier, lightness is the only difference between HSV 

and HSL and the role of that value is to control the luminosity of the color if the color has a 0% 

value it means that the color is black, when that value gets higher color gets close to white.


Figure 12 and Figure 13 show the difference between RGB fundus images and HSL filtered 

images. It is easy to observe the color difference between example images. HSL filter takes hue in 

the red channel, saturation in green, and luminosity in the blue channel and converts it as can be 

seen in Figure 13. 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Figure 12. RGB Fundus Image
 Figure 13. HSL Filtered Image







Figure 14 and Figure 15 show the histogram of the distribution histogram of the values of 

both RGB and HSL filters. These pieces of information can be used while deciding the threshold 

values if desired to have images in Figure 16.


Figure 16 shows the HSL filter applied and thresholded fundus images from every label 

from the preprocessed custom dataset (see section 6.3). With this method, it is easier to focus on the 

problematic parts of the diabetic retinal images. 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Figure 14. RGB Histogram Figure 15. HSL Histogram

Figure 16. HSL Thresholded Fundus Images



3.6 L*a*b Color Space


The L*a*b* color space is invented by Richard Hunter in the 1900s. This method is proper 

to quantify the colors. 3 axis of the LAB color space represents light (L), red to green (a), and green 

to yellow (b). If values of the axis a* are negative, it means the color is green else red and the same 

thing can be said for the axis b* but the color blue is negative and yellow is positive. Axis L 

changes between 0 and 100 and shows the value of the lightness. Moreover, the L value shows the 

contrast between gray and black colors where the a and b axes show chromatic colors of the 

respective elements of the colors by showing the closest color and it is good to understand which 

side is the color closer on the color scale. Figure 17 and Figure 18 show the difference between 

RGB and Lab filter on fundus images from APTOS 2019 dataset.


Figure 19 and Figure 20 show the histogram of the colors on the fundus images and those 

histograms help us a little more to understand color values on the provided retinal images. 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Figure 17. RGB Fundus Image
 Figure 18. L*a*b* Filtered Image




4. Deep Learning Algorithms


In this section, network architectures that will be used during experiments are explained. 

According to the literature review and APTOS 2019 competition solutions mentioned in the earlier 

sections of this report, it is seen that some deep learning architectures are used more than others and 

their accuracy levels are higher and more effective in the classification of images. Most of the 

solutions in the APTOS competition are considered ensemble learning methods and combined 

couple algorithms such as ResNet, EfficientNet, InceptionNet, and so on to increase accuracy and 

efficiency. D. Doshi et al. [15] were another ensemble learning method appliers for their research 

and they took help from three different architectures and applied ensemble learning. I. Sadek et al. 

[9] made research with ResNet, GoogleNet, and VGG algorithms on the custom dataset and had 

good accuracy results at the end of the research. Modern image classification methods and 

architectures for diabetic retinopathy detection will be taken into consideration to complete the 

tasks. Figure 12 represents the performances of the deep learning architectures below. ResNet, and 

EfficientNet has the best results for most of the research, so these architectures are implemented 

into the research to make reasonable recommendations for diabetic retinopathy detection. 

Additionally, different methods like pseudo labeling test time augmentations are the other methods 

that might have a crucial role to increase and make observations over the data. 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Figure 19. RGB Histogram Figure 20. LAB Histogram



4.1 ResNet Architecture


Residual Network (ResNet) was introduced first in a paper named Deep Residual Learning 

for Image Recognition [29] in 2015 by Kaiming He, Jian Sun, Shaoqing Ren, and Xiangyu Zhang 

and the popularity and success of the model have increased since then. In the paper, the authors are 

also explained residual blocks, and ResNet is created by these blocks.
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Figure 21. Network Accuracy Comparisons [28]


Figure 22. Residual Block [29]




Figure 22 shows the architecture of residual blocks. One of the most important parts of these 

blocks is a type of connection called “skip connection”. This method has an essential role to solve 

the vanishing gradient problem by letting gradients use a shortcut to flow. The stop process applies 

to negative weights, preventing them to pass to the convolutional layer. Those negative weights pass 

to the ReLu activation function and in this way, we are able to reduce calculation steps and 

parameters. Figure 23 shows the relations between VGG-19, 34 layer plain network, and 34 layers 

residual network. Basically, the plain network is inspired by the VGG-19 network, and then skip 

connections are added to the plain network to create a residual network.


19

Figure 23. ResNet Architecture [29]



4.2 EfficientNet Architecture


According to the research made in the previous research work report, EfficientNet is a 

Convolutional Neural Network (CNN) model that achieves high accuracy level after its release in 

comparison to other CNN methods. It is first described by Mingxing Tan and Quoc V. Le in [28] 

and relies on the AutoML framework. This framework has provided an opportunity to create 

EfficientNet B0 then it's improved by the compound scaling method to develop the rest of the 

EfficientNet family from B0 to B7. EfficientNet uses a compound coefficient to scale all 

dimensions of depth, width, and resolution. However, scaling can cause some effects on accuracy. 

Scaling up dimensions, width, depth, or resolution may increase accuracy, also, it is important to 

have better accuracy and efficiency, and it is essential to balance all mentioned aspects. In the paper 

proposed for EfficientNet by Mingxing Tan and Quoc V. Le, the compound scaling method is used 

to scale the dimensions of the network. The researchers have executed a grid search method to find 

out the relations between various scaling sizes within the fixed resource constraints of networks 

with the help of this strategy they were able to find convenient scaling coefficients for every 

dimension to be scaled-up. Depending on these coefficients, the baseline network is scaled to the 

desired size. At the end of their experiments, they claimed that the compound scaling method has 

improved the model accuracy and efficiency. The method of compound scaling is illustrated in 

Figure 24.
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The model in Figure 25 was designed by Jing Wang et al. [30] for the purposes of 

classification of the fundus images.


5. Performance Metrics


It is important to calculate the performances of the models used to train the datasets. To 

perform a good performance test, accuracy, sensitivity, and specificity should be calculated. The 

confusion matrix gives chance to find values of true positive (TP), true negative (TN), false positive 

(FP), and false-negative (FN). To explain these values we can give example from the retinal image 

classification process from the Messidor dataset [31]. This dataset consists of four different types of 

attributes such as healthy retina, DR. Stages 1,2, and 3. If an image is predicted correctly from a 

specific class then it represents true positive and it will be true negative for all other correct 

predictions for alternative attributes. When a healthy retina image is predicted as a DR image of any 

stage then it is termed a false positive. And lastly, if a DR input image of any stage is predicted as a 

healthy retina, so it represents a false negative. We can calculate all metrics from the following 

equations (2,3,4).
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Figure 25. EfficientNet Structure [30]



With the help of the knowledge mentioned earlier in this section, it is possible to calculate 

desired metrics such as precision, recall, and F1 score. These three metrics can be counted as a part 

of a union and should be evaluated together. Precision gives the answer of between all positive 

predictions how many of them are really positive can be calculated on the equation (5),


Recall, answers how much data is predicted positive between all real positive cases and can 

be calculated with the help of formula (6) as follows,


The final part of this union is the F1 score which takes into account both 

precision and recall to calculate its value as on the equation (7) below, 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(2)

(3)

(4)

(5)

(6)

(7)



F1 score or also called F-measure basically combines precision and recall as can be seen in 

formula (7) and changes between 0 and 1 depending on precision and recall. The higher the F1 

score goes, means better model we have to evaluate. Another metric is called F-beta score (8), this 

metric allows us to decide how to weight the balance between precision and recall using 

the beta parameter. When beta=1, the F-beta score is equivalent to the F-1 Score. When beta=0.5, 

this score is the F-0.5 score.


5.1 Quadratic Weighted Kappa


This is another metric used during the experiment part of the research and this method will 

be explained in this section.


Quadratic weighted kappa (QWK) is a kind of classification accuracy and works well with 

unbalanced data by guessing randomly according to the frequency of each class, so it reduces the 

problems caused by imbalanced data. It basically tells how well the classifier performs and QWK 

calculates relations between two parameters. In order to measure kappa value, attribute parameters 

should be assigned by a researcher. Additionally, predicted results are also needed to calculate the 

kappa score. This metric might vary between 0 and 1. Interpretation of kappa scores is given in 

Figure 26 below; 





23Figure 26. Interpretation of Cohen’s Kappa [32]


(8)



Calculation of quadratic weighted kappa is handled as follows:


where k represents the number of categories  that stands with observed  and is expected 

matrices (9). To calculate QWK, we need to calculate the confusion matrix to find prediction results 

for the classification problem. It is mentioned in previous researches that the calculation of the 

weight matrix  (10) plays a crucial role to have proper calculation. A couple of problems like 

raters with the same percentage of an agreement, but different proportions of ratings might cause 

drastic changes in the kappa score. 


6. Datasets


Here in this section, the datasets used for the research will be explained. Explained datasets 

are chosen concerning factors of quality and quantity of images, and detailed labels of diagnosis. 

Additionally, those datasets are newer in comparison to most of the other datasets and that was 

another reason to choose explained datasets in upcoming parts of the thesis.


6.1. APTOS 2019 Dataset


This dataset is published by the Asia Pacific Tele-Ophthalmology Society (APTOS) for the 

competition held on the Kaggle platform to detect diabetic retinopathy. The image set contains 3662 

oij eij

wij
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(9)

(10)

https://www.kaggle.com/c/aptos2019-blindness-detection/overview/aptos-2019


train and 1928 publicly available test images. Imbalanced training images in this dataset are the 

biggest problem for the training and can be seen in Figure 27.


Figure 27 shows the labels from 0 to 4, label 0 represent the healthy samples, and label 4 

proliferative DR samples and it is easy to observe that label 0 has much more samples than the 

others and it causes an imbalance dataset problem as it is mentioned earlier. In order to prevent this 

issue, basic augmentation methods are applied before the training such as rotation, and horizontal 

and vertical flips. Images from every label can be seen in Figure 28.


Since every specific deep learning architecture requires a specific image size, it is important 

to resize the images before the training as a part of preprocessing part of the experiments. 

Furthermore, it is possible to observe that the images have some differences in their sizes and it is 

essential to make them equal. From label 2 to label 4 it is easy to detect the anomalies that cause 

retinopathy on the images.
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Figure 27. APTOS 2019 Dataset Training Images 
Distribution 

Figure 28. APTOS 2019 Dataset Example Images 
From Every Label



6.2 APTOS 2015 Dataset


This dataset was also published by APTOS and used for the diabetic retinopathy detection 

competition 2015 as well as the 2019 dataset. Images are collected by the fundus photography 

method and published publicly. As mentioned in the APTOS 2019 dataset explanation part, this 

dataset also has a big imbalanced data problem and it can be seen in Figure 29.


In comparison to the 2019 dataset, this dataset has significantly much more images. Figure 

29 shows the labels of the dataset and again label 0 has over 25000 images in training images and 

has very few labels 4 and 3 to have good results at the end of the training. Figure 30 shows example 

images from the dataset.
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Figure 29. APTOS 2015 Dataset Training Images 

Figure 30. APTOS 2015 dataset example images 



Apart from the images from the 2019 dataset, the 2015 dataset has images with different 

color scales and this is important to define thresholds for the color spaces, more information will be 

shared in the following sections.


6.3 Custom Balanced and Preprocessed Dataset


To prevent or reduce to chances of overfitting and other reasons for bad training results, this 

dataset is created by a Kaggle user called Alinusik [33] and used in this research to have a bit more 

reliable results. The image set consists of both APTOS 2019 and 2015 images, as it can be observed 

from the Figure 27 and Figure 29, labels except from 0 do not have many images and with the 

combination of these two datasets this problem is solved and it is possible to see it in Figure 31.


There are 7243 training images in total in this dataset and 2500 images for the testing. In 

comparison to previous image sets, this dataset is much more balanced as it is shown in Figure 23. 

But, it is not the only difference between the datasets. Images in this dataset are preprocessed with 

various methods such as conversion into gray, cropping unnecessary parts outside the fundus, 

resizing, and lastly gaussian blur to reduce noises on the images. Examples can be seen in Figure 

32.
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Figure 31. Custom Dataset Training Images Distribution 



7. Experimental Investigation


In this section, improvements in preprocessing methods, training, and prediction issues will 

be evaluated and explained. To execute experiments TensorFlow Framework is used and Cloud 

GPU is implemented provided by Kaggle Platform. Trainings are done with EfficientNet-B1, 

EfficientNet-B2, EfficientNet-B3, EfficientNet-B4, EfficientNet-B5 and ResNet50 architectures. 

Each experiment took approximately two hours to complete. The main focus of the experiments is 

to compare and combine the HSV, HSL, and L*a*b* color spacing methods with some other 

preprocessing methods. On the network part of the images, batch size was mostly equal to 4. For the 

normalization process, the group normalization method is applied, the Rectified Adam (RAdam) is 

a variant of the Adam stochastic optimizer that introduces a term to rectify the variance of the 

adaptive learning rate [34]. optimizer is used, and also to avoid overfitting as much as possible, an 

early stopping function is applied as well as updating the learning rate depending on validation loss. 

As mentioned in the problem definition part, the main focus of the experiments is to investigate the 

effects of color spaces on deep learning techniques in image classification problems.  Results will 

be visualized and evaluated from different perspectives. Information and results of the experiments 

are explained in the following parts of the thesis.
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Figure 32. Custom dataset example images 



7.1 Custom Dataset Experiments


7.1.1 Custom Dataset Experiment With EfficientNet


Figure 33 represents experiment accuracy and loss results held with the plain custom 

dataset. In order to collect these results, experiments are done with 5 epochs and batch size 4 to 

check high-sized images easier and the mean square error loss function is used to calculate loss 

values. 


	Both results actually had optimal results and they are not overfitted and still have a tendency 

to increase their accuracies if they would have more epochs to train. Figure 34 shows Cohen kappa 

scores of the experiments and EfficientNet B4 is performed better for training and validation 

processes however it does not represent the correct predictions in Figure 35, B4 architecture was 

able to predict label 4 images in comparison to EfficientNet B5 architecture.


29

Figure 33. Accuracy and Loss Results of Custom Dataset 
Experiment


EfficientNet B4 results
 EfficientNet B5 results


EfficientNet B4 results
 EfficientNet B5 results


Figure 34. Kappa Score Results of Custom Dataset 
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EfficientNet B4 results


EfficientNet B5 results


Figure 35. Prediction Label Distribution of Custom Dataset Experiment 

Custom Dataset Training Images Distribution 



7.1.2 Custom Dataset Experiment With ResNet50


This experiment was held with 25 epochs and is not used any extra preprocessing methods 

than the mentioned ones in the dataset explanation section. Figure 36 shows training images from 

every label and Figure 37 presents the training report. Although the model has high F1, precision, 

and real values, the training accuracy is not good enough for the classification in comparison to 

EfficientNet experiments.
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Figure 36. Custom dataset example train data images from every label

Figure 37. Experiment summary report



Another proof to perform poor training can be seen in Figure 38. According to the validation 

and training loss plot, the model is overfitted obviously. The biggest difference between the 

EfficientNet model and the ResNet model is the image sizes. For this architecture, a lower input 

size might be led to the overfitting issue.


Figure 39 shows the kappa agreement results, in comparison to loss values this metric shows 

some positive side of the experiment but it is still possible to have a good kappa score for an 

overfitted model as can be seen in this experiment. Figure 40 shows how training set label 

distribution and predicted labels are evaluated with the test set of the dataset. The performance of 

the model for labels 1 and 3 look meaningful but it is hard to say it for label 0 and 2. But still, in 

comparison to prediction results obtained by EfficientNet models, the ResNet experiment has a 

more reasonable prediction session.
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Figure 38. Experiment plots

Figure 39. Kappa score summary reports
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Custom Dataset Training Images Distribution 

Figure 40. Custom Dataset Training Images Distribution 

Predicted Label Distribution 



7.2 APTOS 2019 Dataset Experiment


7.2.1 ResNet50 Experiment


The training images used for this experiment can be seen in Figure 41. The only pre-

processing methods used for this experiment are resizing and cropping from grey. The main reason 

to have this test is to have an initial idea and make a comparison with color space applied 

experiments. The experiment is planned to execute with 25 epochs but because of the validation 

loss values, it stopped training at the 22nd epoch, details of the experiment are shown in Figure 42 

below,
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Figure 42. Experiment summary report

Figure 41. Example training images from every sample from the dataset



According to Figure 42, it is possible to observe that some good results are obtained with 

this experiment. At the end of the model training, reasonable training and validation accuracies can 

be seen in the report. Additionally, F1, precision, and recall values give a more detailed idea about 

the performance of the classifier and the results are good enough to classify diabetic retinopathy. 

Experiment plots are presented in Figure 43. 


Despite having reasonable results in Figure 37, things change when the results are 

visualized. One of the most important plots to evaluate here is the loss graph of the training, 

validation loss has a slightly higher value than training loss and also has an unstable line, which 

means the model tends to overfit. Another metric to evaluate is the kappa score, Figure 44 shows 

the kappa performance of the training.


Except for the overfitting issue, the kappa score also tells that model has a good 

classification perforce since it has over 0.90 kappa value. Another method to increase the validation 

kappa score is optimizing the validation data and making an evaluation again. On the right side of 

Figure 39 optimized kappa score and an increase in the validation kappa can be seen. 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Figure 43. Experiment plots

Figure 44. Kappa score summary reports






Figure 45 represents the difference between the predicted label distribution obtained with 

test data and training data labels. Except for label 0 images prediction process looks reasonable in 

comparison to the training set. It is possible to say that the model has poor prediction performance 

for the label 0 and label 2 images but overall it is okay to classify the retinopathy.  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APTOS 2019 Dataset Training Images Distribution 

Predicted Label Distribution 

Figure 45. APTOS 2019 Dataset Training Images Distribution 



7.2.2 EfficientNet B1 Experiment


In this experiment performance of the EfficientNet B1 model is tested with APTOS 2019 

imbalanced dataset. After having slightly different results on the custom dataset experiments, it is 

planned to test out closer architectures by input sizes chosen and the required input size for 

EfficientNet B1 and ResNet50 architectures are the closest ones. Figure 46 shows training images 

of the dataset and experiment details with various metrics are represented in Figure 47.  As well as 

the ResNet experiment this test section also has proper F1 score and accuracy results for both 

validation and training images. However, the investigation of loss values represented in Figure 48 

tells some other stories as we met in previous experiments.
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Figure 46. Example training images from every sample from the dataset

Figure 47. Experiment summary report



Experiment plots shown in Figure 48 give some hints that the model is also overfitted for 

that model too in the first plot for the accuracies it is possible to observe that the model reached 

nearly maximum accuracy levels for both training and validation sets. The second plot shows us 

how the model is actually poorly trained and overfitted. If the validation loss would not be that 

much unstable and would be closer to the training loss value a little more, it would be possible to 

say the experiment is handled quite well with the values of accuracy, F1, and the Kappa score 

results explained in Figure 49 but this test had similar results with ResNet50 experiment. 
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Figure 48. Experiment plots of B1 architecture

Figure 49. Kappa score summary reports of B1 architecture



Figure 50 shows the predicted image labels and comparison to the previous experiment held 

with ResNet architecture, this model has much more predicted results for label 1. Again for this 

experiment prediction of label 0 images is hard for the models so far for both datasets have been 

used. 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APTOS 2019 Dataset Training Images Distribution 

Figure 50. APTOS 2019 Dataset Training Images Distribution for B1 Architecture 

Predicted Label Distribution 



7.3 HSV Color Spacing Experiment


7.3.1 EfficientNet-B5 and EfficientNet-B4 Experiments





In this experiment effects of HSV color spacing on accuracy are examined and images in 

Figure 51 are used and examples from every label in the dataset can be seen above. Except for a 

number of epochs and image sizes, all other parameters were the same as in the previous 

experiment. Here in Figure 52. we can see that the 10 epoch experiment with EfficientNet B4 looks 

overfitted according to the loss plot of that experiment and the B5 model had more stable training in 

comparison to B4. 
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Figure 51. Thresholded Fundus Images B5-B4 Experiments

Figure 52. Experiment Plots of B4-B5 Architectures

EfficientNet B5 results
EfficientNet B4 results




Kappa scores are shown in Figure 53 and despite having more training time EfficientNet 

B4 algorithm has very close results in comparison to the B5 model. 


Another improvement in comparison to the previous custom dataset experiment can be 

seen in Figure 54, this experiment had more meaningful label distribution plots than the previous 

experiment.
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EfficientNet B4 results
 EfficientNet B5 results


Figure 53. Kappa Score Results of Custom Dataset B4-B5 Architectures 

EfficientNet B4 results


EfficientNet B5 results


Custom Dataset Training Images Distribution 

Figure 54. Custom Dataset Training Images Distribution B4-B5 Architectures



7.3.2 EfficientNet-B5 Experiments with Different Thresholds


This experiment was held with EfficientNet B5 architecture and different threshold values 

than the previous experiment. It is aimed to observe how different threshold values affect the results 

in training. This experiment has done with 10 epochs and the previous experiment was done with 5 

epochs. It is possible to say that the results until the fifth epoch look similar and can be seen in 

Figures 56 and 57 below. 


	 


Despite having a high F1 score, accuracy levels for both training and validation images are 

low.  Figure 57 gives an idea of what would happen if more epochs were applied to the test. While 

training accuracy has a tendency to increase, validation accuracy has unstable and low values 

duration of the experiment. However, it is possible to comment positively by looking training and 

validation loss graph, the model is trained well enough and did not overfit but is close to overfitting. 

42

Figure 55. Training images after preprocess

Figure 56. Experiment Summary Report of Updated B5 Experiment



Another metric to investigate is the kappa score presented in Figure 58,


While having a higher kappa score on the training set, the validation kappa score has lower 

values parallel to accuracy results so it shows that the dataset has difficulty having an agreement on 

validation images. Figure 59 shows the comparison of predicted results distribution and training set 

labels. Despite having a more proper predicted label distribution compare to previous experiments, 

this model does not give so much trust in the purpose of image classification.
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Figure 58. Experiment Kappa Results of Updated B5 Experiment

Figure 57. Experiment Plots of Updated B5 Experiment



7.3.3 EfficientNet-B3 Experiments
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Custom Dataset Training Images Distribution 

Figure 59. Experiment prediction label distribution of updated B5 experiment

Figure 60. Training images after preprocess for B3 architecture



	 


This experiment is planned to be done 25 in epochs but it has stopped at the 24th epoch and 

it took two hours to complete. Figure 60 shows the preprocessed training images by HSV color 

space. Figure 60 demonstrates the experiment result by consisting of metrics like F1, precision, and 

recall values. According to the results obtained, F1 values look proper enough to evaluate as well 

performed while validation accuracy stays stable at low levels as in the previous thresholded 

experiments. Figure 61 shows the performance of the experiment visually.
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Figure 61. Experiment summary report for B3 architecture

Figure 62. Experiment Plots for B3 architecture



According to the plots represented in Figure 62, validation accuracy reached the top level 

and will not increase anymore and early stop is quite proves that. Loss graphs look a little more 

stable than in the previous experiments but there is a difference more than it should be between 

validation and training loss values so, this model also tends to overfit. Figure 63 shows the kappa 

evaluation of the model and again validation kappa score is lower than it should be.
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Figure 63. Experiment kappa results for B3 architecture

Figure 64. Experiment prediction label distribution for B3 architecture

Custom Dataset Training Images Distribution 



Figure 64 represents the predictions at the end of the training and in compare to the 

EfficientNet B5 experiment prediction labels look so similar. Despite having different input sizes 

image quality does not affect the results significantly in EfficientNet architecture, this information 

might be commented on according to obtained results.


7.3.4 EfficientNet-B2 Experiments


To have a better idea of EfficientNet architecture it is aimed to have experimented with most 

of the models in EfficientNet. This experiment is executed with 25 epochs and took two hours to 

complete. Training images are used in the experiment represented in Figure 65. As well as the 

previous experiments, this test also has proper results for the F1, precision, and recall results 

represented in Figure 67. Also for this experiment, validation accuracy is not good enough to use for 

the classification of diabetic retinopathy images. Figure 66 shows the graphical results of the 

experiment the results are very similar to the previous experiments and this model is also close to 

overfit.
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Figure 65. Training images after preprocess for B2 architecture

Figure 66. Experiment plots for B2 architecture



Investigation of the kappa score is shown in Figure 68 and also is not very different from the 

previous one's validation score has undesired results for this experiment too.


The distribution of the predicted image labels is given below in Figure 69.
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Figure 67. Experiment summary report for B2 architecture

Figure 68. Experiment kappa results for B2 architecture



According to the plots provided in Figure 69, it is possible to mention that the B2 

architecture has behaved slightly better than previous models to predict labels for every class in 

comparison to the provided training set.
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Figure 69. Experiment prediction label distribution for B2 architecture

Custom Dataset Training Images Distribution 



7.3.5 EfficientNet B1 Experiment


	 Among the EfficientNet architectures, this model has the lowest input size with 

240x240 and the training images are shown in Figure 70. 


The first experiment held with B1 architecture is done with 10 epochs and details of the 

experiment can be seen in Figure 71. Related to having experiment with fewer epochs than the 

previous experiments, the F1 score has lower results than the other experiments but validation 

accuracy does not show a big difference from the experiments held with more epochs. Overall this 

architecture also shows similarities to other models of EfficientNet.
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Figure 70. Training images after preprocess for B1 architecture

Figure 71. Experiment summary report for B1 architecture



Figure 72 shows the kappa performance of the first experiment and once again validation 

kappa result is not enough to make a good comment on this experiment.


The second experiment done with B1 architecture has different inputs than the first one. 

Figure 73 shows the training images used for the second experiment.


To obtain these training images, different threshold values were applied than the first one 

and it is aimed to observe the influences of the threshold values on results. The experiment is 

planned to be done with 25 epochs but the early stop function has cut the experiment at the 24th 

epoch. Details of the experiment are shown in Figure 75 below. This experiment has one of the 

highest F1 score and training accuracy among all experiments done by thresholding. However, it is 

hard to say the same thing for the validation accuracy. Figure 74 shows the Kappa score 

performance and also for this test kappa values are so low to consider as good.
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Figure 72. Experiment kappa results for B1 architecture

Figure 73. Updated training images after preprocess for B1 architecture

Figure 74. Experiment Kappa results for updated B1 experiment



Figure 76 presents the both experiment’s graphical summary and can be seen below,
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Figure 75. Experiment summary report for updated B1 experiment

Second Experiment Plots

Figure 76. Experiment plots of B1 experiments

First Experiment Plots



It is possible to observe that the results show similarities, the first experiment has more 

optimal loss values and is less likely to have overfitting issues until the 10th epoch, in the second 

experiment, the loss graph shows less stable validation loss and is more likely to overfit. Also 

having more epochs did not affect the validation accuracy for this experiment. Another comparison 

might be handled in Figure 77. The prediction results are given for both experiments.
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Custom Dataset Training Images Distribution 

First Experiment’s Prediction Distribution 

Figure 77. Experiment prediction label distribution for B1 experiments

Second Experiment’s Prediction Distribution 



7.3.6  ResNet50 Experiment


This experiment is done with ResNet50 architecture to compare models from EfficientNet 

experiments. The experiment took almost three hours to complete and it was one of the slowest test 

among the types of experiments held previously. 


	 The same threshold values were used in the second experiment of the EfficientNet B1 

experiment for the training images for this experiment, preprocessed images can be seen in Figure 

78. As well as the second experiment of the B1 experiment, this experiment also has a high F1 score 

and training accuracy. However, validation accuracy is not good enough to perform trustful 

classification. Details about the experiments are presented in Figure 79 below,
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Figure 78. Training images of ResNet50 after preprocess

Figure 79. Experiment summary report of ResNet50



In Figure 80 Kappa scores are shown and this experiment has one of the highest training and 

validation kappa scores but unfortunately below 0.65 kappa values do not consider as good so this 

experiment is not successful for classification. Figure 81 shows more information about the details 

of the experiment.


With regard to graphs, it is easy to say that the model is heavily overfitted and trained 

poorly. So this model is also not appropriate to use for classification purposes. Figure 82 shows the 

predicted labels at the end of the experiment with the test set and the prediction distribution is close 

to previous experiments.
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Figure 80. Experiment kappa results of ResNet50

Figure 81. Experiment Plots of ResNet50

Figure 82. Experiment prediction label distribution of ResNet50



7.4 SigmaX Function Experiment


In order to execute this experiment, SigmaX = 10 function is used to get samples 

represented in Figure 83. As it is handled during previous experiments, except for image sizes, 

every other parameter was the same also in this experiment. As can be seen in Figure 84, both 

architectures had quite well training and were less likely to overfit in comparison to the B4 model in 

the HSV experiment. But again, t h e  EfficientNet B5 model had a  more balanced training and 

validation session than t h e  B4 model also in this experiment. According to kappa scores given 

in Figure 85 both models have led in some parts but with the combination of loss accuracy and 

kappa scores, EfficientNet B5 did a better job during this experiment and had better label 

distribution (Figure 86) than B4 architecture.
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Figure 83. Training images of SigmaX experiment after preprocess

EfficientNet B4 results
 EfficientNet B5 results


Figure 84. Accuracy and Loss Results of SigmaX Experiment
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EfficientNet B4 results
 EfficientNet B5 results


Figure 85. Kappa Score Results of SigmaX Experiment


EfficientNet B4 results


Custom Dataset Training Images Distribution 

Figure 86. Experiment prediction label distribution of SigmaX experiment



7.5 EfficientNet B1 Experiments with Color Spaces Without Threshold


	 During this series of experiments, it is aimed to test the color spaces mentioned in 

the earlier sections without thresholding the images. As can be observed from the previous 

experiments done in the thesis, it is very hard to obtain good results with threshold applications in 

many ways. For the final experiments, HSV and HSL cylindric color spaces and Lab chromatic 

color space is used. Figure 87 represents the training images after preprocessing. Conversion of 

filters to the custom dataset images from RGB color filter to desired color space has significantly 

changed the colors of the training images. Figure 88 shows the details of both three experiments and 

among the preprocessed experiments the best results are obtained so far in these tests for the HSV 

and HSL filters. However, it is not possible to say the same thing for the Lab filter. The lab filter has 

very poor results and it can easily be seen in Figures 89 and 90. Loss graphs in Figure 88 show that 

while HSV and HSL filters have proper training and F1 scores, the Lab filter is totally overfitted 

and trained extremely badly.  In figure 89, observation of the kappa scores tells similar stories as the 

other metrics. Despite having the same parameters for the experiments, the Lab filter once again has 

a very bad score as the Kappa score too and the other two filters have good agreement scores in 

comparison to the thresholded experiments. Figure 91 presents the final predictions of the 

experiments. HSV and HSL filters performed almost similarly and the Lab filter naturally made 

predictions very bad as well as the other scores. All figures are demonstrated below,
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HSV Filtered Train Images

HSL Filtered Train Images

LAB Filtered Train Images

Figure 87. Training images of experiments after preprocess
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HSL Experiment Summary

HSV Experiment Summary

LAB Experiment Summary

Figure 88. Summary report of experiments
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HSL Experiment Plots

HSV Experiment Plots

Lab Experiment Plots

Figure 89. Graphical summaries of the experiments
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HSL Kappa Results

HSV Kappa Results

LAB Kappa Results

Figure 90. Kappa results of experiments



63

LAB Experiment Summary

HSV Experiment Summary

HSL Experiment Summary

Figure 91. Experiment Predictions Distributions



 8. Conclusion and Result Evaluation


According to information shared in various resources about diabetic retinopathy detection, it 

is realized that many researchers did not use a lot o f  preprocessing methods and they have only 

used just basic methods such as crop from the gray area and resizing. The main reason to execute 

these experiments is to find out that is it possible to have good results also with more complex 

preprocessing methods. The main problem to resolve in this thesis was to investigate the influences 

of the color space methods on deep learning methods. Some researchers considered color spacing 

methods but they did not use modern architectures so testing these methods with deep learning 

algorithms was the main part of the thesis.


During the experiments, it is decided to use EfficientNet B1 to B5 and ResNet50 

architectures due to their successful performance in the APTOS 2019 competition and other 

research. Various types of experiments are done with the deep learning architectures mentioned 

earlier to have an idea of the purpose of image classification with desired preprocessing methods. 

On the thresholding process of the images, it is seen that the color differences on images in APTOS 

2019 dataset trained models badly and it is a very difficult challenge to assign private threshold 

values to every image in the dataset. Another problem was an imbalanced data problem in APTOS 

2019 dataset. With regards to these two main problems, a custom dataset that consists of both 

APTOS 2019 and 2015  preprocessed to grey images and a balanced dataset is used for most of the 

experiments held in this thesis. For the initial experiments, a comparison of both datasets is done 

without applying any preprocessing method, and the performances of the models obtain similar 

results for this experiment.


After having experiments with plain datasets, training with preprocessed images by HSV 

color space with different threshold values, and deep learning architectures, it is seen that the 

method is not good enough for the purpose of retinal image classification to detect diabetic 

retinopathy.


Experiments at the end of the research with HSV, HSL, and Lab filters without thresholds 

show some hopeful results represented in the earlier sections. 
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At the end of the research held in this thesis, it is possible to make conclusions as follows 

below,


1. EfficientNet architectures mostly performed better than ResNet50 architecture to make 

predictions.


2. Input size does not have a big influence on the training performances for the images that 

are preprocessed in the desired way by thresholding the training images by color spaces.


3. Values of the thresholds have essential effects on the trainings, it is observed that 

balancing the color of the images is a very big challenge to resolve.


4. The results obtained by preprocessed images with HSV color spacing by thresholding 

are not trustable for the purpose of retinal image classification with deep learning methods.


5. Cylindric color space filters without thresholds like HSV and HSL performed 

significantly better than Lab chromatic color space. While HSV and HSL filters have validation 

kappa scores over 0.70, the Lab filter failed with a 0.11 kappa score. Additionally, F1 scores 

and other accuracy metrics show similar impacts to kappa metrics.


6. It is believed that more improvements can be done with HSV and HSL color spaces to 

improve the classification performances with deep learning methods in the research will be held 

in the same purpose of this thesis.
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	1. Introduction
	1.1 Problem Definition
	Labeling images manually is one of the biggest problems while working on so much data and image classification applications with deep learning methods play essential roles to reduce workload and increase the efficiency and accuracy of the work. In the thesis, the aim is to investigate the influences of preprocessing methods mainly color spaces and other basic methods for the purpose of image classification with deep learning algorithms for eye fundus images. To examine the problem, experiments will be handled with the preprocessed training images. According to knowledge gained by previous research, different parts can affect the accuracy and efficiency of models and image preprocessing is one of the most important elements for purpose of image classification as well as blindness detection. Hereby, various image preprocessing methods related to color spacing such as HSV, HSL, LAB, and other hue-based methods will be applied to the images, and influences on the results obtained with deep learning methods will be evaluated at the end of the training with EfficientNet and ResNet architectures
	There are some main challenges needed to be solved during the research:
	Investigation of Datasets
	Some datasets like APTOS 2019 can have an imbalanced distribution of images through training and test files and to prevent bad effects of this issue, it is important to have a balanced dataset. Therefore, some image augmentation methods might apply to balance the image sets.
	Implementation of  Preprocessing Methods
	This task is the actual focus of the whole research and plays a crucial role in the further improvements of the experimental results. All deep learning architectures require different sizes of images and that’s why resizing and other basic preprocessing methods will be used alongside color spacing methods.
	Optimization of The Preprocessing Methods.
	Most of the color spacing models focus on color in specific ranges that are manually determined and it is important to find the best range of colors for most images in the dataset.
	Implementation of Deep Learning Architectures.
	To have good test results, it is important to use some well-known and efficient proven models. Thus, it is decided to use EfficientNet and ResNet algorithms to have pieces of training. More explanations on this topic will be given in the further section.
	5. Experimental Analysis To Investigate Influences of Image Preprocessing
	To test the results, various experiments will be handled with various types of experiments with different image preprocessing methods mentioned in this thesis.  Visualization and interoperation of the test results will be handled.
	2. Literature Review
	3. Preprocessing Methods
	In this section, methods used for the purpose of preprocessing the retinal images are explained. Grey scaling, auto-crop, resizing and Gaussian blur methods are used for several small experiments to have an idea about the effects of preprocessing on the fundus images. However, the main aim of the thesis focuses on diabetic retinopathy detection by deep learning image classification, accordingly, to evaluate this topic, the effects of color spaces on image classification will be taken into consideration and some of the color space algorithms that will be used for experiments are explained in this section.
	3.1 Grey Scaling
	Grey scaling helps to reduce color differences between samples, thus makes easier to spot anomalies. With the help of the OpenCV library, this method is implemented in the research. Diagnose 3-severe sample is shown below, Figure 2 represents the original version of the image from the dataset, and Figure 3 denotes the converted version of the same sample.
	As it can be seen from the examples in Figure 3, It is possible to observe blood vessels and leaks more clearly on the grey scaled fundus image. This method was the initial technique for preparing the dataset for model training.
	3.2 Gaussian Filter
	Gaussian filter is a 2D convolutional operator to blur and reduce noises from the images [27]. This method can be calculated with equation (1) which is given below;
	(1)
	Where shows the standard deviation of the distribution, x and y represent distances to the origin of the pixels and σ is the standard deviation of the Gaussian distribution. Depending on, the blurring level changes, greater values increase the blurring degree. In this part of preprocessing Gaussian filter is applied to the images that were converted into greyscale.
	In comparison to Figure 3, observation of details becomes easier on the Gaussian filter applied version of the grey scaled image in Figure 4. Some unseen or hard-to-see anomalies are easier to detect but there are still some useless parts that might affect the result of the model training process.
	3.3 Auto Crop and Re-Coloring
	To focus on the retinal part of the image, all the unnecessary parts like grey or dark zones out of the fundus might be cropped for better training results. This process is followed by re-coloring part of the grey-scaled images. According to research on the Kaggle website I have seen the previous winner of the 2015 APTOS competition on diabetic retinopathy, Ben Graham [35] has used a method to improve lighting quality. During the application process of color cropping,
	sigmaX parameter plays a crucial role in color images. It is noted that Ben Graham used sigmaX = 10 during his experiments and that parameter is not changed in the experiments performed in this thesis.. This method applies color to every part of the image with the grey color according to the depth of the grey color’s scaler dimensions. Examples of recolored and cropped images for different sigmaX values from the train set are attached to Figure 5 and Figure 6 below.
	Effects of the sigmaX parameter can be seen easily on the indicated images. Damages and blood vessels on the retina become more visual than in the previous versions of the samples from the dataset. With the methods applied for preprocessing, it is expected to have meaningful results at the end of the initial experiments.
	3.4 HSV Color Space
	Figure 8 and Figure 9 show color histograms of the fundus image provided in Figure 7. To decide on threshold values, the HSV histogram gives an idea. Here in Figure 9, we can easily see that our boundaries should be between grey and orange color but it can change for other images in the dataset, however, most of the images have this color scale so thresholds will be in this range.
	4. Deep Learning Algorithms
	In this section, network architectures that will be used during experiments are explained. According to the literature review and APTOS 2019 competition solutions mentioned in the earlier sections of this report, it is seen that some deep learning architectures are used more than others and their accuracy levels are higher and more effective in the classification of images. Most of the solutions in the APTOS competition are considered ensemble learning methods and combined couple algorithms such as ResNet, EfficientNet, InceptionNet, and so on to increase accuracy and efficiency. D. Doshi et al. [15] were another ensemble learning method appliers for their research and they took help from three different architectures and applied ensemble learning. I. Sadek et al. [9] made research with ResNet, GoogleNet, and VGG algorithms on the custom dataset and had good accuracy results at the end of the research. Modern image classification methods and architectures for diabetic retinopathy detection will be taken into consideration to complete the tasks. Figure 12 represents the performances of the deep learning architectures below. ResNet, and EfficientNet has the best results for most of the research, so these architectures are implemented into the research to make reasonable recommendations for diabetic retinopathy detection. Additionally, different methods like pseudo labeling test time augmentations are the other methods that might have a crucial role to increase and make observations over the data.
	4.1 ResNet Architecture
	Residual Network (ResNet) was introduced first in a paper named Deep Residual Learning for Image Recognition [29] in 2015 by Kaiming He, Jian Sun, Shaoqing Ren, and Xiangyu Zhang and the popularity and success of the model have increased since then. In the paper, the authors are also explained residual blocks, and ResNet is created by these blocks.
	Figure 22 shows the architecture of residual blocks. One of the most important parts of these blocks is a type of connection called “skip connection”. This method has an essential role to solve the vanishing gradient problem by letting gradients use a shortcut to flow. The stop process applies to negative weights, preventing them to pass to the convolutional layer. Those negative weights pass to the ReLu activation function and in this way, we are able to reduce calculation steps and parameters. Figure 23 shows the relations between VGG-19, 34 layer plain network, and 34 layers residual network. Basically, the plain network is inspired by the VGG-19 network, and then skip connections are added to the plain network to create a residual network.
	4.2 EfficientNet Architecture
	According to the research made in the previous research work report, EfficientNet is a Convolutional Neural Network (CNN) model that achieves high accuracy level after its release in comparison to other CNN methods. It is first described by Mingxing Tan and Quoc V. Le in [28] and relies on the AutoML framework. This framework has provided an opportunity to create EfficientNet B0 then it's improved by the compound scaling method to develop the rest of the EfficientNet family from B0 to B7. EfficientNet uses a compound coefficient to scale all dimensions of depth, width, and resolution. However, scaling can cause some effects on accuracy. Scaling up dimensions, width, depth, or resolution may increase accuracy, also, it is important to have better accuracy and efficiency, and it is essential to balance all mentioned aspects. In the paper proposed for EfficientNet by Mingxing Tan and Quoc V. Le, the compound scaling method is used to scale the dimensions of the network. The researchers have executed a grid search method to find out the relations between various scaling sizes within the fixed resource constraints of networks with the help of this strategy they were able to find convenient scaling coefficients for every dimension to be scaled-up. Depending on these coefficients, the baseline network is scaled to the desired size. At the end of their experiments, they claimed that the compound scaling method has improved the model accuracy and efficiency. The method of compound scaling is illustrated in Figure 24.
	The model in Figure 25 was designed by Jing Wang et al. [30] for the purposes of classification of the fundus images.
	5. Performance Metrics
	It is important to calculate the performances of the models used to train the datasets. To perform a good performance test, accuracy, sensitivity, and specificity should be calculated. The confusion matrix gives chance to find values of true positive (TP), true negative (TN), false positive (FP), and false-negative (FN). To explain these values we can give example from the retinal image classification process from the Messidor dataset [31]. This dataset consists of four different types of attributes such as healthy retina, DR. Stages 1,2, and 3. If an image is predicted correctly from a specific class then it represents true positive and it will be true negative for all other correct predictions for alternative attributes. When a healthy retina image is predicted as a DR image of any stage then it is termed a false positive. And lastly, if a DR input image of any stage is predicted as a healthy retina, so it represents a false negative. We can calculate all metrics from the following equations (2,3,4).
	With the help of the knowledge mentioned earlier in this section, it is possible to calculate desired metrics such as precision, recall, and F1 score. These three metrics can be counted as a part of a union and should be evaluated together. Precision gives the answer of between all positive predictions how many of them are really positive can be calculated on the equation (5),
	Recall, answers how much data is predicted positive between all real positive cases and can be calculated with the help of formula (6) as follows,
	The final part of this union is the F1 score which takes into account both precision and recall to calculate its value as on the equation (7) below,
	F1 score or also called F-measure basically combines precision and recall as can be seen in formula (7) and changes between 0 and 1 depending on precision and recall. The higher the F1 score goes, means better model we have to evaluate. Another metric is called F-beta score (8), this metric allows us to decide how to weight the balance between precision and recall using the beta parameter. When beta=1, the F-beta score is equivalent to the F-1 Score. When beta=0.5, this score is the F-0.5 score.
	5.1 Quadratic Weighted Kappa
	This is another metric used during the experiment part of the research and this method will be explained in this section.
	Quadratic weighted kappa (QWK) is a kind of classification accuracy and works well with unbalanced data by guessing randomly according to the frequency of each class, so it reduces the problems caused by imbalanced data. It basically tells how well the classifier performs and QWK calculates relations between two parameters. In order to measure kappa value, attribute parameters should be assigned by a researcher. Additionally, predicted results are also needed to calculate the kappa score. This metric might vary between 0 and 1. Interpretation of kappa scores is given in Figure 26 below;
	Calculation of quadratic weighted kappa is handled as follows:
	where k represents the number of categories  that stands with observed  and is expected matrices (9). To calculate QWK, we need to calculate the confusion matrix to find prediction results for the classification problem. It is mentioned in previous researches that the calculation of the weight matrix  (10) plays a crucial role to have proper calculation. A couple of problems like raters with the same percentage of an agreement, but different proportions of ratings might cause drastic changes in the kappa score.
	6. Datasets
	Here in this section, the datasets used for the research will be explained. Explained datasets are chosen concerning factors of quality and quantity of images, and detailed labels of diagnosis. Additionally, those datasets are newer in comparison to most of the other datasets and that was another reason to choose explained datasets in upcoming parts of the thesis.
	6.1. APTOS 2019 Dataset
	This dataset is published by the Asia Pacific Tele-Ophthalmology Society (APTOS) for the competition held on the Kaggle platform to detect diabetic retinopathy. The image set contains 3662 train and 1928 publicly available test images. Imbalanced training images in this dataset are the biggest problem for the training and can be seen in Figure 27.
	Figure 27 shows the labels from 0 to 4, label 0 represent the healthy samples, and label 4 proliferative DR samples and it is easy to observe that label 0 has much more samples than the others and it causes an imbalance dataset problem as it is mentioned earlier. In order to prevent this issue, basic augmentation methods are applied before the training such as rotation, and horizontal and vertical flips. Images from every label can be seen in Figure 28.
	Since every specific deep learning architecture requires a specific image size, it is important to resize the images before the training as a part of preprocessing part of the experiments. Furthermore, it is possible to observe that the images have some differences in their sizes and it is essential to make them equal. From label 2 to label 4 it is easy to detect the anomalies that cause retinopathy on the images.
	6.2 APTOS 2015 Dataset
	This dataset was also published by APTOS and used for the diabetic retinopathy detection competition 2015 as well as the 2019 dataset. Images are collected by the fundus photography method and published publicly. As mentioned in the APTOS 2019 dataset explanation part, this dataset also has a big imbalanced data problem and it can be seen in Figure 29.
	In comparison to the 2019 dataset, this dataset has significantly much more images. Figure 29 shows the labels of the dataset and again label 0 has over 25000 images in training images and has very few labels 4 and 3 to have good results at the end of the training. Figure 30 shows example images from the dataset.
	Apart from the images from the 2019 dataset, the 2015 dataset has images with different color scales and this is important to define thresholds for the color spaces, more information will be shared in the following sections.
	6.3 Custom Balanced and Preprocessed Dataset
	To prevent or reduce to chances of overfitting and other reasons for bad training results, this dataset is created by a Kaggle user called Alinusik [33] and used in this research to have a bit more reliable results. The image set consists of both APTOS 2019 and 2015 images, as it can be observed from the Figure 27 and Figure 29, labels except from 0 do not have many images and with the combination of these two datasets this problem is solved and it is possible to see it in Figure 31.
	There are 7243 training images in total in this dataset and 2500 images for the testing. In comparison to previous image sets, this dataset is much more balanced as it is shown in Figure 23. But, it is not the only difference between the datasets. Images in this dataset are preprocessed with various methods such as conversion into gray, cropping unnecessary parts outside the fundus, resizing, and lastly gaussian blur to reduce noises on the images. Examples can be seen in Figure 32.
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	8. Conclusion and Result Evaluation

