
Date of publication xxxx 00, 0000, date of current version xxxx 00, 0000.

Digital Object Identifier 10.1109/ACCESS.2017.DOI

Towards AI-Enabled Approach for Urdu
Text Recognition: A Legacy for Urdu
Image Apprehension
KAMLESH NARWANI1,2, HONGZHI LIN 3, SANDEEP PIRBHULAL4, AND MIR HASSAN.5,6,
1School of Electronic Information and Communications, Huazhong University of Science and Technology(HUST), 1037 Luoyu Rd, Hongshan, Wuhan, 430074,
Hubei, China (e-mail: i201522249@hust.edu.cn)
2Faculty of Science and Technology, ILMA University, Korangi Creek, Karachi, 75190, Sindh, Pakistan
3Faculty of Electronic Information and Communications Department, Huazhong University of Science andTechnology (HUST), 1037 Luoyu Rd, Hongshan,
Wuhan, 430074, Hubei, China (e-mail: linhongzhi1@hotmail.com)
4Dept. of Information Security and Communication Technology Norwegian University of Science andTechnology (NTNU) Critical Infrastructure Security and
Resilience group, NO-7491, Høgskoleringen, 7491, Trondheim, Norway (e-mail: s.pirbhulal@hotmail.com)
5Wuhan National Laboratory for Optoelectronics, Huazhong University of Science and Technology, Wuhan, China (e-mail: hassanmir@hust.edu.cn)
6Institure of Data Science and Digital Technologies, Vilnius University, Vilnius, Lithuania

Corresponding author: Kamlesh Narwani (e-mail: i201522249@hust.edu.cn).

ABSTRACT Recognizing Urdu text in natural images is more challenging as compared to other languages,
such as English, due to the cursive nature of Urdu script. However, Urdu scene text has not received enough
attention from both industry and academia due to the lack of the dataset of Urdu text. We propose a large-
scale Urdu Scene Text Dataset (USTD) to address this problem, which is designed for Urdu scene text
detection and recognition. The proposed dataset contains 29674 text annotations (17877 Urdu and 11797
English), 749725 characters in 6389 images. It covers a wide variety of text images with both Nastaleeq and
Naskh writing styles, taken from different streets and roads of Pakistan. The vast diversity of this dataset
makes it a benchmark to work on and train robust neural networks for the detection and recognition of
cursive text. Besides, baseline results are also provided with several state-of-the-art networks, including
TextBoxes++, Seglink, DB(ResNet-50) and EAST for text localization and Convolutional Recurrent Neural
Network (CRNN) for text recognition. To further evaluate the performance of these models, we have used
the most popular evaluation matrices of precision, recall, and F-measure. Our experimental outputs reveal
that an end-to-end combination of DB(ResNet-50) and CRNN provides the best results with precision,
recall, and F-measure of 0.7526, 0.5974, and 0.6660, respectively.

INDEX TERMS Cursive text recognition, Deep networks, End-to-end networks, Scene text dataset, Text
localization, Urdu scene text.

I. INTRODUCTION

Text extraction from natural images has been the center of
attention for the research community in computer vision.
It has the potential to be used in a variety of real-world
applications, such as assisting visually impaired persons [1],
autonomous traffic sign recognition [2], scene understanding
[3], robot navigation [4] and license plate detection [5]. Re-
searchers have well-studied text extraction in documents, and
many commercial products are available, having recognition
accuracy of more than 99% [6] on the documented text.
However, the complex structure of scene images makes the
identification of text a very challenging task. Unlike scanned
documents, scene images come with different challenges

such as sensor noise, blur, varying resolution, non-planer
objects, unknown layouts, inconsistent lighting conditions,
arbitrary angled and occluded or distorted text, as presented
in Fig 1.

The lack of dataset availability adds to the difficulties of
text extraction in the natural world, which work as an es-
sential ingredient to train robust deep networks. Latin based
and some other languages, such as English, Chinesh, French,
and Korean, have received enough attention from the research
community. Several datasets such as ICDAR Robust Reading
[7], SVHN [8], COCO-Text [9], FSNS [10], KAIST [11],
RCTW-17 [12] and CTW [13] have proved to be an es-
sential factor for improved performance on these languages.
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FIGURE 1: Challenges of natural scene text

Whereas, the cursive text is yet to be analyzed thoroughly
due to the unavailability of any standard dataset. Urdu is
one of the major languages of South Asia. It is Pakistan’s
national language and is also spoken in most parts of India.
With over 170 million speakers, it is one of the most common
language used in the world. Urdu script is cursive in nature,
and recognizing cursive text is more challenging and difficult
than extracting Latin text due to the complex structure of
its characters and its ligature based nature, where characters
are combined to make words and sentences. Unlike English,
Urdu script is written in opposite direction, from right to left,
and it has two main styles: Nastaleeq and Naskh. Nastaleeq is
a Perso-Arabic script which is a flowy and ornate and hanging
script. Whereas, Naskh is a slightly angular and stodgy script
that comes from Arabic. Magazines, newspapers, and books
mostly follow Nastaleeq writing style, whereas most of the
online content, such as the content on bbcurdu.com, follow
Naskh writing style. The diagonal and overlapping nature of
Nastaleeq makes it occupy less space for a ligature. A visual
comparison of both writing styles is given in Fig 2. Unlike
Naskh writing style, characters in Nastaleeq mostly overlap
each other, making character segmentation unsuitable.

FIGURE 2: Visual comparison of Naskh and Nastaleeq writ-
ing styles

Another complication in Urdu writing is that the shape of
the character varies depending on its position (start, middle
or end) of the ligature. Fig 3 shows four different characters
in blue, red, green and light blue colors that change their
shapes depending on their position of occurrence. A character
may have as many as 60 different shapes [14], so the exact
classification and extraction of these characters is a strenuous
task.

FIGURE 3: Different shapes of same characters based on
their position in ligature

In this work, Urdu Scene Text Dataset (USTD), a large
dataset of cursive text in scene images is presented. It is, to
our knowledge, the largest dataset on Urdu text in imagery.
It contains 6389 images with 749725 Urdu and English
characters and 29674 text instances. Unlike many publicly
available datasets, where images are taken with the assistance
of Google Street View [8], [10], [15] or Tanscent Street View
[13], most images in USTD are taken with a mobile camera
at different streets and roads of Pakistan. It contains text in
both the writing styles of Nastaleeq and Naskh, which makes
it a diverse and complex dataset. Annotations are provided
for both Urdu and English content in each image. For each
text, we annotate its content, its bounding box coordinates,
and an attribute to represent if its Urdu or English text.
Several state-of-the-art deep networks are trained on this
dataset for text detection and recognition. Since these are
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the first models to be used on this dataset so these networks
provide baseline results. It is expected that the depth, diver-
sity, and complexity of this dataset will make it the most
suitable dataset to train deep networks for Urdu text detection
and recognition. Towards this end, we have summarized our
contribution in three folds:

1) We first prepared the largest scene text dataset of the
Urdu script for algorithm development and comparison.
The benchmark contains 6389 scene images with 29674
text annotations of Urdu and English text. Images come
from diverse real-world situations such as signboards,
billboards, and shop names.

2) To assess the challenges of proposed benchmark, four
regression and segmentation based cutting-edge text
detection approaches are used and baseline results are
provided for both Urdu and English text, separately.

3) Several experiments are conducted and end-to-end
recognition results are provided using four different
models, which prove the usefulness of USTD. The ex-
perimental results show that the proposed dataset has a
promising aspect for any future work to be done on Urdu
scene text recognition.

The remainder of this paper is structured in the following
manner. Related work is discussed in Section 2, while Section
3 delves into the specifics of our dataset. Section 4 discusses
the state-of-the-art algorithms used the proposed dataset, as
well as their output matrices. The experimental findings and
discussion are presented in Section 5. Finally, Section 6
provides a summary of the entire work.

II. RELATED WORK
Disregarding robust deep networks and computing devices,
the computer vision community is still struggling at the
extraction of text in natural images. The lack of publicly ac-
cessible datasets to manipulate is a major explanation for this
underachievement. This paper presents the world’s largest
dataset of both cursive and Latin based (Urdu and English)
text in natural scene images, as well as baseline findings from
a number of cutting-edge techniques. Therefore, this discus-
sion is confined to similar datasets and methods for extracting
text from natural images. Discussion is restricted to text in
natural images because the extraction of documented text has
already been well studied.

A. DATASETS OF TEXT IN NATURAL IMAGE
A proper sized and well-annotated dataset plays a vital role
to exploit any computer vision algorithm or classifier to its
fullest. ICDAR 2003 [7] was the first competition to create
the basis in the field of image text detection and recognition.
It comprises 509 scene text images with most of the text
content appearing at the center of images. Later on, a series
of scene text datasets [16]–[18] were released by ICDAR,
with each possessing different challenges. ICDAR 2015 [19]
includes the most difficult images, referred to as incidental
text, which were all captured using Google glasses with little
regard for image quality. During that period, many other

datasets [20]–[22] were also made publicly available and
have proved to be standard benchmarks to evaluate the per-
formance of computer vision algorithms. Table 1 summarizes
the stats of few of the most popular and non-cursive scene
text datasets publicly available.It includes datasets with hori-
zontal text (HT), arbitrary quadrilateral text (AQT), irregular
text (IT), and synthetic text (Syn).

Despite several publicly available datasets, most of the
work focuses on English text or numbers. Urdu or Urdu
like scripts, such as Persian and Arabic, have attracted the
least attention in this field. Few attempts have been made to
capture and prepare datasets for cursive text in scene images
and videos. Authors in [34] worked on recognizing multilin-
gual text in natural scenes, capturing 1100 Urdu scene text
images and combining them with data from ICDAR 2017-
MLT [30]. In [35], [36] authors have worked on character
classification and recognition of Urdu text, but the number
of images used is under 850, and segmented characters are
below 18000. Urdu news ticker detection and recognition
have been worked out in [37], [38], where authors have
collected video images from different channels in both high
and low quality. However, the text in news ticker images
generally appears at either bottom or top on images, which
makes the text localization task easier. The largest Urdu
scene text dataset is presented in [39], where author has
collected 2500 natural outdoor images with three different
languages text, Urdu, English and Sindhi. This dataset is
further processed to get cropped isolated characters and word
dataset. Considering the tedious task of training deep neural
network to recognize scene text, this dataset doesn’t seem to
be enough. Synthetic Urdu text is presented in [40], where
author has generated 51K synthetic images with embedded
Urdu text. It contains 1600 unique ligatures with each ligature
having 32 variations. Apparently it seems to be a huge dataset
to train a deep network but synthetic data can not take place
of text in the wild. This dataset maybe used to pre-train a
model to further improve the performance.

Arabic Text has also found some interest from the research
community. ARASTI [41] and ARASTEC [42] both present
Arabic text datasets, but the size of both datasets makes them
unsuitable for benchmarking. In [43]–[45], Arabic text sam-
ples are gathered from various news channels, e.g., BBC Ara-
bic, France 24 Arabic, Al Jazeera, and Al Arabiya. Despite
all these attempts, it appears that more efforts are required
to make a standard benchmark dataset as far as the detection
and recognition of Urdu scene text is concerned. Realizing its
potential value, the first publicly available largest dataset on
Urdu scene text is proposed. Table 2 compares USTD with
other cursive text datasets so far used.

B. TEXT DETECTION AND RECOGNITION
Reading text in the wild can be divided into two sub-tasks:
text detection and text recognition. First, the presence of
text is detected by localizing its position in character/word
bounding boxes followed by text recognition in which the
localized/cropped text is transcribed into a machine-readable
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TABLE 1: Details of few most popular non-cursive scene text benchmark datasets. EN and CN stand for English and Chinese
languages, respectively. Whereas, Train, Valid and Test represent training, validation and testing sets

Dataset Year Number of Images Script Type LayoutTrain Valid Test
IC03 [7] 2003 258 - 251 EN Text HT
SVT [23] 2010 100 - 249 EN Text AQT
SVHN [8] 2010 73257 - 26032 EN Digits HT
IC11 [17] 2011 229 - 233 EN Text HT

MSRA-TD500 [20] 2012 300 - 200 EN, CN Text AQT
III-T5K-Word [21] 2012 2000 - 3000 EN Text AQT

IC13 [18] 2013 229 - 233 EN Text HT
USTB-SV1K [24] 2013 1000(Total) - - EN Text AQT

SVTP [25] 2013 - - 639 EN Text AQT
CUTE [26] 2014 - - 80 EN Text IT
IC15 [19] 2015 1000 - 500 EN Text AQT

SynthText [27] 2016 800k(Total) - - EN Text Syn
COCO-Text [9] 2017 43686 10000 10000 EN Text AQT

CTW [13] 2017 25000 - 6000 CN Text AQT
RCTW-17 [12] 2017 11514 - 1000 CN Text AQT

ToT [28] 2017 1255 - 300 CN, EN Text IT
SCUT-CTW1500 [29] 2017 1000 - 500 EN Text IT

MLT17 [30] 2017 7200 1800 9000 9 Languages AQT
ArTs19 [31] 2019 5603 - 4563 CN, EN Text IT
MLT19 [32] 2019 10000 - 10000 10 Languages AQT
LSVT19 [33] 2019 20157 4968 4841 CN Text IT

TABLE 2: Comparison of cursive text datasets so far used

Name / Author Content Data Size Size Script Availability

Chandio et al. [39] Scene Text 2500 Images 13778 words Urdu, English
and Sindhi Available

Arafat et al. [40] Synthetic Text 51k Images 51k words Urdu Available
Chandio et al. [34] Scene Text 1000/100 Images -/- Urdu and English Unavailable

Ali et al. [46] Scene Text 845 Images 28000 Segmented
characters Urdu and English Unavailable

Sami-Ur-Rehman et al.
[37] Video Frames News tickers from 41

channels 20097 tickers Urdu Unavailable

Raza et al. [38] Video Images 1000 Images 23833 words Urdu and English Available

Ahmed et al. [47] Scene Text 2469 Images 19300 characters, and
7765 words

Arabic and
English Unavailable

Tounsi et al. [41] Scene Text 374 Images 2093 characters Arabic and
English Available

Urdu Scene Text
Dataset (USTD) Scene Text 6389 Images 29674 text lines and

749725 characters
Urdu and
English

Will be made
available

form. This whole problem is addressed in three different
manners by the research community as text detection, text
recognition, and an integrated approach known as end-to-end
recognition

1) Text Detection
The process of identifying the presence of text using charac-
ter/word bounding boxes is known as text detection. Before
the incorporation of deep convolutional neural networks,
traditional text detection approaches required scheming and
testing a vast number of likely handcrafted features. The
traditional approaches were usually based on either Stroke
width transform (SWT) [48], [49], or maximally stable ex-
tremal regions (MSERs) [50]–[53]. SWT is an image op-
erator that takes an image and outputs a new equally sized
stroke-width image, where every single element relates to
the pixel value of each stroke width. One of the best features
of SWT is that it is language-independent, i.e., it can detect
the script of any language, but its limitation is that it is best

suited for only clean text. MSER takes an image and ex-
tracts its MSER regions in the original image, whereas non-
textual candidates are disposed of by using filters. Contrary
to traditional approaches, deep convolutional neural networks
based approaches [54], [55] enjoy the luxury of automatically
detecting features which overall simplifies the pipeline of text
detection [56], [57].
These approaches are further classified into two classes:
1) Regression-based method. Object detection models like
SSD [58], which directly regress the bounding box of the
targeted object, influenced these methods [59]–[61]. Unlike
general objects, text appear with different orientation, shapes
and non-uniform aspect ratios. Due to which, object detec-
tion frameworks cannot be directly used for text detection.
TextBoxes++ [62] results quadrilateral regression of the text
by adjusting anchor ratios and changing convolutional ker-
nels in SSD. An attention based technique is proposed in
SSTD [63] to roughly spot text areas. DeepReg [64] and
EAST [56] target multi-directional text by resulting pixel-
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level regression. Regression-based methods are not burdened
with heavy post-processing algorithms and can efficiently
detect text with varying aspect ratios at higher inference
speed. These approaches, however, frequently fail to detect
multi-oriented text, such as curved text. 2) Segmentation-
based method. These approaches are mostly based on seman-
tic segmentation methods, and they get the bounding box
of text by cascading pixel-level prediction information and
using a post-processing algorithm. Number of these methods
[65]–[69] employ fully convolutional network to extract the
segmented text area. These methods can efficiently detect ar-
bitrary shaped text but usually suffer slower inference speed
due to heavy dependence on post-processing algorithms.
Apart from that their performance also banks on the quality
of segmentation accuracy.

2) Text Recognition
Once the text is detected in imagery, text recognition tran-
scribes the localized text into the machine-interpretable form.
It can further be categorized into character-based [70], [71]
and word-based recognition [72], [73]. Unlike English, the
cursive script is a ligature based script where characters are
combined to make words and sentences. Additionally, in
the Nastaleeq writing style, words are written in a diagonal
manner where most of the characters overlap with each other,
making character-based recognition an unpopular approach
for Urdu text.

3) End-to-end Recognition
End-to-end recognition systems [74], [75], sometimes termed
as an integrated approach, takes an image with a complex
background, localizes and detects the presence of any text
instance, and finally converts imagery text into human un-
derstandable strings. End-to-end recognition guarantees sat-
isfactory performance, which is usually compromised due to
error propagation between detection and recognition in two-
step methods [76].

III. PROPOSED DATASET DESCRIPTION
In this section we present a vast dataset on Urdu scene text,
namely, Urdu Scene Text Dataset (USTD). We will discuss
the data acquisition procedure and the proposed ground truth
annotation approach. The organization of dataset and statisti-
cal analysis, are also presented here.

A. DATA ACQUISITION OF USTD
USTD is composed of 6389 Urdu scene text images. Since
English is the official language of Pakistan, so its quite nor-
mal to find English script in most of the images. To maintain
maximum content diversity, we have collected images occur-
ring in various scenarios like signboards, billboards, street
and shop names, advertisement banners, etc. Few samples of
USTD are presented in Fig 4.

Around 70% of images are captured by a mobile camera
from different cities in Pakistan, whereas the remaining 30%
are taken from Google images, Facebook, and other sources.

Since images are not collected from a uniform source, so
they come with varying image quality, which is later pre-
processed as per network requirements. As images are cap-
tured by individuals, so there might be a possibility of having
duplicated areas. Initially, we collected 8450 images, which
were later reduced to 6389 on the criteria of having more than
70% duplicated area.

B. GROUND TRUTH ANNOTATIONS

The proper declaration of ground truths plays a vital role
in supervised learning techniques. Improper and misleading
ground truths can lead to vague results. Generally, three
different approaches are used when annotating ground truths
of text images, namely, character level, word level, and
line-level annotations. Ligature based nature of Urdu makes
character-level recognition very difficult because most of
the characters overlap each other as depicted in Fig 5(a).
Additionally, Nastaleeq script usually occurs with an un-
even length of white space between intra-ligature and inter-
ligatures (see Fig 5 (b)), making word-level recognition also
challenging.

Ground truths in USTD are manually annotated in line-
level granularity with a quadrilateral shape. We have used
simple annotation tool with the Urdu keyboard to translate
the ground truth text in UTF-8 encoded .txt file. The anno-
tated text file contains coordinates of each text line bounding
boxes and its transcription, as presented in Fig 6.

USTD contains both Urdu and English text, so we have
used an attribute (0 for Urdu and 1 for English) for each
script for modularity convenience. In case, if one prefers to
evaluate the recognition of Urdu text only, one could use
this attribute to filter out instances with English text and
vice versa. Numbers that appear separately are considered as
English text; otherwise, if it occurs in the middle or along
with Urdu script, then it is considered as Urdu text.

C. DATASET ORGANIZATION AND STATISTICS

The proposed dataset has been split into two sections: train-
ing set and testing set. 80% of the total images (5100 out
of 6389) are allocated for training the models, while the
other 1289 photos are devoted to the testing set. In order to
avoid any similarity, we have manually checked both sets,
and any instance of having similar images has been removed.
After splitting, the training set contains 23724 text instances
(14549 Urdu text lines and 9175 English text lines), and the
testing set comprises 5950 text instances (3328 Urdu text
lines and 2622 English text lines). A detailed distribution
of the number of text occurrences in images can be viewed
in Fig 7. While most of the images contain below 15 text
occurrences, but few images have more than 50 text lines. On
average, each image comprises 4.6 text lines.
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FIGURE 4: Few samples of USTD images

FIGURE 5: Complexities of Nastaleeq writing style

FIGURE 6: Images in USTD and their corresponding ground
truth annotations

IV. BASELINE ALGORITHMS AND EVALUATION
PROTOCOLS
This section presents the baseline algorithms used of text
localization and recognition. It also discusses evaluation pro-

FIGURE 7: Text distribution in USTD dataset

tocols used to measure the performance of these algorithms
on USTD.

A. BASELINE ALGORITHMS
Text detection entails detecting or localizing any text in-
stances in a given image, usually in the shape of a bounding
box. For the task of text detection, we have adopted four most
popular state-of-the-art networks, namely, TextBoxes++ [62],
EAST [56], SegLink [77], and Differentiable Binarization
(DB) [78].

TextBoxes++ is a fully trainable end-to-end regression-
based text detector. It is inspired by SSD [58], an object
detection model. But unlike SSD, which uses rectangular box
representation for detecting objects, TextBoxes++ employees
quadrilateral or oriented rectangle representation for scene
text. Apart from that, TextBoxes++ utilizes long convolu-
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tional kernels to get better receptive field for predicting
the bounding boxes. It is highly efficient at spotting non-
horizontal scene text. Unlike conventional text detectors,
which comprise multiple stages such as, generation, filtering
and grouping of character or word candidates, TextBoxes++
is setup on a simpler pipeline. With just minor modifications,
the VGG-16 [79] architecture serves as its backbone. Overall,
it’s a fully-convolutional network with only convolutional
and pooling layers for predicting the bounding boxes of text
instances. To generate final outputs, the predicted bounding
boxes are passed into non-maximum suppression (NMS).
The only post-processing stage is NMS.

EAST is a regression-based, simple and powerful text
detector, which is efficient at detecting the text with arbitrary
orientation without requiring any intermediate stage. It is
based on DenseBox [80] and consists of only two stages,
an FCN and an NMS. The pixel-level score map of several
channels and geometry is generated using FCN. FCN pro-
duces text areas, which are subsequently supplied to NMS to
generate final results.

SegLink is also a regression-based and fully-convolutional
neural network based model. It manoeuvre single-shot multi-
box detector SSD [58] to detect text instances with the help
of segments and links. The total count of oriented bounding
boxes on a text instance is measured in segments, and links
are utilized to cascade segments that belong to the same word
or line. SegLink uses VGG-16 as its backbone model.

Differentiable Binarization (DB) is a module used along
with segmentation-based network to efficiently detect scene
text with arbitrary angles (including curved text). Tradition-
ally segmentation based networks rely on post-processing
algorithms to obtain bounding boxes from probability maps
generated by segmentation networks. DB instead uses the
concept of joint optimization by amalgamating the binariza-
tion process with segmentation network. It utilizes differen-
tiable binarization (an approximate function of binarization)
to optimize segmentation network in training process. DB
employees ResNet-50 [81] as the backbone of segmentation
network. It also utilizes modulated deformable convolution,
as used in [82] , for flexible receptive field for the network.
Modulated deformable convolutions are used at multiple
convolutional layers of ResNet-50.

The driving force behind selecting these networks is that
they are robust at detecting oriented text. Unlike conventional
text, text in imagery can occur in multi-orientation. While
many other algorithms struggle at detecting non-horizontal
text, TextBoxes++, EAST, SegLink, and DB perform better at
spotting uneven text, hence reducing any ambiguity in results
(see [56], [62], [77], [78]for more details).

Given the bounding box, text recognition transcribes the
bounded text into a machine and human-understandable
form. In this work, we have used CRNN [72], an state-of-
the-art text recognition method. It is an end-to-end trainable

neural network that takes an image as input and results in
the recognized text. It is consists of three different layers,
convolutional layer, recurrent layer, and transcription layer
for feature extraction, label distribution prediction, and frame
prediction, respectively (see [72] for detail).

B. EVALUATION MATRICES
We used the most generally employed precision, recall, and
F-measure matrices to evaluate the performance of state-
of-the-art baseline algorithms for text recognition. Precision
is the proportion of correctly detected occurrences among
all instances that should have been detected, whereas recall
can be interpreted as the proportion of correctly identified
occurrences among all instances that should have been iden-
tified. F-measure combines precision and recall to represent
the system’s total accuracy. Low false positives and false
negatives are indicators of a successful F-measure. Precision
P, recall R, and F-measure F are all calculated using the
following formulas,

P =
TP

TP + FP
(1)

R =
TP

TP + FN
(2)

F = 2× P ×R

P +R
(3)

The number of hit detection boxes, mismatched detections,
and undiscovered text boxes are given by TP, FP, and FN,
respectively. TP returns 0 or 1 depending on the overlap
threshold chosen between the detected box and ground truth
box, and it is given by the following equation,

If (AGT∩ADT )
(AGT∪ADT )>TH then TP = 1, else TP = 0.

where AGT and ADT are ground truth and detection areas,
threshold TH is also sometimes termed as intersection-over-
union IoU, which is normally set to 0.5.

V. EXPERIMENTAL RESULTS AND DISCUSSION
Implementation details: Instead of pre-training the detec-
tion models on any other dataset, we train them with our
training dataset. For DB, poly learning rate is used and it
varies with each iteration. For an iteration, the learning rate
(lr_current) is set by is set by following formula.

lr_current = lr_initial × (1− iter

max_iter
)power (4)

Where lr_initial is set to 0.007 and power is 0.9. The
parameters of momentum and Weight decay are set to 0.9
and 0.0001, respectively. EAST is trained with Adam [83]
optimizer. VGG is employed as the backbone model and
BatchNorm2d is used for normalization. Instead of using
balanced cross entropy, dice loss is used to optimize IoU of
segmentation. SGD algorithm is used to optimize the Seglink
and momentum is set to 0.9. TextBoxes++ is also trained
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with Adam [83] and it is implemented in two stages. In first
stage the model is trained with our training data at learning
rate 10−4 and then in second stage training is continued at
smaller learning rate and higher negative ratio. For CRNN,
ADADELTA [84] is used for optimization purpose, which
automatically sets learning rate. Table ?? summarizes the
implementation details of all four text detectors.

Experimental environment: TextBoxes++ is imple-
mented using Caffe, EAST and DB are implemented using
PyTorch, and Tensor Flow is employed for Seglink. Whereas,
for recognition model Torch is used. All the experimentation
are carried on a workstation with a 3.5 GHz Intel(R) Xeon(R)
CPU E5-2637 v4, 64 GB RAM, and TITAN Xp.

A. RESULTS
Initially, the performance of all four text detectors is evalu-
ated on our proposed USTD dataset. Few qualitative based
results are presented in Fig 8, where all the correct and false
positive results are represented in red bounding boxes and
non detected text regions are not bounded by any box.

Following the stated evaluation protocols, quantitative re-
sults are given in Table 4, under IoU threshold levels of
0.5 and 0.7. The performance of all four models reduces
considerably with a higher threshold levels of IoU because
higher IoU requires accurate and robust text detectors. In
comparison to the other three models, DB performs better.

TABLE 4: Detection results of Seglink [77], EAST [56],
TextBoxes++ [62] and Differential Binarization [78]

Method IoU Threshold = 0.5 IoU Threshold = 0.7
P R F P R F

Seglink 0.6904 0.5064 0.5843 0.506 0.461 0.482
EAST 0.5915 0.5142 0.5501 0.534 0.473 0.501

TextBoxes++ 0.6134 0.6926 0.6505 0.582 0.496 0.535
DB 0.8364 0.6920 0.7574 0.7541 0.6208 0.6809

USTD contains both Urdu and English text, with 60%
of text instances being Urdu and the remaining 40% are
English text. So we have evaluated the performance of all
four detectors separately on Urdu and English text (IoU is set
to 0.5) and summarized it in Table 5.

TABLE 5: Detection results of Seglink [77], EAST [56],
TextBoxes++ [62] and Differential Binarization [78] on Urdu
and Egnlish text separately

Method Urdu Text English Text
P R F P R F

Seglink 0.588 0.476 0.526 0.826 0.721 0.769
EAST 0.592 0.478 0.529 0.829 0.748 0.786
TextBoxes++ 0.598 0.484 0.535 0.836 0.753 0.792
DB 0.7179 0.6147 0.6623 0.8701 0.7412 0.8005

After analyzing the detection results of all four models, it
is observed that these models can detect English text quite
efficiently but struggle at spotting Urdu text because Urdu
text has higher aspect ratio as compared to English text. Apart
from that Urdu characters are very similar to some symbols,
which may lead to missed detection or error detection. Urdu

(a) SegLink results

(b) EAST results

(c) TextBoxes++ results

(d) DB results

FIGURE 8: Qualitative comparison of text detection perfor-
mance on some USTD images. Detection results (correct and
false positive) are presented by red bounding boxes, whereas
missed detection are not bounding by any box
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script is also easily effected by the background. Few false de-
tection (false positive and false negative) results are presented
in Fig 9.

(a) SegLink results

(b) EAST results

(c) TextBoxes++ results

(d) DB results

FIGURE 9: Few examples of false positive and false negative
results.

The above statement can further by validated by Table 6,
where we have compared the performance of stated models
on two other datasets (containing only English Text), i-
e, ICDAR 2015 Incidental Text [19] and COCO Text [9].
From obtained results it can be witnessed that like COCO
Text, USTD also presents various difficulties because of its
diversity, and each of the four detectors performs poorly on

USTD as compared to the Incidental Text dataset of ICDAR
2015 (IC15). A significant reason for the worst performance
on COCO Text is that the dataset was collected without
considering text in mind [9].

Text detection without correct recognition is meaningless
because it only fulfills half of the goal of scene text reading.
To accomplish the task of text recognition, we have used
the CRNN model [72] separately with each text detector in
an end-to-end recognition manner . Some of the quantitative
results for each end-to-end recognition model are shown in
Fig 10.

(a) SegLink results

(b) EAST results

(c) TextBoxes++ results

(d) DB results

FIGURE 10: Qualitative comparison of end-to-end text
recognition on some USTD images. Green bounding boxes
represent detected text and recognized text is given in yellow
color

As witnessed in Table 7 , the overall performance of
all end-to-end recognition models reduce by some margin
because CRNN is not trained with any lexicon. It can be ob-
served that end-to-end recognition model of DB and CRNN
outperforms all other models by at least 14% (F-measure).

Based on these findings, it can be concluded that, de-
spite employing various state-of-the-art text localization and
recognition approaches that perform rather well on other
publicly accessible datasets, none of them are successful in
recognizing Urdu text in USTD. Compared to the regression-
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TABLE 6: Text localization results on ICDAR 2015 Incidental Text (IC15), COCO Text, and USTD. NR stands for Not
Reported

Method
Dataset

IC15 COCO Text USTD
P R F P R F P R F

Seglink 0.768 0.731 0.750 0.312 0.501 0.384 0.6904 0.5064 0.5843
EAST 0.783 0.833 0.807 0.324 0.504 0.394 0.5915 0.5142 0.5501

TextBoxes++ 0.785 0.878 0.829 0.567 0.608 0.587 0.6134 0.6926 0.6505
DB 0.918 0.832 0.873 NR NR NR 0.8364 0.6920 0.7574

TABLE 7: End-to-end recognition results on USTD

Method Task Performance
P R F

SegLink Detection 0.6904 0.5064 0.5843
Detection + Recognition 0.5916 0.4341 0.5007

EAST Detection 0.5915 0.5142 0.5501
Detection + Recognition 0.5513 0.4096 0.4700

TextBoxes++ Detection 0.6134 0.6926 0.6505
Detection + Recognition 0.5678 0.4909 0.5265

DB Detection 0.8364 0.6920 0.7574
Detection + Recognition 0.7526 0.5974 0.6660

based models, segmentation-based text detector performs
better.

VI. CONCLUSION AND FUTURE WORK
We presented for the first time a large dataset of Urdu scene
text images (to be made publicly available) with the goal of
improving Urdu natural scene text recognition. It includes
6389 images, carrying total text content of 29674 Urdu and
English text lines. We have annotated each image, where an
annotated text file contains the coordinates of text instances,
transcribed content, and its attribute, indicating whether it is
Urdu or English text. Baseline results are also presented for
various state-of-the-art text identification methods. From our
outcomes, it tends to be dissected that, however, these models
exceed expectations at recognizing English text, yet every
one battle at perceiving Urdu content. We intend to construct
an end-to-end recognition network in the future, focusing on
the complexities of the Urdu script. We also plan to organize
the very first competition for the recognition of Urdu scene
text where the different contestants can submit, assess, and
equate their work. We are confident that future work in Urdu
text detection and recognition will be greatly influenced by
this dataset.
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