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A Rational Speech-Act model for the pragmatic
use of vague terms in natural language

Alexandre Cremers (alexandre.cremers@gmail.com)
Vilniaus Universitetas, Filologijos Fakultetas
Universiteto g. 5, Vilnius 01122, Lithuania

Abstract

The question of why human language relies so heavily on
vague terms has received a great deal of attention from philoso-
phers, linguists, and more recently cognitive scientists, yet
much less is known about their effect on other aspects of lan-
guage use. In this paper, we propose a model for the interaction
between vagueness and implicatures, an important pragmatic
phenomenon, incorporating recent work in the RSA frame-
work and insights from the philosophical literature on vague-
ness. We show that the model offers a good fit of data from ear-
lier studies, and discuss the scope of the model more broadly.
Keywords: Language; Vagueness; Implicatures; Bayesian
pragmatics; Rational Speech-Act; Supervaluationism

Vagueness in natural languages
Vagueness is pervasive in human languages (Russell, 1923),
and a multitude of theories have been put forward to explain
why language is vague and how vagueness can be modelled.
A defining property of vague predicates is their admittance
of borderline cases, for which neither the predicate nor its
negation is clearly applicable.

(1) Context: Anna is slightly above average height
a. #Anna is tall
b. #Anna is not tall

Various strategies have been adopted to offer a formal account
of vagueness, including fuzzy logic (Zadeh, 1965), trivalent
logics (Fine, 1975, among many others), and recently proba-
bilistic accounts (Qing & Franke, 2014; Lassiter & Goodman,
2015). Much less has been said about how vagueness affects
other aspects of language use, but the experimental literature
offers a handful of observations about interactions between
vague gradable adjectives and implicatures (Gotzner, Solt, &
Benz, 2018; Leffel, Cremers, Gotzner, & Romoli, 2019; Maz-
zarella & Gotzner, 2021). Yet we still lack explicit models of
such interactions. In this paper, we leave aside the question
of why and how vagueness arises, and focus on its concrete
effects on message choice and interpretation. We propose a
quantitative model which builds on recent developments in
the Rational Speech-Act framework of Frank and Goodman
(2012), but incorporates important insights from the philo-
sophical and formal semantic literature on vagueness as well.
We show that this model offers a very good fit of publicly
available data from Leffel et al. (2019), and we lay out a few
predictions to test in future research.

Motivating puzzle
Leffel et al. (2019) observed a surprising contrast between
two categories of gradable adjectives, which they attribute to
a difference in how vague they are:

(2) a. John is not very tall 6 John is tall
b. The antenna is not very bent
 The antenna is (somewhat) bent

Both adjectives are gradable, but ‘tall’ is relative, while ‘bent’
is a minimum-standard absolute adjective. Relative adjec-
tives are vague (one cannot pinpoint exactly which heights
count as tall) and context-dependent (‘tall’ conveys very dif-
ferent heights whether we consider persons or buildings),
while absolute adjectives can easily receive a clear threshold
and thus do not depend on context much. Among absolute
adjectives, it is usual to distinguish minimum-standard and
maximum-standard adjectives. The former convey that the
predicated object possesses at least some degree of the prop-
erty (e.g., ‘bent’, ‘open’, ‘wet’); the latter that it possesses the
property to a maximal degree (e.g., ‘full’, ‘straight’, ‘dry’).

(2b) behaves as linguists would expect: the inference that
the antenna is at least somewhat bent can be explained as an
implicature, by competition with the simpler and more in-
formative alternative ‘not bent’ obtained by deletion of the
adverb ‘very’.1 The puzzle is that the exact same reason-
ing could apply to (2a), but unless ‘very’ is stressed, the im-
plicature is absent. Leffel et al. show that the contrast can
be replicated with other vague and non-vague constructions
(e.g., ‘not very hot’ vs. ‘not much hotter than average’).

They remark that no height can both clearly satisfy ‘tall’
and clearly falsify ‘very tall’, making the candidate strength-
ened meaning of (2a) akin to borderline contradictions such
as “tall and not tall” (Ripley, 2011). In practice, the range
of heights which are somewhat compatible with “tall but not
very tall” is very narrow, and with small differences between
the thresholds the speaker and listener assign to ‘tall’, the
ranges of heights each of them consider “tall but not very tall”
may not overlap at all. By contrast, in (2b) one can choose a
degree arbitrarily close to 0 in order to satisfy both ‘not very

1Such implicatures are often called structural implicatures be-
cause the alternative is a substring of the utterance (Simons, 2001),
by contrast with scalar implicatures, which require retrieving a lex-
ical alternative from a scale of related terms.
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bent’ and a strict interpretation of ‘bent’. Leffel et al. propose
to model this reasoning by generalizing a notion of innocent
exclusion initially developed by Fox (2007) to prevent con-
tradictory implicatures (in particular from disjunctions, such
as “A or B, and not-A, and not-B”). Implicatures would be
derived by an operator EXH which would avoid not only clas-
sical contradictions, but also borderline contradictions such
as “tall and not very tall”.

While this explanation captures the initial observation, en-
coding implicatures’ sensitivity to vagueness in the semantics
raises some concerns. Besides being inherently ad hoc and
raising important questions about modularity and the seman-
tics/pragmatics interface, it does not explain why stressing
‘very’ in (2a) would make the implicature available when no
such thing happens in the classical contradiction cases which
motivated Fox (2007)’s innocent exclusion. We propose an
alternative model with well-defined roles for pragmatics and
semantics, which explains the contrast without revising the
standard definition of EXH. We show that this model goes
further than Leffel et al.’s informal explanation by making
accurate quantitative predictions about their data.

In the next section, we present the RSA-SvI model (for Su-
pervaluationist Intentions). We then explain how we evalu-
ated the model against data from Leffel et al. (2019)’s experi-
ments, and conclude by discussing other possible applications
of the model and current limitations.

The RSA-SvI model
Informal description
Our model of vagueness and implicatures fits in the Rational
Speech-Act framework (Frank & Goodman, 2012), but un-
like Lassiter and Goodman (2015) and successors, we do not
attempt to explain how vagueness arises. Rather, we measure
vagueness and take it as a starting point to offer an account
of how it affects message choice for a pragmatic speaker and
interpretation by a pragmatic listener. The model incorpo-
rates ideas from the philosophical logic and formal semantics
literatures on gradable adjectives and vagueness. In partic-
ular, we focus on a key property of vague predicates which
received limited attention in the modeling literature: higher-
order vagueness (Dummett, 1959). If we were to define
a predicate ‘borderline-tall’ to characterize individuals like
Anna in (1), this predicate would be vague itself. In proba-
bilistic terms, not only the threshold θ from which someone
counts as ‘tall’ is uncertain, but the distribution of θ (or the
set of parameters of this distribution in a parametric setting)
should itself be treated as a random variable.

The second key ingredient of our model is supervalua-
tionism, a concept from philosophical logic proposed by van
Fraassen, Bas C (1966) and first applied to vagueness by Fine
(1975). The idea is that sentences with vague terms are under-
determined and could be precisified in many possible ways.
A sentence is supertrue only if it is true under any possi-
ble precisification, and conversely superfalse if it is false un-
der any precisification. Borderline cases correspond to sen-

tences which are true under some precisifications and false
under others. Supervaluationism has been adapted to the RSA
framework by Spector (2017), albeit for a different phenom-
ena (homogeneity effects) with only two possible precisifica-
tions. His idea is to consider the utility of an underdetermined
message as its average utility across all possible precisifica-
tions. In the RSA framework, utility diverges to −∞ as the
probability of the message being true approaches 0, so a mes-
sage must be true under all possible precisifications to receive
a finite utility and be used.2

The last ingredient to our model is the mechanism by
which it derives implicatures. Following the grammatical
view of implicatures (Fox, 2007; Chierchia, Fox, & Spector,
2012) and recent work in the RSA framework (Champollion,
Alsop, & Grosu, 2019; Franke & Bergen, 2020), we assume
that implicatures are computed in the semantics by a spe-
cialized operator EXH similar to a silent ‘only’. Pragmatic
reasoning is reduced to a simple disambiguation problem be-
tween parses with and without EXH. In the case of (2a), a
literal parse would simply convey that John’s height is less
than what qualifies as ‘very tall’, while an exhaustive parse
would convey that John is ‘tall but not very tall’. We adapt
Franke and Bergen (2020)’s Global Intentions RSA model for
disambiguation, which differs radically from the supervalua-
tionist treatment of underspecification: the speaker chooses
the pair (message, parse) which best conveys their intention.
In particular, this decision rule does not prevent the speaker
from using a message u when one of its parses is false or
likely false (e.g., the exhaustive parse of ‘not very tall’).

Piecing everything together, the model captures the ob-
servation in (2a) as follows: upon hearing ‘not very tall’,
the pragmatic listener knows that—in principle—the speaker
could have either an exhaustive or a literal interpretation in
mind. However, no matter which height the speaker wanted
to convey, the exhaustive interpretation has a very low ex-
pected utility (across all possible vague denotations for ‘tall’
and ‘very tall’): in supervaluationist terms, no height makes
‘EXH[not very tall]’ supertrue. By contrast, the literal inter-
pretation is compatible with low heights under any reason-
able threshold for ‘very tall’. The listener therefore draws the
inference that the speaker almost certainly meant the literal
interpretation, and that John is somewhat short.

Detailed implementation
Semantic assumptions: We assume that gradable adjec-
tives denote measuring functions and require a silent oper-
ator POS to combine with entities in sentences like “Anna is
tall” (Kennedy & McNally, 2005). POS introduces a threshold
variable θ, so that “Anna is tall” is true if and only if Anna’s
degree of height, obtained by applying the measure function
denoted by ‘tall’ to Anna, exceeds the threshold θ:

(3) JAnna is POS tallK = λw.µtall(a)> θ

2Uncertainty regarding the question under discussion also plays
an important role in Spector’s model, but we leave it aside for now.
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Following Qing (2021), we assume that minimum standard
adjectives can combine with either the POS morpheme of
Kennedy and McNally, yielding a loose interpretation, or
MIN, resulting in a strict interpretation θ = 0. Intensifiers
such as ‘very’ are treated as overt realizations of POS which
additionally shift the threshold by a positive quantity δ. By
treating θ and δ as random variables, we assign the following
graded truth-conditions to the different messages and parses,3

where d is the degree to convey, and Θ a set of hyperparame-
ters describing the distribution of θ and δ:

(4) JadjKd,MIN,Θ = 10<d
JadjKd,POS,Θ = P(θ < d|Θ)

Jnot adjKd,MIN,Θ = 1d≤0
Jnot adjKd,POS,Θ = P(d ≤ θ|Θ)

Jvery adjKd,Θ = P(θ+δ < d|Θ)
Jnot very adjKd,LIT,Θ = P(d ≤ θ+δ|Θ)
Jnot very adjKd,EXHMIN ,Θ = P(0 < d ≤ θ+δ|Θ)
Jnot very adjKd,EXHPOS ,Θ = P(θ < d ≤ θ+δ|Θ)

A noteworthy aspect of our semantics is that negation flips
truth-values but does not affect thresholds (akin to fuzzy
negation, and in line with empirical observations, e.g., Hersh
& Caramazza, 1976). We also point out that the ambiguity be-
tween MIN and POS is only relevant in the case of minimum-
standard adjectives, as the MIN interpretation is trivial for rel-
ative adjectives like ‘tall’, and that it leads to two possible ex-
haustive parses, depending on which alternative EXH negates.

Pragmatic model: Our L0 listener is parametrized by Θ

and a parse i. In other words, L0 only takes into account first-
order vagueness (she has uncertainty regarding θ and δ, but is
certain about their distribution).

(5) L0(d|u, i,Θ) ∝ P(d)JuKd,i,Θ

The speaker S1 selects the pair (u, i) such that u under parse i
maximizes expected utility across all Θ values, where utility
is a trade-off between informativity and a term reflecting the
cost of uttering u, to which we will come back below.

(6) U1(u, i|d) =
∫

logL0(d|u, i,Θ)P(Θ)dΘ− c(u)

(7) S1(u, i|d) ∝ exp(αU1(u, i|d))

A crucial feature of this model is that supervaluationism only

3It is possible to keep the truth-conditions binary and have a truly
probabilistic interpretation by adding a hypothetical “literal speaker”
S0 parametrized by (θ,δ) in the RSA model described below. For
instance, for the positive form, S0 would be:

S0(adj, POS|d,θ) = 1 iff θ < d

Letting L0 average across all such S0 yields a model formally equiv-
alent to the one defined below. For instance:

L0(d|adj, POS,Θ) ∝ P(d)
∫

S0(adj, POS|d,θ)P(θ|Θ)dθ

∝ P(d)P(θ < d|Θ)

comes into play at the level of Θ (higher-order vagueness),
and not θ (first-order vagueness). Directly averaging utility
over θ would turn the model into a categorical one, where
‘tall’ can only apply to extremely tall individuals, removing
all vagueness along the way. The current implementation is
more flexible, in that it allows ‘tall’ to be used as long as no
value of Θ makes the sentence strictly false.

The pragmatic listener L1 jointly infers d and i by apply-
ing Bayes’ rule, with uniform prior on i|u (each message can
receive different parses, so the set of parses over which we
define the uniform prior depends on the message). For ‘late’
we consider all and only the parses listed in (4), for ‘tall’ we
further exclude parses with MIN or EXHMIN, which are trivial.

(8) L1(d, i|u) ∝ P(d)S1(u, i|d)

Model evaluation
We tested the model by fitting data from Leffel et al. (2019,
Exp. 1), which measured the acceptability of sentences with
relative ‘tall’ and minimum-standard ‘late’ (in the sense of
being late to work) at 13 scale points each. For instance, par-
ticipants would have to specify how much they agree or dis-
agree with Mary’s statement in the following situation (the
initial instructions specified that work started at 9am):

(9) Fact: Donna showed up to work at 8:48am.
Mary said: “Donna was not very late.”

Both adjectives appeared in various constructions, including
‘adj’, ‘not adj’, ‘very adj’ and ‘not very adj’. Participants ex-
pressed their agreement using a continuous slider from ‘dis-
agree’ to ‘agree’. Crucially, ‘not very tall’ was interpreted as
meaning roughly the same as ‘not tall’, while ‘not very late’
was heavily degraded when the subject arrived early, as in (9),
suggesting a ‘late but not very late’ interpretation.

Methods
Before we can derive model predictions, we need to specify
the distribution of Θ (recall that our model describes the ef-
fects of vagueness but not how vagueness arises in the first
place). Our solution was to estimate this distribution empir-
ically from the acceptability of the constructions “X is adj”
and “X is very adj”, and feed it to the RSA-SvI model to
predict the acceptability of the constructions “X is not adj”
and “X is not very adj”, given model parameters (rationality
and costs) which we fitted. Figure 1 gives an overview of the
whole analysis process.

We take acceptability judgments to reflect a relatively low-
level literal interpretation, namely the probability that a sen-
tence be true, albeit averaged across parses, with the weight
of each parse determined by pragmatic reasoning. This is in
essence similar to Lassiter and Goodman (2015)’s assump-
tion that the acceptability of “X is adj” reflects the cdf of θ.
For ‘tall’ in affirmative sentences, there is no parse ambigu-
ity. We assumed that θtall follows a normal distribution of
parameters (µ,σ) and δ an exponential distribution of param-
eter λ. We assumed that Θ = (µ,σ,λ) follows a hybrid multi-
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u i cost
/0 — 0

adj
POS

cad jMIN

not adj
POS

cad j + cnegMIN

very adj — cad j + cvery

not very adj
LIT

cad j + cneg + cveryEXHMIN

EXHPOS

Table 1: List of messages and parses tested in the model for
Leffel et al. (2019)’s data, with associated costs. MIN/EXHMIN

parses only appeared with ‘late’ since they are trivial for ‘tall’.

variate normal/log-normal distribution (Fletcher & Zupanski,
2006), with hyperparameters Ω = (mµ,mσ,mλ,Σ), where µ is
marginally normal and σ,λ are marginally log-normal. For
‘late’, we assumed both θ and δ to follow exponential distri-
butions, with parameters λθ and λδ respectively. The origin
for θ was 9am, and times earlier than this were encoded as
negative degrees (it was therefore encoded in the model that
arriving early falsifies ‘POS late’). The two λ parameters were
assumed to follow a multivariate log-normal distribution; we
also included a parameter ζ which described the probability
of a ‘MIN late’interpretation. Acceptability was fitted as nor-
mally distributed around this prediction:4

(10) Acc(“X is late”;d)∼N
(
(1−ζ)P(θ < d)+ζ1d>0,ε

)
We fitted the data on affirmative constructions with hierar-
chical models implemented in Stan (Carpenter et al., 2017).
Each participant in Leffel et al.’s study was assigned a Θ sam-
pled from a distribution parametrized by Ω. From these mod-
els, we saved the fitted hyperparameters Ω̂, as well as the
vector of random effects (Θ̂s). Using Ω̂ to parametrize the
distribution of Θ, the first term of the utility function in equa-
tion (6) was precomputed for 346 d values for each message-
parse pair in Table 1. We used normal priors on d (tall:
69.2± 2.66in, from real-world data; late: 9:00am±10min,
arbitrary).

We then fitted a second hierarchical model on the negative
constructions “not adj” and “not very adj” with parameters
α and the three costs parameters used in Table 1, again with
a multivariate hybrid distribution where all parameters were
marginally log-normal except the cost cad j, which admitted
negative values.5 Given these parameters and the precom-
puted utility terms, we computed the L1 posterior on parse i

4Note that slider data is bounded to [0,1], so it would be bet-
ter modeled with a censored Gaussian (or logit-transformed as sug-
gested by Franke et al., 2016, although it’s not clear how one would
deal with boundary values in this case). However, the RSA models
described below were particularly difficult to fit, so we adopted this
simpler Gaussian model as a compromise.

5The set of costs is defined up to an additive constant, so this is
equivalent to allowing a positive cost for the null message.

X is adj
X is very adj

Stan
model 1

Ω̂

∫
logL0(d|u,Θ)P(Θ|Ω̂)dΘ

(Θ̂s)

Stan
model 2

X is not adj
X is not very adj

(α̂s,(ĉ)s) P(i|u,s)

Figure 1: Flowchart for the analysis of Leffel et al’s data.
The variable s indexes participants. Blue squares represent
data, orange diamonds – models, and green ellipses – fitted
parameters. Dashed arrows indicate tranformed parameters
extracted from the models in addition to the free parameters.

for the two negative constructions (marginalizing over d).
Within the Stan model, integrals were approximated using
Simpson’s 3/8 rule. The acceptability of message u for a par-
ticipant s was assumed to follow:

Acc(u;s)∼N

(
∑

i
P(JuKi = 1|Θ̂s)L1

(
i|u,Ω̂,αs,(cost)s

)
,ε

)
Ω̂ and the Θ̂s are taken directly from the fit on affirma-
tive constructions, so the only free parameters in this second
model are the hyperparameters governing the distribution of
(α,cad j,cneg,cvery) across participants and the noise param-
eter ε. Unlike the first model which was fitted separately
for ‘tall’ and ‘late’, the second model was fitted on both ad-
jectives simultaneously. In other words, we assume that the
α and costs for participants in both datasets come from the
same distribution (except the cost for the adjective which was
allowed to differ for ‘tall’ and ‘late’).

Results
The posterior estimates for the hyperparameters are given
in Table 2 and the model fit for individual participants is
presented in Figure 2. The resulting distribution on poste-
rior probability of exhaustive interpretations for “not very
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Late, 66 Late, 67 Late, 68 Late, 69 Late, 70 Late, 72

Late, 57 Late, 58 Late, 59 Late, 60 Late, 61 Late, 62 Late, 63 Late, 64 Late, 65

Late, 48 Late, 49 Late, 50 Late, 51 Late, 52 Late, 53 Late, 54 Late, 55 Late, 56

Late, 38 Late, 39 Late, 40 Late, 41 Late, 42 Late, 44 Late, 45 Late, 46 Late, 47

Tall, 29 Tall, 30 Tall, 31 Tall, 33 Tall, 34 Tall, 35 Tall, 43 Late, 36 Late, 37

Tall, 20 Tall, 21 Tall, 22 Tall, 23 Tall, 24 Tall, 25 Tall, 26 Tall, 27 Tall, 28

Tall, 11 Tall, 12 Tall, 13 Tall, 14 Tall, 15 Tall, 16 Tall, 17 Tall, 18 Tall, 19

Tall, 1 Tall, 2 Tall, 3 Tall, 4 Tall, 5 Tall, 7 Tall, 8 Tall, 9 Tall, 10
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Figure 2: Data (colored line) and model predictions (black line) for each participant in Leffel et al. (2019)’s Experiment 1.

parameter mean 95% CI
mα −0.54 −1.00 0.05
sα 1.41 1.05 1.82

mctall 6.18 0.74 12.78
mclate 0.33 −1.24 2.28
scad j 1.86 0.85 3.13
mcneg 2.05 0.14 4.10
scneg 0.39 1.6e−4 1.28

mcvery −0.82 −5.02 3.44
scvery 0.33 8.2e−5 0.93

Table 2: Hyperparameters from the second model, with esti-
mated posterior mean and highest-density credible intervals.
All parameters followed a marginal log-normal distribution
except ctall and clate. We skip the correlation matrix as the
strongest correlation (between cad j and cneg) only reached a
mean of −.07.

adj” was .15 for ‘tall’ (95% HDI-CI on the mean, [.15, .20],
range among participants: [.06, .38]), and .42 for ‘late’ (95%
HDI-CI on the mean, [.40, .44], range among participants:
[.02,1]), split roughly equally between EXHMIN and EXHPOS.
The model therefore predicts ‘not very tall’ to be exhausti-
fied significantly less than ‘not very late’. Besides, the high-
est exhaustification probabilities predicted for ‘tall’ appear to
be artifacts from participants who gave noisy responses or
didn’t use the top of the slider (e.g., subject 17). By contrast,
we observe genuine variation in the propensity to exhaustify
with ‘late’ (from nearly 0 for subjects 53 and 55 to nearly 1
for subject 63). To confirm that high exhaustivity with ‘tall’
does not reflect an optimal strategy given certain combina-
tions of costs and Θ, we looked at the effect of the rationality
parameter, displayed in Figure 3. Crucially, as α increases,
P(EXH|not very late) converges to either 0 or (usually) 1, but
P(EXH|not very tall) always falls to 0.

It is not unreasonable to imagine that the good fit offered
by the RSA-SvI model is not due to the model itself but to
its use of parameters fitted to the affirmative sentences, which
contain a lot of information on how individual participants in-
terpret such sentences. To evaluate the specific added value of
our model, we compared it with a “literal model”, which sim-
ply treats the negative sentences as the literal negation of their
affirmative counterparts. PSIS leave-one-out cross-validation
(Vehtari, Gelman, & Gabry, 2017) with participants as unit
data points indicated that the RSA-SvI performed much bet-
ter than the literal model (∆ELPD = 1041± 151, effective
number of parameters: ploo = 65.3 vs. 14.7).
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Figure 3: Estimated probability to exhaustify ‘not very adj’,
function of the fitted rationality parameter α̂ (by participant).

Discussion
We proposed a theoretically-motivated model incorporating
recent advances from the RSA framework as well as impor-
tant insights from formal semantics and philosophical logic.
We showed how this model allows us to formalize an explana-
tion for a puzzle regarding the interaction between vagueness
and implicatures. Quantitatively, the fit of the data is very
good, and qualitatively, the model correctly predicts that a ra-
tional speaker would not use ‘not very tall’ to convey “tall
but not very tall”. Note however that some fitted parameter
are rather extreme—in particular the cost of negation which
is estimated at 8.4 on average—, raising concerns that our
model overfitted the data (it may be selecting implausible sets
of costs in order to attain the best-fitting posterior exhaustivity
for each participant). To address this concern, we fitted a sim-
plified version of our model where both adjectives shared the
same cost cad j, and without the EXHMIN parse for ‘not very
late’ (which may bias the model towards more exhaustivity
for this adjective). Formally, the simpler model only had one
less degree of freedom (one hyperparameter less for costs).
Removing the EXHMIN parse does not affect the number of
parameters, but makes the model inherently less flexible. The
resulting fit was significantly worse (∆ELPD = 381±78, ef-
fective number of parameters 65.3 vs. 62.9), but still much
better than the literal model, and the fitted costs were less
extreme (in particular the mean cneg across participants went
down from 17.6 to 3.9). Qualitatively the main difference was
on participants who had a very peaked interpretation of ‘not
very late’ (which EXHMIN captures best).

Let us now come back to the observation that stressing
‘very’ in (2a) allows the implicature to resurface. To the
best of our knowledge, the only work addressing stress in
the RSA framework is Bergen (2016). Without going into
too much detail, Bergen proposes that prosodic stress is a
way for the speaker to selectively reduce noise (and there-
fore potential misperceptions on the listener’s side) on part of
an utterance, at a small positive cost. In an RSA model, the
presence and position of stress thus leads to pragmatic effects
without any semantic contribution. By stressing ‘very’, the
speaker indicates their intention to draw the listener’s atten-
tion to the contrast with the bare adjective, and signals that the

question they are addressing makes this difference relevant
(both Bergen, 2016 and Spector, 2017 include a model of the
question under discussion, which we haven’t touched upon,
as mentioned in fn. 2). Independently of this, Bennett and
Goodman (2018) demonstrate that costlier intensifiers have
a larger effect. Stressing ‘very’ (a costly move according to
Bergen) could therefore increase its intensifying effect (our
variable δ). Our model predicts “EXH not very tall” to have
low but finite utility because the range of heights that count
as both ‘tall’ and ‘not very tall’ is too narrow and unstable.
Increasing this range would mechanically increase the util-
ity of the EXH parse, and stress would further signal that the
contrast between ‘not very tall’ and ‘not tall’ is relevant to the
speaker, making the implicature much more attractive. With-
out offering explicit account of the effect of stress yet, the
fact that one seems at least possible is a direct improvement
on the proposal of Leffel et al. (2019).

In this paper, we focused on a very specific puzzle regard-
ing negated intensified adjectives, but we would like to un-
derline how general our model really is. It can in principle be
applied to any sentence involving vague terms, and a partic-
ularly important avenue for future research is the interaction
with quantification. Take (11) for instance, where ‘tall’ ap-
pears in the restrictor of ‘every’:

(11) Every tall student laughed

A supervaluationist account like ours predicts (11) to convey
that even students who are borderline tall laughed. Indeed,
if a student is borderline tall, some amount of Θ’s make her
count as tall. If such a student laughed, the sentence would
be false under these Θ, rendering it unusable. In addition, by
negation of its simpler alternative “Every student laughed”,
(11) is expected to implicate that not every student laughed,
and therefore that at least one student is clearly not tall. Such
predictions will be interesting to test in future research.

At this point, the main limitation of the model is that it re-
quires empirical measurements for each vague term appear-
ing in a given sentence. A few quantitative models have been
proposed to predict the interpretation of gradable adjectives
(Qing & Franke, 2014; Lassiter & Goodman, 2015), but they
only consider first-order vagueness, their empirical adequacy
is still low (Zhao, 2018), and they require knowledge of a
prior on the degree distribution (so not much is gained in prac-
tical terms). Progress in this area would immediately widen
the empirical scope of our model.
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