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This article gives a probabilistic overview of the widely used method of default probability estimation proposed by K. Pluto and D. Tasche. There are listed detailed assumptions and derivation of the inequality where the probability of default is involved under the influence of systematic factor. The author anticipates adding more clarity, especially for early career analysts or scholars, regarding the assumption of borrowers' independence, conditional independence, and interaction between the probability distributions such as binomial, beta, normal, and others. There is also shown the relation between the probability of default and the joint distribution of $\sqrt{\varrho} X-\sqrt{1-\varrho} Y$, where $X$, including but not limiting, is the standard normal, $Y$ admits, including but not limiting, the beta-normal distribution and $X, Y$ are independent.
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## 1 Introduction

The probability of default $p$ is actually the most important metric in credit risk management. Roughly, this probability provides the likelihood for a certain obligor not to follow the taken financial commitments properly within a certain period of time, typically one year. The number of defaulted borrowers divided by the number of total borrowers within a certain portfolio is known as the observed default rate, while the predicted one $p$ is called the expected default rate. Any model tasked to predict $p$, should ensure the alignment between the observed and expected default rates. However, in some instances, such as low default portfolios, there is not possible to have any robust observations for the observed default rate. In such instances, the famous work 14] suggests applying the Bernoulli trials to estimate the experiment's success probability $p$. This article is a survey of two models: (a) the estimation of $p$ when obligors in the portfolio are treated independently of each other and there is no side influence for such a
portfolio, (b) the estimation of $p$ when obligors in the portfolio are treated conditionally independent of each other when each obligor is influenced by some systematic factor. We aim to reflect on the detailed steps and assumptions used in deriving the two mentioned models and add some insights about the involved probability distributions.

Let us recall several well-known random variables.

- We say that the random variable $X$ is binomial distributed with parameters $n \in \mathbb{N}$ and $p \in(0,1)$ (denoted $X \sim \operatorname{Bin}(n, p)$ ) if the probability mass function is

$$
\begin{aligned}
& \mathbb{P}(X=k) \\
& =\binom{n}{k} p^{k}(1-p)^{n-k}, k=0,1, \ldots, n,
\end{aligned}
$$

where

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!} .
$$

We denote the cumulative distribution
function of the binomial random variable by

$$
\begin{aligned}
& \mathcal{B i n}_{n, p}(k):=\mathbb{P}(X \leqslant k) \\
& =\sum_{i=0}^{k}\binom{n}{i} p^{i}(1-p)^{n-i}, k=0,1, \ldots, n
\end{aligned}
$$

- We say that the random variable $X$ is beta distributed with parameters $\alpha>0$ and $\beta>0$ (denoted $X \sim \mathcal{B}(\alpha, \beta)$ ) if its probability density function is

$$
b_{\alpha, \beta}(x):=\frac{x^{\alpha}(1-x)^{\beta}}{B(\alpha, \beta)}, x \in(0,1)
$$

where

$$
B(\alpha, \beta)=\frac{\Gamma(\alpha) \Gamma(\beta)}{\Gamma(\alpha+\beta)}
$$

and the gamma function for the complex number $s \in \mathbb{C}$ is

$$
\Gamma(s)=\int_{0}^{\infty} t^{s-1} e^{-t} d t, \Re s>0
$$

We denote the cumulative distribution function of the beta random variable by

$$
\mathcal{B}_{\alpha, \beta}(x)=\int_{0}^{x} b_{\alpha, \beta}(y) d y, x \in(0,1)
$$

2 Binomial and mixture binomial distributions for the probability of default estimation

In this section, in the subsections 2.1 and 2.2 respectively, we review the derivation of two methods used to estimate the probability of default p. As mentioned in Introduction 1, the first method is just the Bernoulli trials assuming the obligors' independence, while the second method provides the estimation of $p$ under the assumption of obligors' conditional independence of each other under the influence of a certain systematic factor.

### 2.1 Binomial distribution

Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent copies of Bernoulli random variable $X$ which distribution is $\mathbb{P}(X=1)=p=1-\mathbb{P}(X=$ $0)$. In risk management, the random variables $X_{1}, X_{2}, \ldots, X_{n}$ are treated as independent obligors and the attained value $X_{i}=1, i=1,2, \ldots, n$ means that the $i$ 'th obligor defaults within some observation period (typically one year), while $X_{i}=$ $0, i=1,2, \ldots, n$ means that the $i$ 'th obligor does not default within the same observation period.
and its inverse by $\mathcal{B}_{\alpha, \beta}^{-1}(x), x \in(0,1)$.

- We say that the random variable $X$ is normally distributed with parameters $\mu \in \mathbb{R}$ and $\sigma^{2}>0$ (denoted by $X \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$ ) if its probability density function is

$$
\varphi_{\mu, \sigma^{2}}(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-(x-\mu)^{2} / 2 \sigma^{2}}, x \in \mathbb{R}
$$

We denote the cumulative distribution function of the normal distribution by

$$
\Phi_{\mu, \sigma^{2}}(x)=\int_{-\infty}^{x} \varphi_{\mu, \sigma^{2}}(y) d y, x \in \mathbb{R}
$$

and its inverse by $\Phi_{\mu, \sigma^{2}}^{-1}(x)$. We recall the symmetry $\Phi_{\mu, \sigma^{2}}(x)=1-\Phi_{\mu, \sigma^{2}}(-x+2 \mu)$ and write $\varphi(x), \Phi(x)$ and $\Phi^{-1}(x)$ respectively if $X \sim \mathcal{N}(0,1)$.

The other distributions met in this paper, are introduced in the proper places where they are used.

Then, the sum $Y:=X_{1}+X_{2}+\ldots+X_{n}$ may attain any value from the set $\{0,1, \ldots, n\}$ with probability

$$
\begin{align*}
& \mathbb{P}(Y=k) \\
& =\binom{n}{k} p^{k}(1-p)^{n-k}, k=0,1, \ldots, n \tag{1}
\end{align*}
$$

The probability mass function of the binomial distribution (1) means the probability to default $k$ out of total $n$ obligors in the portfolio, while the distribution function (2)

$$
\begin{align*}
& \mathcal{B i n}_{n, p}(k)=\mathbb{P}(Y \leqslant k) \\
& =\sum_{i=0}^{k}\binom{n}{i} p^{i}(1-p)^{n-i}, k=0,1, \ldots, n \tag{2}
\end{align*}
$$

is the probability to default no more than $k$ obligors out of total n. Obviously,

$$
\begin{aligned}
& \mathcal{B i n}_{n, p}(n)=\mathbb{P}(Y \leqslant n) \\
& =\sum_{i=0}^{n}\binom{n}{i} p^{i}(1-p)^{n-i}=(p+1-p)^{n}=1
\end{aligned}
$$

for any $p \in(0,1)$.
In many examples, e.g., tossing a coin or a die, the experiment's success probability p is known beforehand. However, in real-life problems, such as
default probability estimation, the probability $p$ is desired to know. In order to get $p$ out of (1) or (2) we need an expert judgment first. Let us suppose that the probability of the amount of defaulted obligors does not exceed $k \in\{0,1, \ldots, n-1\}$ out of $n$ is at least $1-\gamma$. Then,

$$
\begin{align*}
& \mathcal{B i n}_{n, p}(k)=\mathbb{P}(Y \leqslant k)=\sum_{i=0}^{k}\binom{n}{i} p^{i}(1-p)^{n-i} \\
& \geqslant(1-\gamma), k \in\{0,1, \ldots, n-1\} \tag{3}
\end{align*}
$$

and, in view of Proposition 1, the upper bound of default probability $p$ is

$$
\begin{equation*}
p \leqslant 1-\mathcal{B}_{n-k, k+1}^{-1}(1-\gamma) \tag{4}
\end{equation*}
$$

where $\mathcal{B}_{n-k, k+1}^{-1}(\cdot)$ is an inverse of beta distribution function. In particular, if $k=0$, i.e., we are certain with probability $1-\gamma$ that there be no defaulted obligors at all, then

$$
p \leqslant 1-(1-\gamma)^{1 / n}
$$

The probability $1-\gamma$ can be introduced as the probability of type $I$ error, also known as the false positive instance classification, which in our context means that the actual probability of default does not belong to the predicted interval $0 \leqslant p \leqslant 1-\mathcal{B}_{n-k, k+1}^{-1}(1-\gamma)$; see [4]. Moreover, the confidence interval of the binomial distribution is known as the Clopper-Pearson interval; see [3], [5].

### 2.2 Mixture of Binomial and Normal distributions

Let $r$ be an annual return rate and $(1+r / n)^{n}, n \in$ $\mathbb{N}$ the increment of the invested amount when the return rate is compounded $n$ times per year. It is well known that $(1+r / n)^{n} \rightarrow e^{r}$ when $n \rightarrow \infty$. Thus,

$$
V_{F}=V_{I} e^{r}
$$

assuming the continuously compounded return, where $V_{F}>0$ denotes the final value and $V_{I}>0$ the initial one. Based on the previous thoughts, we define

$$
\begin{equation*}
r_{l o g}:=\ln \frac{V_{F}}{V_{I}}=\ln V_{F}-\ln V_{I} \tag{5}
\end{equation*}
$$

The return derived in (5) is called the logarithmic return or just log-return. We now assume
the logarithmic return to be a random variable. More precisely, we assume

$$
\begin{equation*}
r_{l o g}=\beta S+\xi \tag{6}
\end{equation*}
$$

where $\beta \in \mathbb{R}, S \sim \mathcal{N}\left(\mu_{1}, \sigma_{1}^{2}\right), \xi \sim \mathcal{N}\left(\mu_{2}, \sigma_{2}^{2}\right)$, the random variables $S$ and $\xi$ are independent and both non-degenerate. Also, $S$ is known as systematic risk factor, while $\xi$ as idiosyncratic; see [9]. The origin of return's definition (6) has similarities with the capital asset pricing model which states that every expected return $\mathbb{E} r_{i}$ under certain assumptions satisfies

$$
\mathbb{E}\left(r_{i}-r_{f}\right)=\beta_{i} \mathbb{E}\left(r_{M}-r_{f}\right)
$$

where $r_{f}$ is the risk-free return rate, $r_{M}$ the return of systemic portfolio $M$ and $\beta_{i}=\operatorname{cov}\left(r_{i}, r_{M}\right) / \sigma_{M}^{2}$, see, for example, [6] and observe that (6) implies $\mathbb{E}\left(r_{l o g}-\xi\right)=\beta \mathbb{E} S$.

Let us now standardize the log-return (6). It is easy to check that

$$
\begin{aligned}
& r_{l o g}=\beta S+\xi \Leftrightarrow \\
& \frac{r_{l o g}-\mathbb{E} r_{l o g}}{\sigma_{r_{l o g}}}=\beta \frac{\sigma_{S}}{\sigma_{r_{l o g}}} \frac{S-\mathbb{E} S}{\sigma_{S}}+\frac{\sigma_{\xi}}{\sigma_{r_{l o g}}} \frac{\xi-\mathbb{E} \xi}{\sigma_{\xi}}
\end{aligned}
$$

Thus, it is equivalent to define $r_{l o g}$ as

$$
\begin{equation*}
\tilde{r}_{l o g}=\sqrt{\varrho} \tilde{S}+\sqrt{1-\varrho} \tilde{\xi}, \varrho \in[0,1] \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho=\left(\beta \frac{\sigma_{S}}{\sigma_{r_{l o g}}}\right)^{2}=\frac{\beta^{2} \sigma_{S}^{2}}{\beta^{2} \sigma_{S}^{2}+\sigma_{\xi}^{2}}, \tag{8}
\end{equation*}
$$

and $\tilde{S}, \tilde{\xi}$ are independent standard normal random variables. Indeed, $r_{l o g} \sim \mathcal{N}\left(\beta \mu_{1}+\mu_{2}, \beta^{2} \sigma_{1}^{2}+\sigma_{2}\right)$ is quivalent to $\tilde{r}_{l o g} \sim \mathcal{N}(0,1)$.

We note that

$$
1=\sigma_{\tilde{r}_{l o g}}^{2}=\left(\beta \frac{\sigma_{S}}{\sigma_{r_{l o g}}}\right)^{2}+\left(\frac{\sigma_{\xi}}{\sigma_{r_{l o g}}}\right)^{2}
$$

and the coefficient $\varrho$ in (8) is called the asset correlation (see [19]); it expresses the correlation between $\tilde{r}_{l o g}$ and $\tilde{S}$ :

$$
\operatorname{corr}\left(\tilde{r}_{l o g}, \tilde{S}\right)=\operatorname{cov}(\sqrt{\varrho} \tilde{S}+\sqrt{1-\varrho} \tilde{\xi}, \tilde{S})=\sqrt{\varrho}
$$

We now define the default event $D$ by

$$
D=\left\{\begin{array}{l}
1, \text { if } \sqrt{\varrho} \tilde{S}+\sqrt{1-\varrho} \tilde{\xi}<x_{p}  \tag{9}\\
0, \text { otherwise }
\end{array}\right.
$$

Of course, $D$ is Bernoulli random variable and $x_{p}=\Phi^{-1}(p)$ since the random variable $\sqrt{\varrho} \tilde{S}+\sqrt{1-\varrho} \tilde{\xi}$ is standard normal. We now are interested in that particular $p$ which causes $D=$ 1. Conditioning on $\tilde{S}$, i.e., assuming that the systematic factor attains some particular value $x \in \mathbb{R}$, for $\varrho \neq 1$, we have

$$
\begin{align*}
& \mathbb{P}(D=1 \mid \tilde{S}=x)=\mathbb{P}\left(\left.\tilde{\xi}<\frac{\Phi^{-1}(p)-\sqrt{\varrho} \tilde{S}}{\sqrt{1-\varrho}} \right\rvert\, \tilde{S}=x\right) \\
& =\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right) \tag{10}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{P}(D=0 \mid \tilde{S}=x) \\
& =1-\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right) . \tag{11}
\end{align*}
$$

The random variable

$$
\begin{equation*}
\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} \tilde{S}}{\sqrt{1-\varrho}}\right), p \in(0,1), \varrho \in[0,1) \tag{12}
\end{equation*}
$$

where $\tilde{S} \sim \mathcal{N}(0,1)$, is known as Vasicek distribution, see [18].

Let $D_{1}, D_{2}, \ldots, D_{n}$ be the conditionally independent copies of the random variable $D$ when the systematic factor $\tilde{S}=x$. Then, $\mathcal{D}:=D_{1}+$ $D_{2}+\ldots+D_{n}$ is binomial random variable and the conditional probability that $\mathcal{D}=i$ if $\tilde{S}=x$ is

$$
\begin{align*}
& \mathbb{P}(\mathcal{D}=i \mid \tilde{S}=x)=\binom{n}{i} \Phi^{i}\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right) \\
& \times\left(1-\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right)\right)^{n-i} \tag{13}
\end{align*}
$$

where $i=0,1, \ldots, n$. Thus, being certain with probability at least $1-\gamma$, that there default up to $k \in\{0,1, \ldots, n-1\}$ obligors out of total $n$, by the law of total probability we get

$$
\begin{align*}
& \mathbb{P}(\mathcal{D} \leqslant k)=\mathbb{E}(\mathbb{P}(\mathcal{D} \leqslant k \mid \tilde{S}=x))= \\
& \int_{-\infty}^{+\infty} \varphi(x) \sum_{i=0}^{k}\binom{n}{i}\left(\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right)\right)^{i} \\
& \times\left(1-\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right)\right)^{n-i} d x \geqslant 1-\gamma . \tag{14}
\end{align*}
$$

Notice that if $k=n$, then the inequality (14) is satisfied with any $p \in(0,1)$ when $\gamma \in[0,1]$. Also, $\varrho=0$ in (14) implies the inequality (3).

Equally, the integral in (14) is nothing but the mixture of the binomial and Vasicek distributions: it is the cumulative binomial distribution function $\mathcal{B i n}_{n, p}(k), k=0,1, \ldots, n$ when the parameter $p$ is Vasicek distributed (12). See [12/ for the mixture distribution models.

According to Proposition 2, the upper bound of $p$ in (14) is

$$
\begin{equation*}
p \leqslant 1-\Phi\left(\sqrt{1-\varrho} F_{n-k, k+1, \varrho}^{-1}(1-\gamma)\right), \tag{15}
\end{equation*}
$$

where $F_{n-k, k+1, \varrho}^{-1}(y), y \in \mathbb{R}$ is the inverse of the cumulative distribution function

$$
\begin{align*}
& F_{n-k, k+1, \varrho}(y)= \\
& \int_{0}^{1} \mathcal{B}_{n-k, k+1}\left(\Phi\left(\sqrt{\frac{\varrho}{1-\varrho}} \Phi^{-1}(x)+y\right)\right) d x \tag{16}
\end{align*}
$$

It is not easy to get a more convenient expression of the cumulative distribution function $F_{n-k, k+1, \varrho}(y)$ in 16). Thus, we shall search for the quantiles of the underlying distribution, described by $F_{n-k, k+1, \varrho}(y)$, numerically; see Section 5 . Of course, the function $F_{n-k, k+1, \varrho}(y)$ is defined in view of Proposition 2 by replacing

$$
y=-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}
$$

in (19) and there is equivalent to search for such $p \in(0,1)$ that

$$
F_{n-k, k+1, \varrho}\left(-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) \geqslant 1-\gamma
$$

or

$$
\begin{align*}
& \tilde{F}_{n-k, k+1, \varrho}(p):= \\
& 1-F_{n-k, k+1, \varrho}\left(-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) \leqslant \gamma, \tag{17}
\end{align*}
$$

where $\tilde{F}_{n-k, k+1, \varrho}(p), p \in(0,1)$ is the continuous cumulative distribution function with respect to $p$.

Let us mention that the probability distribution, described by its cumulative distribution function

$$
\mathcal{B N}_{\alpha, \beta, \mu, \sigma^{2}}(x):=\mathcal{B}_{\alpha, \beta}\left(\Phi_{\mu, \sigma^{2}}(x)\right), x \in \mathbb{R}
$$

is known as beta-normal. We write $X \sim$ $\mathcal{B N}\left(\alpha, \beta, \mu, \sigma^{2}\right)$ if $X$ is the beta-normal random variable and $b n_{\alpha, \beta, \mu, \sigma^{2}}(x), x \in \mathbb{R}$ denotes its density. See [7], [8], [10] and [15] for the betanormal distribution. Thus, $F_{\alpha, \beta, \varrho}(y)$ in (16) can
be easily described in terms of the beta-normal distribution. See also [2] as the good initial source on credit risk management and some other insights deriving inequality (14). Equally, in view of (16), we depict the probability density function

$$
\frac{d F_{\alpha, \beta, \varrho}(y)}{d y}, y \in \mathbb{R}, \alpha>0, \beta>0,0 \leqslant \varrho<1
$$

for some chosen parameters in Figure 1 and the cumulative distribution function $F_{\alpha, \beta, \varrho}(y)$ correspondingly in Figure 2 below.


Figure 1: The probability density function whose cumulative distribution function is $F_{\alpha, \beta, \varrho}(y), y \in$ $\mathbb{R}$.


Figure 2: The cumulative distribution function $F_{\alpha, \beta, \varrho}(y), y \in \mathbb{R}$.

The derivative of $\tilde{F}_{n-k, k+1, \varrho}(p)$ in (17) and the cumulative distribution function $\tilde{F}_{n-k, k+1, \varrho}(p)$ for some chosen parameters are depicted in Figure 3 and Figure 4 below respectively.


- $\alpha=2 ; \beta=5 ; \varrho=0.25-\alpha=5 ; \beta=2 ; \varrho=0.25-\alpha=\beta=2 ; \varrho=0.25$
$-\alpha=\beta=2 ; \varrho=0.5-\alpha=\beta=1 ; 0 \leq \varrho<1-\alpha=\beta=1 / 2 ; \varrho=0.25$
Figure 3: The probability density function whose cumulative distribution function is $\tilde{F}_{n-k, k+1, \varrho}(p)$, $p \in(0,1)$.


Figure 4: The cumulative distribution function $\tilde{F}_{n-k, k+1, \varrho}(p), p \in(0,1)$.

The depicted functions in Figures 1 T1 relate the search of the upper bound of $p$ with the quantile function of $1-\gamma$ under the underlying distribution. According to Propositions 2 and 3, in Figures 5. 6 and 7 below we illustrate the search of the upper bound of $p$ relation with the partial volume of the unit given by $1-\gamma$ (the blue colored volume in Figures 5. 6 and 7) under the joint density surface.


Figure 5: The joint density $\varphi(x) b n_{\alpha, \beta, 0,1}(y)$, $(x, y) \in \mathbb{R}^{2}$ and the line $\sqrt{\varrho} x-\sqrt{1-\varrho} y=\Phi^{-1}(p)$, when $\alpha=5, \beta=2, \varrho=1 / 2$ and $p=1 / 10$. The red colored volume corresponds to $\sqrt{\varrho} x-\sqrt{1-\varrho} y<$ $\Phi^{-1}(p)$, while the blue one is $1-\gamma=0.869$. In other words, the inequality (14) with $1-\gamma=0.869$, $k=1, n=6$ and $\varrho=1 / 2$ is satisfied when $p \in(0,1 / 10]$.


Figure 6: The joint density $1 \cdot b n_{\alpha, \beta, 0,1}(y), 0<x<$ $1, y \in \mathbb{R}$ and the curve $\sqrt{\varrho} \Phi^{-1}(x)-\sqrt{1-\varrho} y=$ $\Phi^{-1}(p)$, when $\alpha=5, \beta=2, \varrho=1 / 2$ and $p=1 / 10$. The red colored volume corresponds to $\sqrt{\varrho} \Phi^{-1}(x)-\sqrt{1-\varrho} y<\Phi^{-1}(p)$, while the blue one is $1-\gamma=0.869$.


Figure 7: The joint density $1 \cdot b_{\alpha, \beta}(y), 0<x, y<$ 1 , and the curve $\sqrt{\varrho} \Phi^{-1}(x)-\sqrt{1-\varrho} \Phi^{-1}(y)=$ $\Phi^{-1}(p)$, when $\alpha=5, \beta=2, \varrho=1 / 2$ and $p=1 / 10$. The red colored volume corresponds to $\sqrt{\varrho} \Phi^{-1}(x)-\sqrt{1-\varrho} \Phi^{-1}(y)<\Phi^{-1}(p)$, while the blue one is $1-\gamma=0.869$.

To estimate the probability of default $p$ by (4) or (15) among the portfolio sub-classes $A_{1}, A_{2}, \ldots, A_{l}$, where $A_{1}$ represents the lowest risk borrowers and $A_{l}$ the highest respectively, there was proposed a method of conservatism; see [14]. The method of conservatism states the following. Let $n_{1}, n_{2}, \ldots, n_{l}, k_{1}, k_{2}, \ldots, k_{l}$ and $p_{1}, p_{2}, \ldots, p_{l}$ be the number of obligors, the number of expected defaults and default probabilities over the portfolio sub-classes $A_{1}, A_{2}, \ldots, A_{l}$ respectively. Then $n_{1}+n_{2} \ldots+n_{l}=n, k_{1}+k_{2}+$ $\ldots+k_{l}=k$ and the probability of defaults $p_{1}$ shall be estimated using the parameters $(n, k)$ in (4) or (15), $p_{2}$ shall be estimated using $\left(n-n_{1}, k-k_{1}\right)$, $p_{3}$ with $\left(n-n_{1}-n_{2}, k-k_{1}-k_{2}\right)$ and so on up to $p_{l}$ which shall be estimated using $\left(n_{l}, k_{l}\right)$.

Discussions and dissatisfaction among the practitioners that the estimates (4) or (15) of the probability of default are too conservative, force some adjustments to estimate $p$ conditionally (biased), see [16] and related papers.

## 3 Statements

In this section, we recall the connection between the binomial and beta distributions, provide several
equivalent forms of inequality (14), and its connection to the normal multivariate distribution when there are no expected defaults, i.e. $k=0$.

Proposition 1. Let $n \in \mathbb{N}, k \in\{0,1, \ldots, n-1\}$ be fixed and $p \in(0,1)$. Then the cumulative distribution function of binomial and beta random variables are related as

$$
\begin{aligned}
1-\mathcal{B}_{k+1, n-k}(p) & =\mathcal{B}_{n-k, k+1}(1-p) \\
& =\mathcal{B}_{i n_{n, p}(k), p \in(0,1)}
\end{aligned}
$$

Note 1: Let us emphasize that the function $\mathcal{B i n}_{n, p}(k)$ in Proposition 1 is understood as the function of $p \in(0,1)$, when $n$ and $k$ are fixed.

Proposition 1 is often met in probabilistic books; e.g., [4, p. 82].

Proposition 2. Let $n \in \mathbb{N}, k \in\{0,1, \ldots, n-1\}$ be fixed and $p \in(0,1)$. Then the inequality (14) admits the following equivalent representations:

$$
\begin{align*}
& \int_{-\infty}^{\infty} \varphi(x) \times \\
& \mathcal{B}_{n-k, k+1}\left(\Phi\left(\sqrt{\frac{\varrho}{1-\varrho}} x-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right)\right) d x  \tag{18}\\
& =\int_{0}^{1} \mathcal{B}_{n-k, k+1}\left(\Phi \left(\sqrt{\frac{\varrho}{1-\varrho}} \Phi^{-1}(x)\right.\right. \\
& \left.\left.-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right)\right) d x  \tag{19}\\
& \geqslant 1-\gamma
\end{align*}
$$

where $\mathcal{B}_{n-k, k+1}(\cdot)$ is the cumulative distribution function of the beta random variable.

Note 2: The same way as Proposition 1 relates the cumulative distribution functions of binomial and beta distributions, Proposition 2 relates the cumulative distribution function $\mathbb{P}(\mathcal{D} \leqslant$ $k), k \in\{0,1, \ldots, n\}$ from (14) to the ones in (18) or (19) when $p \in(0,1)$. Of course, $\mathcal{B}_{n-k, k+1}(\cdot)$ in (18) and 19 can be easily replaced by $\mathcal{B N}_{n-k, k+1,0,1}(\cdot)$ due to the argument $\Phi(\cdot)$.

We denote $\mathcal{U}(0,1)$ the uniform distribution over the interval $(0,1)$. Then, the following proposition is correct.

Proposition 3. Let $X \sim \mathcal{N}(0,1), Y \sim \mathcal{B N}(n-$ $k, k+1,0,1), Z \sim \mathcal{U}(0,1), W \sim \mathcal{B}(n-k, k+1)$ and suppose that the random variables in pairs $(X, Y),(Y, Z),(Z, W)$ are independent. Then
the distribution function in (18) or (19), when $p \in(0,1)$, equals to

$$
\begin{align*}
& \mathbb{P}(\Phi(\sqrt{\varrho} X-\sqrt{1-\varrho} Y)>p)=  \tag{20}\\
& \mathbb{P}\left(\Phi\left(\sqrt{\varrho} \Phi^{-1}(Z)-\sqrt{1-\varrho} Y\right)>p\right)=  \tag{21}\\
& \mathbb{P}\left(\Phi\left(\sqrt{\varrho} \Phi^{-1}(Z)-\sqrt{1-\varrho} \Phi^{-1}(W)\right)>p\right) \tag{22}
\end{align*}
$$

Note 3: Of course, there can be given some other joint distributions' expressions than those provided in 20), (21), 22).

Corollary 1. If $k=0, n \in \mathbb{N}$ and $X \sim \mathcal{N}(0,1)$, then the left hand-side of the inequality (14) is

$$
\begin{align*}
& \mathbb{E} \Phi^{n}\left(\sqrt{\frac{\varrho}{1-\varrho}} X-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right)  \tag{23}\\
& =\int_{-\infty}^{+\infty} \varphi(x) \Phi^{n}\left(\sqrt{\frac{\varrho}{1-\varrho}} x-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) d x  \tag{24}\\
& =\Phi_{R}\left(-\Phi^{-1}(p), \ldots,-\Phi^{-1}(p)\right) \tag{25}
\end{align*}
$$

where $\Phi_{R}$ is the Gaussian copula with the correlation matrix

$$
R=\left(\begin{array}{cccc}
1 & \varrho & \ldots & \varrho \\
\varrho & 1 & \ldots & \varrho \\
\vdots & \vdots & \ddots & \vdots \\
\varrho & \varrho & \ldots & 1
\end{array}\right)_{n \times n}
$$

On top of that, the multivariate density of $\Phi_{R}$ in (25) is

$$
\begin{align*}
& \varphi_{R}:= \\
& \frac{\exp \left\{\frac{(1+(n-2) \varrho) \sum_{i=1}^{n} x_{i}^{2}-2 \varrho \sum_{1 \leqslant i<j \leqslant n} x_{i} x_{j}}{-2(1-\varrho)(1+(n-1) \varrho)}\right\}}{\sqrt{(2 \pi)^{n}(1-\varrho)^{n-1}(1+(n-1) \varrho)}}  \tag{26}\\
& \left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}
\end{align*}
$$

Corollary 1 and its proof (see Section 4) implies

$$
\begin{aligned}
& \mathbb{E} \Phi^{n}\left(-\sqrt{\frac{\varrho}{1-\varrho}} X+\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) \\
& =\Phi_{R}\left(\Phi^{-1}(p), \ldots, \Phi^{-1}(p)\right)
\end{aligned}
$$

where $X \sim \mathcal{N}(0,1)$, and these moments of Vasicek distribution (12) are connected to the moments of the probability distribution given by

$$
\begin{align*}
& \mathbb{P}(X=i)=\binom{n}{i} \int_{-\infty}^{+\infty} \varphi(x) \Phi^{i}\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right) \\
& \times\left(1-\Phi\left(\frac{\Phi^{-1}(p)-\sqrt{\varrho} x}{\sqrt{1-\varrho}}\right)\right)^{n-i} d x \tag{27}
\end{align*}
$$

where $n \in \mathbb{N}$ and $i \in\{0,1, \ldots, n\}$, see (13). Indeed, due to the well-known moment-generating function of the binomial distribution, the momentgenerating function $M(t)$ of (27) is

$$
\begin{aligned}
& \mathbb{E}\left(\Phi\left(\sqrt{\frac{\varrho}{1-\varrho}} X-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right)\right. \\
& \left.+\Phi\left(-\sqrt{\frac{\varrho}{1-\varrho}} X+\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) e^{t}\right)^{n}, t \in \mathbb{R}
\end{aligned}
$$

where $X \sim \mathcal{N}(0,1)$. Notice that $M(\log t)$ is the probability-generating function of the underlying distribution.

## 4 Proofs

This section provides the proofs for three formulated statements in Section 3. The majority of the given proofs are commonly known among researchers or scholars and it is difficult to give any initial source.

Proof of Proposition 1. Let us first show that

$$
1-\mathcal{B}_{k+1, n-k}(p)=\mathcal{B}_{n-k, k+1}(1-p)
$$

Indeed,

$$
\begin{aligned}
& \mathcal{B}_{n-k, k+1}(1-p)=\frac{\int_{0}^{1-p} u^{n-k-1}(1-u)^{k} d u}{B(n-k, k+1)}= \\
& -\frac{\int_{1}^{p}(1-x)^{n-k-1} x^{k} d x}{B(n-k, k+1)}=\frac{\int_{p}^{1} x^{k}(1-x)^{n-k-1} d x}{B(k+1, n-k)} \\
& =\frac{B(k+1, n-k)-\int_{0}^{p} x^{k}(1-x)^{n-k-1} d x}{B(k+1, n-k)} \\
& =1-\mathcal{B}_{k+1, n-k}(p)
\end{aligned}
$$

We now aim to prove

$$
1-\mathcal{B} i n_{n, p}(k)=\mathcal{B}_{n-k, k+1}(1-p)
$$

where $\mathcal{B} i n_{n, p}(k)$ is considered as a function of $p \in(0,1)$ when $k$ and $n$ are fixed. Let us rewrite

$$
\begin{aligned}
& f(p):=1-\mathcal{B}_{i n_{n, p}}(k) \\
& =\sum_{i=k+1}^{n}\binom{n}{i} p^{i}(1-p)^{n-i}, k=0,1, \ldots, n-1
\end{aligned}
$$

One may observe that $f(0)=0, f(1)=1$ and the derivative

$$
\begin{aligned}
& \frac{d f(p)}{d p}=\sum_{i=k+1}^{n}\binom{n}{i} \\
& \times\left(i p^{i-1}(1-p)^{n-i}-(n-i) p^{i}(1-p)^{n-1-i}\right) \\
& =n \sum_{i=k+1}^{n}\left(\binom{n-1}{i-1} p^{i-1}(1-p)^{n-i}\right. \\
& \left.-\binom{n-1}{i} p^{i}(1-p)^{n-1-i} \mathbb{1}_{\{i \leqslant n-1\}}\right) \\
& =n\left(\binom{n-1}{k} p^{k}(1-p)^{n-1-k}\right. \\
& -\binom{n-1}{k+1} p^{k+1}(1-p)^{n-2-k} \\
& +\binom{n-1}{k+1} p^{k+1}(1-p)^{n-2-k} \\
& -\binom{n-1}{k+2} p^{k+2}(1-p)^{n-3-k}+\ldots \\
& \left.+\binom{n-1}{n-1} p^{n-1}(1-p)^{0}\right) \\
& =\frac{1}{n!} \begin{array}{l}
k!(n-k-1)!
\end{array} p^{k}(1-p)^{n-1-k}
\end{aligned}
$$

is positive for all $p \in(0,1)$. Thus, $f(p)$ is the cumulative distribution function over the interval $p \in(0,1)$ and its derivative is nothing but the density of the beta distribution with parameters $(k+1, n-k)$, i.e.,

$$
\begin{aligned}
& \frac{d f(p)}{d p}=b_{k+1, n-k}(p) \\
& =\frac{\Gamma(n+1)}{\Gamma(k+1) \Gamma(n-k)} p^{k}(1-p)^{n-k-1}, p \in(0,1)
\end{aligned}
$$

Proof of Proposition 2. The integral in (14) implies (18) by Proposition 1. while (18) implies (19) by the change of variable $\Phi(x) \mapsto x$.

Proof of Proposition 3. The probability (20) is
implied by (18) observing that

$$
\begin{aligned}
& \int_{-\infty}^{+\infty} \varphi(x) \\
& \times\left(\int_{-\infty}^{\sqrt{\frac{\varrho}{1-\varrho}} x-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}} b n_{n-k, k+1,0,1}(y) d y\right) d x \\
& =\int_{-\infty}^{+\infty} \int_{-\infty}^{\sqrt{\frac{\varrho}{1-\varrho}} x-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}} \\
& \times \varphi(x) b n_{n-k, k+1,0,1}(y) d x d y \\
& =\mathbb{P}\left(Y<\sqrt{\frac{\varrho}{1-\varrho}} X-\frac{\Phi^{-1}(p)}{\sqrt{1-\varrho}}\right) \\
& =\mathbb{P}\left(\sqrt{\varrho} X-\sqrt{1-\varrho} Y>\Phi^{-1}(p)\right) \\
& =\mathbb{P}(\Phi(\sqrt{\varrho} X-\sqrt{1-\varrho} Y)>p),
\end{aligned}
$$

when $X$ and $Y$ are independent. The remaining probabilities (21) and (22) are implied by the integral in (19) by the same arguments.

Proof of Corollary (1) Let $a, b \in \mathbb{R}$. Assume the random variables $Y_{1}, \ldots, Y_{n}$ are independent and identically distributed by $\mathcal{N}(0,1)$. If $X \sim \mathcal{N}(0,1)$ and $Y_{1}, \ldots, Y_{n}$ are conditionally independent of $X$, then

$$
\begin{aligned}
& \mathbb{P}\left(Y_{1}<a X+b, \ldots, Y_{n}<a X+b\right)= \\
& \int_{-\infty}^{+\infty} \mathbb{P}\left(Y_{1}<a X+b, \ldots, Y_{n}<a X+b \mid X=x\right) \\
& \times \varphi(x) d x \\
& =\int_{-\infty}^{+\infty} \varphi(x) \Phi^{n}(a x+b) d x=\mathbb{E} \Phi^{n}(a X+b) .
\end{aligned}
$$

The equality (24) follows by choosing

$$
a=\sqrt{\frac{\varrho}{1-\varrho}}, b=-\frac{\Phi^{-1}(p)}{\sqrt{1-p}},
$$

while the equality (25) is implied observing that

$$
\begin{aligned}
& \mathbb{P}\left(\sqrt{1-\varrho} Y_{1}-\sqrt{\varrho} X<-\Phi^{-1}(p), \ldots,\right. \\
& \left.\sqrt{1-\varrho} Y_{n}-\sqrt{\varrho} X<-\Phi^{-1}(p)\right) \\
& =\Phi_{R}\left(-\Phi^{-1}(p), \ldots,-\Phi^{-1}(p)\right)
\end{aligned}
$$

where

$$
R=\left(\begin{array}{cccc}
1 & \varrho & \cdots & \varrho \\
\varrho & 1 & \ldots & \varrho \\
\vdots & \vdots & \ddots & \vdots \\
\varrho & \varrho & \cdots & 1
\end{array}\right)_{n \times n},
$$

because

$$
\begin{aligned}
& \operatorname{corr}\left(\sqrt{1-\varrho} Y_{i}-\sqrt{\varrho} X, \sqrt{1-\varrho} Y_{j}-\sqrt{\varrho} X\right) \\
& =\left\{\begin{array}{l}
1, i=j, \\
\varrho, i \neq j
\end{array}\right.
\end{aligned}
$$

and

$$
\mathbb{E}\left(\sqrt{1-\varrho} Y_{i}-\sqrt{\varrho} X\right)=0, i=1, \ldots, n .
$$

The determinant of $R$ is

$$
|R|=(1-\varrho)^{n-1}(1+(n-1) \varrho)
$$

and the inverse matrix of $R$ admits the following representation

$$
\begin{aligned}
& R^{-1}=\frac{1}{(1-\varrho)(1+(n-1) \varrho)} \times \\
& \left(\begin{array}{cccc}
1+(n-2) \varrho & -\varrho & \ldots & -\varrho \\
-\varrho & 1+(n-2) \varrho & \ldots & -\varrho \\
\vdots & \vdots & \ddots & \vdots \\
-\varrho & -\varrho & \ldots & 1+(n-2) \varrho
\end{array}\right)
\end{aligned}
$$

Indeed, it is easy to check that $R R^{-1}=I$, where $I$ is the identity matrix. Then, the multivariate density (26) is implied by the formula

$$
\begin{aligned}
& \frac{\exp \left\{-\frac{1}{2}\left(x_{1}, \ldots, x_{n}\right) R^{-1}\left(x_{1}, \ldots, x_{n}\right)^{T}\right\}}{\sqrt{(2 \pi)^{n}|R|}} \\
& \left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n},
\end{aligned}
$$

see, for example, [1], [1], [17].

## 5 Examples

Example 1. Suppose there are up to 3 defaults expected with probability $1-\gamma$ out of 800 obligors which are split into three risk classes: $A, B$ and $C$, where $A$ represents the lowest risk and $C$ the highest. Assume the numbers of obligors are 100, 400, 300 and the numbers of expected defaults are up to $0,2,1$ in risk classes $A, B$ and $C$ respectively. We apply Propositions 1. 2 and the method of conservatism introduced in [14] to estimate the probabilities of default $p_{A}, p_{B}$ and $p_{C}$ in risk classes $A, B$ and $C$.

The method of conservatism (see [14] and the description by end of Section 2) states that $p_{A}$ shall be estimated for the entire portfolio, i.e., $n=800$ and $k=3$ in the considered case. The
probability $p_{B}$ shall be estimated for the entire portfolio excluding the class $A$, i.e., $n=700$ and $k=3$ in the considered case. Then, the probability $p_{C}$ is estimated using $n=300$ and $k=1$ as per
the riskiest class $C$.
Using Proposition 1. the underlying logic stated in subsection 2.1 and the method of conservatism, we obtain Table 1.

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1-\mathcal{B}_{797,4}^{-1}(1-\gamma)$ | $0.46 \%$ | $0.64 \%$ | $0.83 \%$ | $0.97 \%$ | $1.25 \%$ | $1.62 \%$ |
| $1-\mathcal{B}_{697,4}^{-1}(1-\gamma)$ | $0.52 \%$ | $0.73 \%$ | $0.95 \%$ | $1.10 \%$ | $1.43 \%$ | $1.85 \%$ |
| $1-\mathcal{B}_{299,2}^{-1}(1-\gamma)$ | $0.56 \%$ | $0.90 \%$ | $1.29 \%$ | $1.57 \%$ | $2.19 \%$ | $3.04 \%$ |

Table 1: The upper bounds of $p_{A}, p_{B}$ and $p_{C}$.

Note that the numbers in Table 1 are given in 14 too and we replicate them for comparison purposes, especially calculating the quantiles of the underlying distribution given by $F_{n-k, k+1, \varrho}(y)$.

Suppose the asset correlation $\varrho=12 \%$
in Example 1. Then, using Proposition 2, the underlying logic stated in subsection 2.2, the method of conservatism, and the function "FindRoot"in program [13] we obtain Table 2 and Table

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{797,4,0.12}^{-1}(1-\gamma)$ | 2.61 | 2.34 | 2.09 | 1.94 | 1.67 | 1.36 |
| $F_{697,4,0.12}^{-1}(1-\gamma)$ | 2.57 | 2.29 | 2.04 | 1.90 | 1.62 | 1.31 |
| $F_{299,2,0.12}^{-1}(1-\gamma)$ | 2.55 | 2.25 | 1.98 | 1.82 | 1.52 | 1.19 |

Table 2: The quantiles of distribution which cumulative distribution function is $F_{n-k, k+1, \varrho}(y)$.

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi(a)$ | $0.71 \%$ | $1.41 \%$ | $2.49 \%$ | $3.41 \%$ | $5.88 \%$ | $10.08 \%$ |
| $\Phi(b)$ | $0.80 \%$ | $1.58 \%$ | $2.76 \%$ | $3.77 \%$ | $6.43 \%$ | $10.91 \%$ |
| $\Phi(c)$ | $0.84 \%$ | $1.75 \%$ | $3.18 \%$ | $4.41 \%$ | $7.67 \%$ | $13.13 \%$ |

Table 3: The upper bounds of $p_{A}, p_{B}$ and $p_{C}$ under the influence of systematic factor. Here $a=$ $-\sqrt{1-\varrho} F_{797,4,0.12}^{-1}(1-\gamma), b=-\sqrt{1-\varrho} F_{697,4,0.12}^{-1}(1-\gamma), c=-\sqrt{1-\varrho} F_{299,2,0.12}^{-1}(1-\gamma)$ as provided in Table 2 .

The provided numbers in Table 3 match the corresponding ones in [14] except few cases caused by rounding errors in the fourth decimal place.
Example 2. Suppose there are up to 7 defaults expected with probability $1-\gamma$ out of 1500 obligors which are split in four risk classes: $A, B$, $C$ and $D$ where $A$ represents the lowest risk and $D$ the highest. Assume the numbers of obligors are 400, 700, 250, 150 and the numbers of expected
defaults are up to $2,1,3,1$ in risk classes $A, B$, $C$ and $D$ respectively. We apply Propositions 1, 2 and the method of conservatism introduced in [14] to estimate the probabilities of default $p_{A}, p_{B} p_{C}$ and $p_{D}$ in risk classes $A, B, C$ and $D$.

Using Proposition 1, the underlying logic stated in subsection 2.1 and the method of conservatism, we obtain Table 4.

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{B}_{1493,8}^{-1}(1-\gamma)$ | $0.51 \%$ | $0.65 \%$ | $0.78 \%$ | $0.87 \%$ | $1.06 \%$ | $1.30 \%$ |
| $\mathcal{B}_{1095,6}^{-1}(1-\gamma)$ | $0.52 \%$ | $0.67 \%$ | $0.84 \%$ | $0.95 \%$ | $1.19 \%$ | $1.49 \%$ |
| $\mathcal{B}_{396,5}^{-1}(1-\gamma)$ | $1.17 \%$ | $1.56 \%$ | $1.99 \%$ | $2.27 \%$ | $2.87 \%$ | $3.65 \%$ |
| $\mathcal{B}_{149,2}^{-1}(1-\gamma)$ | $\mathbf{1 . 1 2} \%$ | $1.78 \%$ | $2.57 \%$ | $3.12 \%$ | $4.34 \%$ | $5.99 \%$ |

Table 4: The upper bounds of $p_{A}, p_{B}, p_{C}$ and $p_{D}$.

Notice that $\mathcal{B}_{396,5}^{-1}(1 / 2)>\mathcal{B}_{149,2}^{-1}(1 / 2)$ in Table 4 and, as stated in [14, Footnote 6], "... this is not a desirable effect, a possible work-around could be to increment the number of defaults in grade $D$ up to the point where $p_{D}$ would take on a greater value than $p_{C} \ldots "$.

Suppose the asset correlation $\varrho=12 \%$ in Example 2. Then, using Proposition 2, the underlying logic stated in subsection 2.2, the method of conservatism, and the function "FindRoot"in program [13] we obtain Table 5 and Table 6.

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{1493,8,0.12}^{-1}(1-\gamma)$ | 2.57 | 2.31 | 2.07 | 1.93 | 1.67 | 1.37 |
| $F_{1095,6,0.12}^{-1}(1-\gamma)$ | 2.57 | 2.30 | 2.06 | 1.92 | 1.65 | 1.35 |
| $F_{396,5,0.12}^{-1}(1-\gamma)$ | 2.27 | 2.00 | 1.75 | 1.61 | 1.33 | 1.02 |
| $F_{149,2,0.12}^{-1}(1-\gamma)$ | 2.30 | 1.98 | 1.71 | 1.54 | 1.24 | 0.91 |

Table 5: The quantiles of distribution which cumulative distribution function is $F_{n-k, k+1, \varrho}(y)$.

| $\gamma$ | 0.5 | 0.75 | 0.9 | 0.95 | 0.99 | 0.999 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi(a)$ | $0.79 \%$ | $1.51 \%$ | $2.59 \%$ | $3.49 \%$ | $5.58 \%$ | $9.90 \%$ |
| $\Phi(b)$ | $0.79 \%$ | $1.53 \%$ | $2.64 \%$ | $3.58 \%$ | $6.06 \%$ | $10.23 \%$ |
| $\Phi(c)$ | $1.64 \%$ | $3.04 \%$ | $5.01 \%$ | $6.60 \%$ | $10.61 \%$ | $16.87 \%$ |
| $\Phi(d)$ | $\mathbf{1 . 5 6} \%$ | $3.13 \%$ | $5.45 \%$ | $7.36 \%$ | $12.21 \%$ | $19.76 \%$ |

Table 6: The upper bounds of $p_{A}, p_{B}, p_{C}$ and $p_{D}$ under the influence of systematic factor. Here $a=-\sqrt{1-\varrho} F_{1493,8,0.12}^{-1}(1-\gamma), b=-\sqrt{1-\varrho} F_{1095,6,0.12}^{-1}(1-\gamma), c=-\sqrt{1-\varrho} F_{396,5,0.12}^{-1}(1-\gamma), d=$ $-\sqrt{1-\varrho} F_{149,2,0.12}^{-1}(1-\gamma)$ as provided in Table 5

Notice that $F_{396,5,0.12}^{-1}(1 / 2)>F_{149,2,0.12}^{-1}(1 / 2)$ in Table 5 and consequently the corresponding upper bounds of $p_{C}$ and $p_{D}$ in Table 6 maintain the upper bound reversal.

## 6 Concluding remarks

As stated, this survey article gives a detailed probabilistic overview of two methods for the upper bound of default probability. The provided insights reveal the important role played by the beta-normal distribution. However, the betanormal distribution appears to be little studied, compared to the voluminous literature for the separate normal or beta distributions. It would be of interest to get any closed-form of the inverse
of $F_{\alpha, \beta, \varrho}(p)$ (see (16) in terms of a superposition of $\Phi_{\mu, \sigma^{2}}^{-1}(\cdot)$ and $\mathcal{B}_{\alpha, \beta}^{-1}(\cdot)$, which possibly would include studying the cumulative distribution function $\Phi_{\mu, \sigma^{2}}\left(a \Phi_{\tilde{\mu}, \tilde{\sigma}^{2}}^{-1}(x)+b\right)$ when $a, b \in \mathbb{R}$ and $x \in(0,1)$.
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