
Chaos, Solitons and Fractals 168 (2023) 113089

A
0

Contents lists available at ScienceDirect

Chaos, Solitons and Fractals

journal homepage: www.elsevier.com/locate/chaos

Stabilisation of spatially periodic states by non-Hermitian potentials
Salim B. Ivars a,∗, Muriel Botey a, Ramon Herrero a, Kestutis Staliunas a,b,c

a Departament de Física, Universitat Politècnica de Catalunya (UPC), Rambla Sant Nebridi 22, 08222, Terrassa, Barcelona, Catalonia, Spain
b Institució Catalana de Recerca i Estudis Avançats (ICREA), Passeig Lluís Companys 23, E-08010, Barcelona, Spain
c Vilnius University, Faculty of Physics, Laser Research Center, Sauletekio Ave. 10, Vilnius, Lithuania

A R T I C L E I N F O

Keywords:
Complex Ginzburg Landau equation
Stabilisation
Periodic solutions
Non-Hermitian potential
VCSEL
Fractional

A B S T R A C T

We uncover new families of stable periodic solutions by the introduction of non-Hermitian potentials in the
universal complex Ginzburg–Landau equation. We perform a comprehensive analysis on the dynamics and
stability of the system by determining and following these new solutions for a one-dimensional system, and
demonstrate that the results hold for higher spatial dimensions and for the corresponding complex Ginzburg–
Landau fractional order equation. We prove the robustness of the stabilisation within a broad range in
parameter space. The universality of the CGLE allows extending these results to different actual systems
described by other specific models. In particular, we provide results on the stabilisation for Vertical Cavity
Surface Emitting Lasers.
1. Introduction

The Complex Ginzburg–Landau Equation (CGLE) is a universal
mathematical model for pattern formation and turbulence in extended
physical systems. It can be derived as an order parameter equation to
describe a variety of phenomena in different contexts ranging from
superconductivity, superfluidity, nonlinear wave dynamics, second-
order phase transitions, liquid crystals to Bose–Einstein condensation or
strings theory [1]. Combining its universal character to the simplicity
of the model, the CGLE has become one of the most studied non-linear
equations in physics, and applied mathematics [2–5].

Particularly in optics, it describes light propagation in nonlinear dis-
sipative media, therefore including a variety of nonlinear systems like
ring cavities [5–7], fibre or semiconductor lasers [8,9] and ultra-fast
optics [10].

The CGLE is known to support different types of solutions, either
being localised solutions [11–15], periodic in space and time [16],
periodic in space [5,17], quasi-periodic [13] or vortices [18–21], yet
the search of new solutions is constantly retrieving attention [22–
24]. Some of these solutions have been found to be stable under
certain conditions, either for weak self-focusing [5,25], considering
higher order terms and diffusion [14,15,26,27], or for the defocusing
case [26]. For self-focusing nonlinearity, modulation instability (MI) of
the homogeneous solution, leads to turbulent regimes for a wide range
of parameters [1,28].

The control of turbulence in dynamical systems is a significant
problem, not only for the fundamental understanding of the physical
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mechanism behind turbulence but also for its practical consequences.
Turbulence is present in a wide variety of physical systems [29,30].
Broad aspect-ratio laser sources are a paradigmatic example among
optical sources, since turbulence represents one of the main incon-
veniences when increasing emission power. Yet, the need for high-
power laser sources for practical applications has increased in recent
years. In particular, the affordable, compact, and integrable Vertical
External-Cavity Surface Emitting Lasers (VCSELs) or Edge-Emitting
Lasers (EELs), suffer from spatio-temporal instabilities that severely
compromise their beam quality [31]. Some efficient techniques for
the control of turbulence consider a global delayed feedback on the
system [32] or the effect of a gradient [33]. Recently, new methods
based on the introduction of Hermitian (real) periodic potentials have
proven to suppress MI [34]. Besides, non-Hermitian (complex) Photon-
ics has emerged as an attractive platform to uncover unconventional
effects. [35–38]. In particular, asymmetries in the coupling of the
spatio-temporal modes allow the modification of the excitation cas-
cade [39]. Also, for the particular class of Parity Time (PT)-symmetric
systems, a particular example of non-Hermitian potentials, the exis-
tence of solitons, defect states, vortices, and other structures has been
studied [40]. Such localised structures and their non-linear dynamics
have also been addressed, showing that these solitons can be robust
and stable [41].

In this work, we face the control of turbulence in a dynamical sys-
tem under a different approach. We directly stabilise specific periodic
stationary solutions of the CGLE by the introduction of a non-Hermitian
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Fig. 1. Effect of the non-Hermitian potential on the homogeneous solution. Amplitude of the spatial profile of the modulation for: a. a fixed value of 𝜙 = 𝜋∕4, as a function of
𝑚; and b. for a fixed 𝑚 = 0.01 as a function on 𝜙. Insets in both plots correspond to the Fourier transform as a function of 𝑚 and 𝜙 respectively. c. Growth rate of the nearly
homogeneous solution as a function of the potential parameters, for 𝐿 = 15. Vertical and horizontal dashed lines correspond to the situations depicted in a. and b., respectively.
𝛼 = 0.7 for all plots.
harmonic potential to turn these states into attractors. When these
states present a large enough attraction basin, they may be easily
reached via the MI of the system

We first show the effect of the proposed potential on the simplest
solution: the homogeneous state. Next, we uncover families of periodic
stationary solutions of the CGLE as candidates for stabilisation; and
provide a comprehensive numerical analysis of the stability regimes
in the parameter space. Then, we extend the method to higher spatial
dimensions; indeed, 2D models allow describing the general dynamics
of most lasers. In turn, fractional equations have attracted recent inter-
est in various areas of physics. Thus, we further study the introduction
of a non-Hermitian potential in the fractional CGLE, finding examples
of stabilisation for various fractional orders. Finally, as an example,
we show an application on a more specific model describing actual
systems, in particular VCSELs.

2. Model and results

For the study we consider the CGLE that models the evolution of a
field envelope 𝐴 (𝐫, 𝑡). In one of its possible forms, it reads:
𝜕𝐴
𝜕𝑡

= 𝑖∇2𝐴 + (1 − 𝑖𝛼)
(

1 − |𝐴|2
)

𝐴 + 𝑉 (𝐫)𝐴, (1)

where 𝐴 (𝐫, 𝑡) is a complex function of time, 𝑡, and space, 𝐫, and 𝛼 is the
self-focusing coefficient. The potential 𝑉 (𝐫) is a complex-valued func-
tion that, in the case of an optical system, would represent refractive
index and gain or loss spatial modulations that can be implemented
in optics with present technological techniques [38]. Without loss of
generality, the homogeneous gain and dispersion coefficients may be
normalised to unity.

In the absence of potential, for 𝑉 = 0, the most well-known and
studied non homogeneous solutions are simple stable periodic solutions
for small values of the self-focusing coefficient and localised states.
Here, we enlarge the study to a more general class of periodic solutions.

We introduce a periodic modulation in the form:

𝑉 (𝑥) = 𝑚 cos
( 2𝜋𝑥

𝐿

)

𝑒−𝑖𝜙. (2)

The potential depends on three parameters: the spatial period, 𝐿,
the amplitude of the modulation, 𝑚, and the ratio between the real and
imaginary part of the modulation, 𝜙. This exponential has a periodicity
of 2𝜋 and shows two different configurations. For 0 < 𝜙 < 𝜋∕2 and
𝜋 < 𝜙 < 3𝜋∕2 we see that the modulation is in-phase, meaning
that the real and imaginary parts of the potential have the same sign.
Contrary, for 𝜋∕2 < 𝜙 < 𝜋 and 3𝜋∕2 < 𝜙 < 2𝜋 we have counterphase
modulation, meaning that the real and imaginary parts of the potential
have opposite sign. Note that since the potential is harmonic, the
resulting periodicity is of 𝜋 with respect to 𝜙.

To address the effect of the modulation on the system stability, we
first assess the effect on the homogeneous solution of the CGLE, |𝐴| = 1.
We assume a fixed periodicity 𝐿, and investigate the variations of the
2

homogeneous solution with the introduction of the modulation. We
observe that for 𝜙 = 𝜋∕4 the potential slowly modulates the solution
and the first harmonics slowly appear, see Fig. 1a. Comparing this
behaviour to the scan of 𝜙 with fixed modulation amplitude 𝑚 (Fig. 1b.)
we appreciate the sharper effect on the solution of the last, that is,
the second harmonics appear faster in terms of modulation amplitude.
In both cases, there is a predominance of the central harmonic (the
homogeneous part). We apply linear stability analysis to the modulated
solution, and map the stability in the (𝜙,𝑚) parameter space, see
Fig. 1c. We note that, for all values of 𝜙, the largest real part of the
Lyapunov exponents, the growth rate, decreases with 𝑚 (see methods
section). Such spatially periodic potentials induce an effective diffusion
on a large spatial scale that triggers the stabilisation of the system.
However, for larger values of 𝑚, the solution disappears through a
saddle–node (SN) bifurcation. Therefore, the proposed method does
not stabilise slightly modulated solutions smoothly arising from the
homogeneous state.

Yet, our study is aimed at determining steady periodical solutions of
the CGLE susceptible to be stabilised. Thus, the study is next focused on
determining steady solutions of the unmodulated system, i.e. solutions
of Eq. (1) in the form 𝐴 (𝐫, 𝑡) = 𝐴 (𝐫) exp (𝑖𝜔𝑡), being 𝜔 the characteristic
frequency of the solution. We are able to localise and follow such
states independently of their stability in the parameter space by using
a modified Newton method described in [42].

The stationary states can be characterised by their norm 𝑁𝐴 ≡
1∕𝐿 ∫ 𝐿∕2

−𝐿∕2 |𝐴 (𝑥)| 𝑑𝑥 and their spatial period, 𝐿, see Fig. 2 showing the
branches of solutions that will be studied below. First, we note that for
small values of 𝐿, there are two types of solutions. On the one hand, the
trivial and homogeneous solution |𝐴| = 1, corresponding to the upper
branch in Fig. 2a. The spatial profile, for small values of 𝐿 is provided
in Fig. 2b. under the label (𝑎). On the other hand, still for small 𝐿,
an almost sinusoidal solution exists with a dominant single spatial
frequency. This solution corresponds to the lower branch in Fig. 2a.
and its profile is plotted in Fig. 2c. labelled as (𝑑). For this last case, we
have analytically proven that its corresponding characteristic frequency
𝜔 tends to infinity when 𝐿 tends to zero and has a quadratic growth on
1∕𝐿. Increasing 𝐿, the two families of solutions become connected by
new branches of intermediate solutions arising from the first two ones.
Note, for example, the similarity in the profiles of (𝑐) in Fig. 2b. and (𝑔)
in Fig. 2c., both deriving from the homogeneous solution and the last
connected to (𝑑). These states correspond to Turing-like patterns with
different number of rolls. Further increasing the spatial periodicity,
these rolls develop to the coexistence of different solitons. From the
branch starting at point (𝑑), two extra bifurcation points (𝑒) and (𝑓 )
leading to new classes of periodic solutions. Finally, the inset on Fig. 2a.
zooms in the branches connecting the two regimes, where particular
points that will later be discussed are highlighted.

Next, we assess the effect of the potential in Eq. (2) on the stability
of these new solutions. Starting from the different stationary solutions
in Fig. 2a. denoted by roman numerals 𝑖 − 𝑣𝑖𝑖𝑖 . We follow the
( ) ( )
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Fig. 2. Selected families of solutions of the unmodulated system. a. Branches of
different stationary solutions of the CGLE. Inset shows a zoom of the branches that
connect different states. The points denoted by roman numerals are later discussed
in Fig. 3. b. Spatial amplitude profile of the solutions as a function of the spatial
period 𝐿, starting by the homogeneous solution, point labelled as (𝑎) in the right axis,
and following by points labelled by (𝑏) and (𝑐), previously indicated in figure a. c.
Amplitude of the solutions, varying 𝐿 and following the branches, starting at point (𝑑)
and following the path (𝑒), (𝑓 ) and (𝑔) in figure a. Note that all solutions are unstable.

branches of every solution by scanning the potential amplitude, 𝑚,
for a fixed value of the phase, 𝜙, and for two different values of 𝐿,
aligned with dashed lines in Fig. 2a. Their corresponding growth rate
is provided in Fig. 3b. and 3c.. Note that, in accordance to Fig. 1c.,
the growth rate of the modulated homogeneous solution is in general
reduced increasing 𝑚, see points (𝑖) and (𝑖𝑖) in Fig. 3. However, as above
mentioned, modulating the homogeneous solutions does not lead to
stabilisation because this solution disappears in a SN bifurcation with
another solution already existing in the unmodulated system. Thus, our
aim is to find other solutions to be stabilised. Note that these two points
are visually overlapped since the modulation is very small.

Interestingly, among the rich turbulent dynamics of the unmodu-
lated CGLE we unveil families of unstable solutions that eventually
achieve full stabilisation driven by the non-Hermitian potential. Such
3

stabilised solutions do not evolve directly from the homogeneous solu-
tion but from other preexisting solutions of the unmodulated system,
see the ranges marked with a thicker black line in Fig. 3a.

The profiles of the solutions for weak modulations are provided
in Fig. 3 (𝑖) − (𝑣𝑖𝑖𝑖). As already mentioned, (𝑖) and (𝑖𝑖) correspond to
the weakly modulated homogeneous solution. In accordance, we can
observe the appearance of harmonics of the potential modulation with
very small amplitude. For 𝐿 = 15, the stabilised solution emerges from
the unmodulated solution (𝑖𝑖𝑖) in Fig. 2a. The modulated homogeneous
solution (𝑖) and (𝑖𝑖) experience a SN with solutions (𝑖𝑣) and (𝑣) that come
from the same solution solutions since they are in the same branch in
Fig. 2a. Note that this is not true for all values of 𝐿 since the branch
of the solution of (𝑖𝑣) and (𝑣) does not exist for all 𝐿.

We can observe the difference between solution (𝑣𝑖) and (𝑣𝑖𝑖), both
near the same bifurcation point but in different branches and showing
different periods, i.e. solution (𝑣𝑖𝑖) has a double period. In the same
way, apart from the discussed solutions of period 𝐿, we find many
other solutions with period 𝑛𝐿, although their detailed analysis may
be addressed in another work.

From the stable solution for 𝐿 = 15 and smoothly scanning the
period 𝐿, we can find the stable range for a periodicity 𝐿 = 14.6
and follow its branch by scanning the modulation amplitude 𝑚. Note
that this stable solution does not emerge from the same branches of
unmodulated solutions as for 𝐿 = 15. See points (𝑖𝑖𝑖), (𝑣𝑖) and (𝑣𝑖𝑖), and
(𝑣𝑖𝑖𝑖) in Fig. 3a.

Focusing the study on this particular stable solution, we determine
the stability ranges in the modulation parameter space (𝑚,𝜙,𝐿) to
assess the robustness of the proposal. We follow the proposed sta-
ble solution to build the stability charts for different periodicities 𝐿,
mapped in the (𝑚,𝜙) plane. We restrict the values of the modulation
amplitude avoiding local losses, i.e. for a value of 𝑚 lower than the
homogeneous normalised gain (𝑚 < 1). The results are presented
in Fig. 4, showing extended stabilisation areas for a wide range of
periodicities. We observe that such areas shrink above and below the
optimised ranges of 𝐿 up to disappear for 𝑚 < 1. Moreover, we note
that stabilisation is found even for very tiny modulations of gain and
refractive index, up to only a 5% modulation amplitude for some cases.
Two different cases can be differentiated, i.e. in-phase and anti-phased
real and imaginary parts of the complex potential. In the in-phase case,
for 0 < 𝜙 < 𝜋∕2, stability extends from small to large values of 𝑚
and 𝜙 values from 0.5 to 1. In the anti-phase case, for 𝜋∕2 < 𝜙 <
𝜋, stabilisation is found even for lower amplitude values for selected
periodicities. The robustness and high efficiency of the stabilisation
scheme has also been numerically checked by direct propagation of the
solution with a random noise. Moreover, the system tends to this stable
solution from the MI of the homogeneous state.

Increasing the spatial periodicity 𝐿 for fixed values of 𝑚 and 𝜙,
stability reappears in isolated areas that open and close by Saddle–
Node bifurcations. The stable solution becomes continuous for large
enough values of 𝐿, i.e. for infinitely extended systems and systems
with periodic boundary conditions with large enough periodicities. We
depict four different branches, as an example in Fig. 5. From lower to
higher values of 𝐿 we first find a closed loop that corresponds to the
solution that we previously studied, see solution (𝑖). in accordance with
previous results of Fig. 4 we see no stability for this pair of parameters.
In addition, we find a stable branch that evolves either towards a
unstable Localised Solution (LS) over a zero background, on one side,
or generates non-isolated loop-like branch. A particular stable state is
shown in panel (𝑖𝑖). We also find a simple branch isolated by two SN.
A zoom of this branch is shown in the inset and the solution for a
particular 𝐿 value is plotted in (𝑖𝑖𝑖). Last, when increasing 𝐿 we find a
big area of stability. For this case we also provide a zoom of the branch
and two different solutions of this branch, (𝑖𝑣) and (𝑣). Inspecting the
solutions of the different panels we can recognise that the solutions
may arise from a snake bifurcation structure with the number of ripples
increasing between branches.
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Fig. 3. Selected families of solutions of the modulated system. a. Norm vs. modulation amplitude 𝑚 with fixed 𝜙 = 2. Thicker black lines correspond to stable solutions. The
spatial profile of the field of the points labelled (𝑖) − (𝑣𝑖𝑖𝑖), is provided in the corresponding separate panels, where the solid-dashed–dotted lines correspond to absolute value-real
part-imaginary part. b. and c. Maximum growth rate for the solutions in a. for different periodicity 𝐿 = 15 and 𝐿 = 14.6. The labels (𝑖)−(𝑣𝑖𝑖𝑖) correspond to the modulated solutions
deriving from (𝑖) − (𝑣𝑖𝑖𝑖) in Fig. 2a.
Fig. 4. Stability chart for the family of solutions in the modulation amplitude, phase
plane (𝜙,𝑚). These different panels indicate the stability region of the same solution
for different values of the periodicity 𝐿.

Trivially, analogous stabilisation results may be proven for smaller
values of the self-focusing coefficient but also for higher ones, cor-
responding to less and more unstable situations, respectively. This is
shown in Fig. 6, where all three diagrams corresponding to different 𝐿
values and fixed 𝑚 and 𝜙 values, show stable solutions. We observe that
stable solutions appear for smaller 𝐿 values when 𝛼 is increased. This
may be attributed to the fact that for higher values of 𝛼, the unstable
wavevector range of the CGLE is larger, 0 < 𝑘2𝑢𝑛𝑠 < 2𝛼, see [43], and
stable solutions with a smaller period are found. Keeping in mind that
the coupling vector of the potential is 𝑞 = 𝜋∕𝐿 hints that is plausible
that 𝐿 must decrease. We show three examples of stable solutions
4

in panels (𝑖) − (𝑖𝑖𝑖). These three solutions are connected through the
parameter space.

2.1. Generality of the proposal

First, we can generalise the CGLE to its fractional counterpart, that
consider different diffraction laws. Recently, fractional versions of some
of the most universal equations are attracting interest. This is the
case for the Fractional Schrödinger and Fractional Ginzburg–Landau
equation that have been studied in mathematics [44,45], finding also
its applications in physics [46–49]. The Fractional Complex Ginzburg
Landau Equation (FCGLE) can be written in the following form:

𝜕𝐴
𝜕𝑡

= (1 − 𝑖𝛼)
(

1 − |𝐴|2
)

𝐴 + (𝑖 + 𝑑)
(

∇2)
𝛽
2 𝐴 + 𝑉 (𝐫, 𝑡)𝐴, (3)

where the fractional derivative is defined as the integral operator by
the Fourier Transform:
(

−∇2)
𝛽
2 𝐴 = 1

2𝜋 ∬ 𝑑𝐤𝑑𝐫′ |𝐤|𝛽 exp
[

𝑖𝐤
(

𝐫 − 𝐫′
)]

𝐴
(

𝐫′
)

. (4)

We have checked the effect of the potential for different values of
𝛽 corresponding to different dispersion laws. We found stable solutions
for fixed values of the parameters of the potential. In Fig. 7 we show
different profiles of stable states for different fractional orders. We see
that we can stabilise two different families of solutions, for instance
states (𝑖) − (𝑖𝑖𝑖) and (𝑖𝑣) − (𝑣𝑖). Although we have not been able to find
stable solutions in between for 1.3 ≳ 𝛽 ≲ 1.75 by direct propagation,
maybe both solutions are connected through several SN. The study of
the branch structure of the system would correspond to another work.

We can also extend the proposal to higher dimensions using the
same fundamental equation, the CGLE but in a 2D space, and second
we apply it to a laser system that not only involves a unique field but
also a second extended variable, the density of the carrier inversion.

In the 2D case, the potential is the one considered in the unidi-
mensional case applied to both spatial directions and can be written as
𝑉 (𝑥, 𝑦) = 𝑉 (𝑥)+𝑉 (𝑦). In an analogue manner, such a potential stabilises
already existing solutions or creates new stable ones that are easily
excited via MI. see Fig. 8. A more exhaustive study for the 2D case
could be addressed in another work, although the study of the 1D case
gives us a very good glimpse on the stabilising behaviour for two spatial
dimensions.
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Fig. 5. Periodic solutions as a function of the potential periodicity 𝐿. Branches of different solutions of the modulated system with 𝑚 = 0.2 and 𝜙 = 2. The spatial profile of the
field of the points labelled (𝑖) − (𝑣𝑖𝑖𝑖), is provided in the corresponding separate panels, where the solid-dashed–dotted lines correspond to absolute value-real part-imaginary part.
Fig. 6. Periodic solutions as a function of the Self-focusing parameter. Branches of different stable solutions of the modulated system with 𝑚 = 0.7 and 𝜙 = 0.7. The spatial profile
of the field of the points labelled (𝑖) − (𝑖𝑖𝑖), is provided in the corresponding separate panels, where the solid/dashed/dotted lines correspond to absolute value/real part/imaginary
part.
Fig. 7. Spatial field profiles of stable solution for different 𝛽 values. Solid-dashed–
dotted lines correspond to absolute value-real part-imaginary part. (𝑖): 𝛽 = 1. (𝑖𝑖):
𝛽 = 1.1. (𝑖𝑖𝑖): 𝛽 = 1.2. (𝑖𝑣): 𝛽 = 2. (𝑣): 𝛽 = 1.9. (𝑣𝑖): 𝛽 = 1.8. 𝐿 = 14.8, 𝑚 = 0.7 and
𝜙 = 0.8 for all panels.

The dynamics of VCSELs can be described in a simple approximation
5

by the CGLE when only the electromagnetic field is considered. How-
ever, the model is only useful for particular cases when VCSELs act as
Fig. 8. Stable solution for the 2D CGLE. a. Absolute value of a stable field in 2D for
𝑚 = 0.4, 𝜙 = 0.85 + 𝜋 b. Cross section at 𝑦 = 0 with similar structure as the one found
in the modulated 1D CGLE system. 𝛼 = 0.7.

class A lasers. A more physical model of these devices should contain
equations for both, field and population inversion of carriers, the carrier
density. The model corresponds to class B lasers with higher instability.
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Fig. 9. a. Transient evolution of the field profile from a turbulent state of the autonomous system to the stable stationary state when the potential is applied and its destabilisation
when the potential is removed. b. Temporal evolution of the central point (𝑥 = 0) and potential amplitude, 𝑚, applied. Panels correspond to snapshots of the field profile intensity,
real and imaginary parts of the field at different temporal instants showing (𝑖) turbulence (𝑖𝑖) transition to stabilisation, (𝑖𝑖𝑖) stable state and (𝑖𝑣), transition to the turbulent state.
𝜃 = −2, 𝐶 = 0.6, 𝛼 = 2, 𝛾 = 0.01, 𝐼𝑝 = 2 and 𝑑 = 0.052.
The temporal evolution of field and carriers may be described as:
𝜕𝐸
𝜕𝑡

= − [1 + 𝑖𝜃 + 2𝐶 (𝑖𝛼 − 1) (𝑁 − 1)]𝐸 + 𝑖∇2
⊥𝐸 + 𝑉 (𝐫)

𝜕𝑁
𝜕𝑡

= −𝛾
[

𝑁 − 𝐼𝑝 + |𝐸|

2 (𝑁 − 1)
]

+ 𝛾𝑑∇2
⊥𝑁 (5)

Assuming 𝑉 as described in Eq. (2) for a finite-size laser with
boundary contours given by and hipergaussian function, a big region in
parameter space with a stable solution is found. For such parameters
the system stabilises in a short period of time with the introduction
of the potential, while it behaves in a turbulent manner without it,
see Fig. 9. Note the fast temporal evolution of the field towards the
final stable state when switching on the potential and its return to the
turbulent state when turning off the potential.

3. Conclusions

We have uncovered new families of periodic solutions of the CGLE
which stabilisation may be triggered via the introduction of a stationary
periodic non-Hermitian potential. We prove that such potential can
stabilise the system by creating an attractor basin for almost any
periodicity. A comprehensive analysis is performed on the 1D CGLE
showing this effect is robust and efficient, achieving stabilisation for
a wide range of parameters even for a small modulation. The results
are then extended to 2D systems governed by the CGLE and to the
fractional CGLE. Moreover, the proposal holds also for Ginzburglike
models describing actual systems, for instance a 1D VCEL. According
to the universal character of the CGLE, we expect the present study
to be useful to avoid turbulent regimes in different physical systems,
among which lasers.

4. Numerical methods

4.1. Stationary solutions

Our purpose is to find stable solutions of Eq. (1) to prevent the
system from entering into a turbulent state, which is the case for the
unmodulated problem. This stable states must be, at least, stationary
solutions. These solutions are sought by numerically solving the model.
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We look for solutions of the form 𝐴 (𝐫, 𝑡) = 𝐴 (𝐫) exp (𝑖𝜔𝑡) where 𝜔
corresponds to its characteristic frequency. Following [42], this leads
to:

0 ≡ 𝑀 (𝐴,𝜔) = (𝑖 + 𝑑) ∇2𝐴 +

+ (1 − 𝑖𝛼)
(

1 − |𝐴|2
)

𝐴 + 𝑉 (𝐫)𝐴 − 𝑖𝜔𝐴. (6)

Using a modified Newton method to solve Eq. (6). In order to do
this we may considering a close guess {𝐴̄, 𝜔̄} of the solution {𝐴,𝜔}. We
can get linearised equations for the correction {𝛿𝐴, 𝛿𝜔} of the guess:

𝟎 =
[

𝑀 ′

𝑀 ′′

]

+
[

𝐵− 𝐶−
𝐶+ 𝐵−

] [

𝛿𝐴′

𝛿𝐴′′

]

+ 𝛿𝜔
[

𝐶
𝐷

]

, (7)

where 𝐵± ≡ 𝑑∇2 + 1 − 2 |
|

𝐴̄|
|

2 + 𝑉 ′ ±
(

𝐴̄′2 − 𝐴̄′′2
)

, 𝐶± ≡ −2𝐴′𝐴′′ ±
(

∇2 − 𝛼 + 𝑉 ′′ + 𝜔
)

, 𝐷 ≡ −𝐴′′ and 𝐸 ≡ 𝐴′. Superscripts ’ and ’’
correspond to real and imaginary parts. The solution is solved by
correcting the guess at each iteration with the calculated corrections
{𝛿𝐴, 𝛿𝜔} until 𝑀

(

𝐴̄, 𝜔̄
)

= 0 for a given precision. One can clearly see
that the system from Eq. (7) is undetermined since we have one extra
unknown. Numerically, the system has 2𝑁𝑥𝑁𝑦 equations. Here 𝑁𝑥 and
𝑁𝑦 correspond to the number of points we take in 𝑥 and 𝑦. Since the
guess solution that we introduce is close to the solution one can fix the
field 𝐴 at one point and so, the correction 𝛿𝐴 will be zero at that point,
reducing one unknown. So for that equation one can calculate 𝛿𝜔 and
then use this correction of the propagation constant to calculate the rest
of corrections.

4.2. Linear stability analysis

In order to study the stability analysis of the stationary solutions
we consider the standard linear stability. To do this we consider a
small perturbation of the stationary state 𝐴 = 𝐴̄(𝑥, 𝜔) + 𝑎𝑒𝜆𝑡 + 𝑏∗𝑒𝜆∗𝑡.
Where 𝐴̄ (𝑥, 𝜔) is the stationary solution and 𝑎 and 𝑏 are the small
perturbation eigenfunctions (|𝑎| , |𝑏| ≪ |

|

𝐴̄|
|

) and the real part of the
Lyapunov exponents, 𝜆 determine the stability. Substituting the per-
turbed state into Eq. (1) we obtain a linear eigenvalue problem that
be solved numerically. Stability of the solutions is also tested by direct
propagation.
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