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Abstract

Stellar chemical composition can be deduced from the observed stellar spec-
tra, with the help of theoretical stellar model atmospheres. Model atmo-
spheres describe physical conditions in the stellar atmosphere, thus our
knowledge about stellar abundances relies firmly on the accuracy and real-
ism of the physical ingredients that are put into such models. Unfortunately,
current commonly used model atmospheres make many simplifications to
the real physical picture. For example, it is normally assumed that stel-
lar atmospheres are one-dimensional (either plane-parallel or spherical) and
hydrostatic. On the other hand, phenomena related with non-local thermo-
dynamic equilibrium (NLTE) spectral line formation are equally important
in real stellar atmospheres and therefore should be properly taken into ac-
count when studying abundances of chemical elements. Unfortunately, this
is not always the case and thus simplifications are made in this context as
well.

In this thesis we investigate the role of convection and non-local ther-
modynamic equilibrium in the formation of spectral lines taking place in
stellar atmospheres. The influence of convection is assessed by analyzing
differences in the elemental abundances obtained by using 3D hydrodynam-
ical and classical 1D hydrostatic stellar model atmospheres, for a number
of astrophysically important chemical elements and different types of stars.
This is done by focusing both on the theoretical aspects of spectral line
formation with the 3D hydrodynamical model atmospheres, and by evalu-
ating the size of these effects in the atmospheres of real stars that belong
to Galactic globular clusters 47 Tucanae (47 Tuc) and NGC 6752. In a
similar fashion, the role of non-local thermodynamic equilibrium effects is
investigated by focusing on differences in the elemental abundances derived
assuming LTE and NLTE spectral line formation, by using classical 1D
model atmospheres. The importance of NLTE effects is assessed by study-
ing chemical composition of Galactic globular cluster stars, located both on
the main sequence and red giant branch. Finally, we derive abundances of
several important elements in the atmospheres of stars of Galactic globu-
lar clusters 47 Tucanae (47 Tuc) and NGC 6752, by taking into account
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spectral line formation in 3D and NLTE.

The main results obtained in this work are: (1) the magnitude of the
3D–1D abundance correction (i.e., difference between the abundances in-
ferred from the same spectral line of a given element using 3D hydrody-
namical and classical 1D model atmospheres) depends on the excitation
potential, and wavelength of a given spectral line, as well as on the meta-
llicity of the model atmosphere. For the red giant stars at solar metallicity
([M/H]= 0.0), the 3D–1D abundance corrections in case of weak lines are in
the range of +0.05 to −0.10 dex for neutral atoms and 0.0 to −0.15 dex for
singly ionized atoms, whereas at [M/H] = −3 the 3D–1D abundance cor-
rections reach −0.6 dex for neutral atoms and −0.15 dex for ions. For the
metall-poor ([M/H] = −2) main sequence stars, the 3D–1D abundance cor-
rections reach −1.1 dex for the spectral lines of neutral atoms. Obviously,
such large differences at lower metallicities can not be neglected in the con-
text of stellar abundance work. (2) In the atmospheres of red giant stars,
large 3D–1D abundance corrections are caused mainly by the horizontal
temperature inhomogeneities arising from the convective motions in stel-
lar atmospheres. Differences in the temperature stratifications between the
average 3D and 1D model atmospheres play an important, albeit typically
smaller, role. The situation is different in main sequence stars, however: in
this case it is the difference between the temperature profiles that provides
the largest contribution towards the total 3D–1D abundance correction, es-
pecially at lowest metallicities. (3) NLTE effects are very important in the
formation of spectral lines of sodium and oxygen in the atmospheres of main
sequence turn-off (TO) stars in the Galactic globular cluster 47 Tuc. In this
case, the differences between the abundances derived with NLTE and LTE
approaches may reach∆1D NLTE−1D LTE ≈ −0.35 dex for sodium infrared dou-
blet lines located at 818.3 and 819.5 nm, and ∆1D NLTE−1D LTE ≈ −0.20 dex
for the oxygen infrared triplet at 777 nm. The role of convection in the spec-
tral line formation is significantly less important in the atmospheres of these
stars: the differences in the abundances of sodium and oxygen inferred from
the same spectral lines with the 3D hydrodynamical and 1D classical model
atmospheres are ∆3D−1D ≈ +0.02 dex and ∆3D−1D ≈ +0.05 dex, respec-
tively. (4) We determined abundances of lithium, oxygen, and sodium in
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the atmospheres of 110 turn-off stars in the globular cluster 47 Tuc, taking
into account both NLTE and 3D effects. The determined abundances span
the following ranges (as indicated by the numbers after the plus-minus sign,
which give the standard deviation of the respective abundance variation in
the entire sample of studied stars): ⟨log ϵ(Li)⟩ = 1.78 ± 0.18, ⟨

[O/Fe]⟩ =
+0.28±0.16, and ⟨

[Na/Fe]⟩ = +0.11±0.15. We also determined abundances
of lithium, sodium, and barium in the atmospheres of 8 red giant stars in
the globular cluster NGC 6752, again taking into account both NLTE and
3D effects: ⟨log ϵ(Li)⟩ = 0.74±0.23, ⟨[Na/Fe]⟩ = +0.03±0.28, and ⟨

[Ba/Fe]⟩
=+0.10 ± 0.06.
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Introduction

Motivation
Knowledge of chemical composition of stars in different stellar populations
provides us with the information about the chemical evolution of the Uni-
verse. Determination of stellar chemical composition relies on our inter-
pretation of spectral lines and assumptions about the physical conditions
in the models used to interpret the observed data. These assumptions –
and amongst them, sets of equations relating different thermodynamical
(temperature, pressure, density, etc.) and hydrodynamical (e.g., velocity)
quantities and their distribution in space and time – is what defines the
properties of a given model atmosphere. Obviously, the realism of physics
taken into the account in stellar model atmospheres determines how reliable
our knowledge of stellar abundances is.

The first stellar model atmospheres were built on a number of simpli-
fications made to the real physical picture, mainly due to computational
reasons: thermodynamic quantities were described as one-dimensional func-
tions of radial distance in the stellar atmosphere (hence their name one-
dimensional, or 1D, model atmospheres), neglecting any time dependencies
and/or horizontal inhomogeneities. However, even a short glimpse at a se-
quence of high resolution solar photosphere photographs showing constantly
changing patterns of granules and sunspots would provide a clear indica-
tion that outer layers of stellar atmospheres are far from being static and
homogeneous. Convection being the crucial energy transport mode in the
outer layers of solar type stars creates, for example, horizontal temperature
inhomogeneities, shock waves, and is intrinsically variable in time.

One should also note that convection is a non-local process, in a sense
that physical properties and velocity profile of the convective flow are de-
termined not only by its immediate surroundings but also by the physical
conditions in more remote (e.g., deeper) atmospheric layers. Nevertheless,
one of the most widely used physical descriptions of convection in the clas-
sical 1D model atmospheres – the mixing-length theory – treats convection
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as a strictly local process. It is not surprising then that already the earliest
attempts to model convection with the 3D hydrodynamical model atmo-
spheres produced average temperature stratifications that were very differ-
ent from those predicted by the 1D models utilizing mixing-length theory
(see, e.g., Nordlund 1982).

Any spectral line formed in convective stellar atmosphere is expected to
be asymmetric and blue-shifted, due to larger contribution from the rising
hot convective cells. High resolution spectral observations of the Sun and
other stars show that spectral lines are indeed asymmetric and blue shifted
(Gray 2005, 2012; Gray et al. 2008). While classic 1D stellar atmosphere
models are unable to predict asymmetric spectral line profiles, hydrody-
namic 3D model atmospheres naturally produce spectral line asymmetries,
in accord with observations. For example, Ramı́rez et al. (2010) and Klevas
et al. (2013) successfully reproduced spectral line bisectors in the observed
spectrum of a bright metal-poor red giant HD 122563, with more such stud-
ies currently in progress.

One of very important observational tests to verify the predictions of
stellar model atmospheres is their capability to correctly reproduce limb
darkening observed in real stars. Limb darkening is a property common
to any star: looking away from the center of a stellar disk (i.e., at higher
inclination angles) the observer would see radiation from higher and cooler
atmospheric stellar layers, which would result in a reduction of radiation
intensity. In this way, stellar limb darkening is a sensitive probe of the
temperature gradients in stellar atmospheres. The most comprehensive ob-
servations of the limb darkening law are currently available for the Sun but
interferometers are already providing similar observations for other stars.
For example, Asplund (2009) shows that 3D hydrodynamic models pre-
dict solar limb darkening in very good agreement with the observations.
Hayek et al. (2012) investigated two late-type dwarfs and concluded that
limb darkening law predicted by the 3D hydrodynamical model atmospheres
provided much better fit to the observations compared to the predictions
of classical 1D model atmospheres.

Very importantly, numerous recent studies point towards significant dif-
ferences that must be expected between the stellar abundances derived us-

14



ing 3D hydrodynamical and classical 1D model atmospheres (Collet et al.
(2007, 2009); González Hernández et al. (2009); Ramı́rez et al. (2009); Be-
hara et al. (2010); Kučinskas et al. (2013); Dobrovolskas et al. (2013); see
also Asplund (2005) for a review of earlier work). These differences become
larger at lower metallicities and at their extremes may reach 1 dex (!).

A detailed early investigation of the interplay of convection and spectral
line formation, as well as of the resulting implications on stellar abundance
derivations, was performed by Collet et al. (2007) who showed that differ-
ences in the abundances predicted by the 3D and 1D model atmospheres
of red giant stars may reach −1 dex, with the largest discrepancies seen at
lowest metallicities ([M/H] 1 = −3.0). 3D hydrodynamical models predict
lower temperatures in the outer layers of stellar atmospheres where lines
of molecules and neutral atoms form, therefore these chemical species must
be particularly sensitive to convection effects (Asplund 2005; Collet et al.
2007; Kučinskas et al. 2013; Dobrovolskas et al. 2013).

It is clear that the adoption of 3D stellar atmosphere models in the stel-
lar abundance analysis work is crucial. This may be especially important
for studies of stellar populations at lowest metallicities (i.e., the oldest pop-
ulations) – such as Galactic halo stars and Galactic globular cluster (GGC)
stars. For these objects, differences in the abundances predicted with the
3D hydrodynamical and classical 1D model atmospheres are largest, which
may potentially have important implications to the understanding of early
nucleosynthesis in our Galaxy and beyond.

3D hydrodynamical effects aside, many of the abundance studies so far
have been made assuming local thermodynamic equilibrium (LTE) in the
spectral line synthesis calculations. Non-equilibrium effects in the radia-
tion transfer, however, may become especially important at low metallicity,
owing to the lower opacities (e.g., overionization by the UV photons; see,
e.g., Asplund 2005; Mashonkina et al. 2011, for more details). Deviations
from the LTE also occur because of the lower electron number density in
the stellar atmospheres at lower metallicities, which may make the elec-
tron collisions with atoms and ions less efficient and, in turn, may lead to
further departures from LTE. Since the oldest Galactic populations have

1[M/H] = log[N(M)/N(H)]⋆ - log[N(M)/N(H)]⊙.
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metallicities that are significantly lower than solar it is clearly desirable to
use NLTE approach for the determination of elemental abundances in their
atmospheres.

It would be thus timely to re-analyze in a systematical and homogeneous
way the abundances of various chemical elements in the Galactic globular
clusters, employing for this purpose state-of-the-art 3D hydrodynamical
atmosphere models together with NLTE analysis techniques, and to assess
the importance of convection and non-equilibrium radiation transfer on the
spectral line formation and subsequent abundance determinations.

In this Thesis we performed a theoretical investigation of the impact of
convection on the spectral line formation in LTE, by analyzing differences in
the abundances of chemical elements predicted with the 3D hydrodynamical
and classical 1D model atmospheres of the main sequence turn-off (TO) and
red giant branch (RGB) stars. We also applied 3D hydrodynamical model
atmospheres and 1D NLTE spectral line synthesis to study the abundances
of light (lithium, oxygen, sodium) and heavy (barium) chemical elements
in the atmospheres of stars that belong to two Galactic globular clusters:
NGC 6752 (a representative halo globular cluster) and 47 Tuc (NGC 104,
representative bulge globular cluster).

Novelty
Research done in this Thesis is new in several key aspects which are listed
below:

1. Systematical theoretical investigation of the role of convection in the
formation of spectral lines taking place in the atmospheres of stars
from the main sequence turn-off point to the red giant branch tip was
performed for the first time. In this context, we studied so far the
largest sample of chemical elements and their (fictitious) spectral lines
characterized by different excitation potentials and wavelengths, at
different metallicities.

2. At lowest metallicities, the influence of convection on the spectral line
formation in the atmospheres of red giant branch stars occurs mostly
via horizontal temperature fluctuations, while in the main sequence

16



stars the difference between the temperature profiles in the average
3D and 1D model atmospheres may become an equally important (and
sometimes even dominant) contributor.

3. We demonstrate that differences in the spectral line strengths pre-
dicted by the 3D hydrodynamical and classical 1D model atmospheres
may depend strongly on the line excitation potential and wavelength.
At the same time, we show that at any given metallicity the size of
these differences may vary dramatically from one chemical element to
another.

4. 3D+NLTE abundances of Li, O, Na, and Ba (i.e., 1D NLTE abun-
dances corrected for the 3D hydrodynamical effects) were determined
for the first time in the atmospheres of main sequence turn-off point
and red giant branch stars belonging to the Galactic globular clus-
ters 47 Tuc and NGC 6752. The number of investigated stars (110 in
47 Tuc, and 8 in NGC 6752) makes these stellar samples the largest
to date investigated in the Galactic globular clusters with the aid of
3D hydrodynamical stellar model atmospheres.

5. We find that in case of O, Na, and Ba lines the differences in the
line strengths predicted with the 3D hydrodynamical and 1D hydro-
static model atmospheres for the main sequence turn-off point and
red giant branch stars in 47 Tuc and NGC 6752 are small and do not
exceed ∼ 0.1 dex. They are typically significantly smaller than the
1D NLTE–LTE abundance corrections which, for example, in the at-
mospheres of main sequence turn-off point stars in 47 Tuc may reach
−0.20 dex and −0.35 dex in the case of O and Na, respectively.
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Aim of the study
Investigate the nature of convection and non-local thermodynamic equilib-
rium effects in spectral line formation in the atmospheres of main sequence
and red giant branch stars.

Main tasks
1. Study the influence of convection on the formation of spectral lines of

different chemical elements in the atmospheres of different metallicity
main sequence turn-off (TO) and red giant branch (RGB) stars, by
using for this purpose 3D hydrodynamical model atmospheres.

2. Evaluate the importance of 3D and NLTE effects in the spectral line
formation, and determine the abundances of key light and heavy chem-
ical elements in the atmospheres of TO and RGB stars in Galactic
globular clusters 47 Tuc and NGC 6752.

Results and statements to defend
1. The influence of convection on the formation of spectral lines of Si I,

Ti I, Fe I, and Ni I in LTE is largest at lowest metallicities, both in the
atmospheres of main sequence (TO) and red giant branch (RGB) stars:
the 3D–1D LTE abundance corrections for the lowest-excitation lines
(< 2 eV) of Fe I and Ni I reach −0.7 dex and −0.6 dex at [M/H] = −3.0
(RGB stars), respectively, and −1.1 dex for Fe I and Ti I at [M/H] =

−2.0 (TO stars).

2. NLTE effects are significantly more important than those related to
convection in the formation of 777 nm triplet lines of oxygen and
818 and 819 nm lines of sodium in the atmospheres of TO stars in
47 Tuc: the mean 1D NLTE–LTE abundance corrections reach to
−0.35 dex and −0.20 dex for 818 nm and 819 nm lines of sodium and
777 nm triplet lines of oxygen, respectively, while the mean 3D–1D
LTE abundance corrections are considerably smaller, +0.02 dex and
+0.05 dex, respectively.
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3. The 3D + NLTE abundances (i.e., 3D-corrected 1D NLTE abun-
dances) of light elements were determined in the atmospheres of TO
stars belonging to the Galactic globular cluster 47 Tuc. The obtained
average abundances are: ⟨log ϵ(Li)⟩ = 1.78±0.18 (94 objects), ⟨[O/Fe]⟩
= +0.28 ± 0.16, and ⟨

[Na/Fe]⟩ = +0.11 ± 0.15 (110 objects in the lat-
ter two cases), where numbers following the plus-minus sign give the
range of the respective abundance variation in the entire studied stellar
sample, as measured by its dispersion.

4. The 3D + NLTE abundances of lithium, sodium, and barium were de-
termined in the atmospheres of 8 RGB stars belonging to the Galactic
globular cluster NGC 6752. The obtained average abundances are:⟨log ϵ(Li)⟩ = 0.74 ± 0.23, ⟨

[Na/Fe]⟩ = +0.03 ± 0.28, and ⟨
[Ba/Fe]⟩

=+0.10 ± 0.06.

Personal contribution
The author performed 1D LTE, 1D NLTE, and 3D LTE spectral synthesis
calculations and computed 3D–1D abundance corrections for the following
neutral and ionized atomic species: C I, N I, O I, Si I, Si II, Ti I, Ti II,
Fe I, Fe II, Ni I, Ni II, Ba II, and Eu II; he contributed to the analysis of
spectral line formation properties of these elements in the presence of con-
vection in stellar atmospheres (Chapter 2). The author did the abundance
analysis of lithium, oxygen, and sodium based on the GIRAFFE/VLT spec-
tra of 110 TO stars in Galactic globular cluster 47 Tuc, did the 1D LTE,
1D NLTE, and 3D LTE spectral synthesis computations, computed the
3D–1D abundance corrections, studied the role of 3D hydrodynamical and
NLTE effects in the formation of spectral lines of Li, O, and Na taking
place in the atmospheres of these stars (Chapter 3). The author did the
spectroscopic abundance analysis of lithium and sodium in the atmospheres
of 20 RGB stars in Galactic globular cluster NGC 6752, made 1D LTE and
3D LTE spectral synthesis computations, computed the 3D–1D abundance
corrections, studied the role of 3D hydrodynamical and NLTE effects on
the lithium, sodium, and barium spectral line formation taking place in the
atmospheres of these stars (Chapter 3).
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3. Kučinskas, A., Dobrovolskas, V., Lazauskaitė, R., Lindegren, L., Tanabé,
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Thesis outline
The dissertation consists of Introduction, three Chapters, Conclusions,
and References.

In Chapter 1 we describe stellar model atmospheres and spectral line
synthesis codes used in this work. We also outline the concept of 3D–1D
abundance corrections that are used in the forthcoming chapters to assess
the influence of convection on the spectral line formation.
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In Chapter 2 we summarize the results obtained in the investigation of
the role of convection in the spectral line formation, and related implications
on the abundance determinations in TO and RGB stars. Results on red
giant stars presented in this Chapter were published in Dobrovolskas et al.
(2013) and Kučinskas et al. (2013) (the second and third papers in the
publication list presented in Section “Publications on the thesis topic in the
refereed journals” above).

In Chapter 3 we provide results of the application of 3D hydrody-
namical model atmospheres and 1D NLTE spectral line synthesis for the
determination of 3D NLTE and/or 3D + NLTE abundances of selected
key chemical elements in stars of Galactic globular clusters 47 Tuc and
NGC 6752. Results of barium abundance determination in NGC 6752 were
published in Dobrovolskas et al. (2012) (the fourth paper in the list of
refereed publications). Results on the light element abundances in 47 Tuc
are summarized in a paper that is submitted to publication in “Astronomy
& Astrophysics”. (the first paper in the list of refereed papers).
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Chapter 1

Stellar model atmospheres and spectral

line synthesis
Inevitably, we have to rely on theoretical models of stellar atmospheres in
order to derive chemical composition of real stars from their observed spec-
tra. The accuracy to which the chemical composition of stellar atmospheres
can be known is therefore determined by the accuracy of physics that is built
into the current stellar model atmospheres.

The most widely used stellar model atmospheres today – classical hy-
drostatic 1D models – and most sophisticated state-of-the-art model at-
mospheres available today – 3D hydrodynamical models – differ in this
sense significantly. Different assumptions made with the 1D and 3D stellar
model atmospheres may lead to very different results when these model at-
mospheres are used to interpret the observational data. Sometimes, these
discrepancies may reveal the importance of various physical assumptions
that are built into the models in defining the observable properties of the
given model atmosphere. In our study of the influence of convection on the
spectral line formation we thus used two types of model atmospheres, 3D
hydrodynamical CO5BOLD (Freytag et al. 2012) and classical 1D hydrostatic
ATLAS9 (Kurucz 1993) and LHD (Caffau & Ludwig 2007).

After the model atmospheres are computed, radiation transfer prob-
lem can be solved to compute a synthetic spectrum corresponding to the
given model atmosphere. Such spectrum can be further used to analyze
the observed spectrum of a real star, e.g., in order to derive its chemical
composition. To do spectral synthesis calculations, in our study we used
two spectral synthesis codes: MULTI, which allows to synthesize spectral line
profiles of a given chemical element under the assumption of NLTE and by
using classical 1D model atmospheres (Carlsson 1986; Korotin et al. 1999);
and Linfor3D1, which solves the radiation transfer problem in 3D under

1http://www.aip.de/~mst/linfor3D_main.html
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the assumption of LTE.
In this Chapter we describe stellar model atmosphere and spectral line

synthesis codes used in this work. We also outline the concept of 3D–1D
abundance correction which is used to quantify the impact of convection on
the spectral line formation.

1.1 Model atmospheres
In this section we describe stellar model atmospheres used in this work, and
outline the assumptions built into these models to account for the effects of
convection in stellar atmospheres.

1.1.1 ATLAS9 model atmosphere code
ATLAS9, developed by R. Kurucz (Kurucz 1970), is one of the most widely
used classical one-dimensional hydrostatic stellar model atmosphere codes.
It assumes plane parallel atmospheric geometry, horizontal homogeneity of
all thermodynamic parameters, atmosphere in a static state, and a con-
stant chemical composition throughout the simulated atmosphere. The
ATLAS9 model atmosphere is specified by three parameters – stellar atmo-
spheric parameters: effective temperature, Teff, logarithm of gravitational
acceleration, log g, and iron abundance scaling factor, [Fe/H] (simply called
metallicity) , which is applied to all chemical species.

The ATLAS9 stellar model atmosphere is divided into 72 layers in which
the mean Rosseland opacity, τRoss, changes from log τRoss = −6.875 at the
top to log τRoss = +2.00 at the bottom, in steps of ∆ log τRoss = 0.125.
To compute a new model atmosphere, ATLAS9 needs to be provided with a
trial temperature profile (which can be taken, for example, from the exist-
ing model atmosphere grid). Then, temperature in each layer is adjusted
iteratively until the total flux, F, which includes radiative and convective
components, becomes equal to the flux set by F = σ0T 4

eff, where Teff is stellar
effective temperature and σ0 = 5.67 × 10−8Wm−2K−4 is Stefan-Boltzmann
constant. Throughout all our computations we assumed that the model has
converged when the flux error was < 1% and the flux derivative was < 10%
in all atmospheric layers.

Convection in ATLAS9 is described using mixing-length theory (MLT;
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Böhm-Vitense (1958)) which assumes that convective cell moves a distance
l in the atmosphere before releasing its energy budget into and merging
with its surroundings. Distance l is specified in the units of pressure scale
height, Hp, via the relation l = αMLTHp, where αMLT is a mixing-length
parameter. Mixing-length parameter is a free parameter that is calibrated
against observations of real stars, by, for example, adjusting it to repro-
duce the current radius of the Sun. Generally, αMLT lies in the range of
αMLT = 1 . . . 2, with higher numbers meaning less efficient convective mix-
ing and shallower temperature profile in the stellar atmosphere. We used
αMLT = 1.25 in the computations of all ATLAS9 model atmospheres used
in this work. Convectively unstable layers are located rather deep in the
stellar atmosphere, typically, at log τRoss > 1.0, while the spectral lines
usually form in the outer atmosphere (log τRoss < 0.5), so the choice of the
mixing length parameter normally does not have a noticeable influence on
the derived chemical abundances.

In reality, however, convective motions do not abruptly stop at the clas-
sical outer Schwarzschild convective boundary and, due to inertia, stellar
matter moves into the convectively stable layers resulting in convective
overshoot. Convective overshoot in the ATLAS9 model atmosphere is de-
fined with a free parameter ranging from 0.0 (overshooting OFF) to 1.0
(overshooting ON), and it defines the distance in the units of convective
cell radius by which the cell penetrates into convectively stable layers be-
fore merging with the surroundings. Although switching this parameter on
helps to better reproduce the temperature stratification and limb darkening
in the Sun, slightly better results are obtained with convective overshoot
switched off in other types of stars, as it was discussed in Castelli et al.
(1997). In this work we therefore calculated all ATLAS9 model atmospheres
with convective overshoot switched-off.

Stellar model atmospheres may be computed with the ATLAS9 code us-
ing solar scaled and α-element enhanced chemical composition, with the
constant enhancement factor of +0.4 dex for all α-elements in the latter
case. Unless stated otherwise, in our study we used α-element enhanced
composition for all ATLAS9 model atmospheres at [Fe/H] < −1 (see also
Chapter 3).
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Opacity in the ATLAS9 models is computed using opacity distribution
functions (ODFs), which sample line opacity at 337 wavelength points ex-
tending from 8.977 nm to 100 000 nm. In our work we used ODFNEW
opacity distribution tables from Castelli & Kurucz (2003).

1.1.2 LHD model atmosphere code
LHD is a classical 1D hydrostatic stellar model atmosphere code which uses
plane parallel geometry (Caffau & Ludwig 2007). Similarly to ATLAS9,
LHD model atmosphere is defined by its effective temperature, surface grav-
ity, and chemical composition. Mixing length theory in the formulation of
Mihalas (1978) is used with the LHD models to calculate convective flux,
thus the mixing-length parameter, αMLT, is one of the input parameters
that needs to be specified beforehand in order to compute any given model
atmosphere with the LHD code. The LHD models used in this work were com-
puted with αMLT = 1 and αMLT = 2. It is important to note that LHD uses
the same equation of state and opacity tables as utilized with the CO5BOLD
code (see Section 1.1.3). This allows, for example, to make a differential
comparison of synthetic spectral lines computed with the CO5BOLD and LHD
model atmospheres, and therefore to assess the influence of convection on
the spectral line formation (see Chapter 2). We did not make differential
comparisons using the ATLAS9 model atmospheres because ATLAS9 models
use different opacities and equation of state compared to those utilized with
either LHD or CO5BOLD.

1.1.3 3D hydrodynamical model atmosphere code CO5BOLD
Convection is a non-local and multidimensional process which may have a
significant impact on the outgoing radiation field and spectral line forma-
tion by producing vertical and horizontal inhomogeneities of various ther-
modynamical and dynamical quantities. Obviously, classical hydrostatic
1D model atmospheres are not able to properly account for such complex
3D hydrodynamical structures. In order to have a better understanding of
the interplay between convection and spectral line formation it is necessary
to simulate convection explicitly, that is, to solve equations of hydrody-
namics and radiation transfer in three-dimensional space and time. This
is done in 3D hydrodynamic stellar atmosphere models. The 3D hydro-
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dynamical model atmosphere code CO5BOLD (COnservative COde for the
COmputation of COmpressible COnvection in a BOx of L Dimensions, L =
2, 3) used in this work solves coupled non-linear equations of compressible
hydrodynamics in an external gravity field together with radiation trans-
fer equation. Hydrodynamic part contains equations of mass conservation,
energy conservation, and momentum conservation, as follows

∂ρ

∂t
+
∂

∂x
(ρvx) +

∂

∂y
(ρvy) +

∂

∂z
(ρvz) = 0 (1.1)
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Magnetic field and stellar rotation were not considered in the simula-
tions done in this work although, in principle, CO5BOLD has an option to
include magnetic field in stellar atmosphere modeling. Atmospheric mo-
dels were computed using ”box-in-a-star” setup in which the portion of
modeled stellar atmosphere is small compared to the size of a star itself,
so that Cartesian geometry could be used. The simulation box had open
boundaries (matter was allowed to enter and leave simulation box) in the
vertical direction, and periodic boundaries (matter leaving the box is enter-
ing from the opposite side) in the horizontal direction. Radiative opacities
in our CO5BOLD simulations were computed using opacity binning technique
which is described in detail in Nordlund (1982); Ludwig (1992); Ludwig et
al. (1994); Vögler et al. (2004). Scattering was treated as true absorption
throughout all CO5BOLD simulations.

3D atmospheric structure (i.e., spatial distribution of thermodynamic
and hydrodynamic quantities) calculated for a given single instant in time
is called a snapshot. Generally, full CO5BOLD simulation run of a particular
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Fig. 1.1. CO5BOLD snapshot selection. Small black solid circles show full temporal
sequence of a typical CO5BOLD simulation run and highlight the temporal variation
of the radiative flux, Frad, normalized to the nominal flux, F0 = σT 4

eff. Large
full red circles mark the snapshot subsample selected from the full simulation
run for the spectral line synthesis computations. Atmospheric parameters of this
particular model atmosphere are given in the upper left corner of the figure.

model atmosphere consists of several hundred snapshots. Spectral line syn-
thesis utilizing the 3D hydrodynamical model atmospheres (see sect 1.2.2)
is a very time consuming task and thus, to reduce the computational load,
usually only a small subsample of snapshots is used in the spectral line syn-
thesis calculations (Fig. 1.1). The selection of snapshots in our work was
made by requiring that the average properties (average Teff, Teff root-mean-
square distribution, velocity field) of this smaller subsample should match
as closely as possible those of the full simulation run.
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1.2 Spectral synthesis

1.2.1 1D NLTE spectral synthesis code MULTI
In order to solve the radiation transfer problem and compute the spectral
line profiles of interest, it is necessary to know the population numbers of
atomic levels involved in the given transition. In LTE, population numbers
can be computed in a straightforward way by using the Boltzmann-Saha
equation. Since in real stellar atmospheres physical conditions in the line
forming layers may deviate from the LTE significantly, it is necessary to
solve statistical equilibrium equations in order to obtain population num-
bers for each atomic level throughout the entire line formation region in the
stellar atmosphere, i.e., whenever deviations from LTE can be expected.
Assuming that the population of atomic levels does not change in time, the
condition of statistical equilibrium for a multi-level atom can be written as

ni

nl∑
j,i

Pij −
nl∑
j,i

njPji = 0 (1.4)

here ni and nj are the number density of atoms in the energy levels i and j,
respectively, nl is the total number of energy states taken into account, and
Pij is the total rate of the atom transition from level i to j. Rate Pij consists
of radiative transition rate, Rij, and collisional transition rate, Cij:

Pij = Rij + Cij (1.5)

Obviously, the total particle number has to be conserved, thus

nl∑
j=1

nj = ntot (1.6)

here ntot is the total number density of atoms under consideration.
The MULTI code, originally developed by Carlsson (1986), performs the

spectral line synthesis by solving statistical equilibrium equation together
with the radiation transfer equation. Oscillator strengths and ionization
cross-sections for a given atom should be provided in the input files of the
MULTI code. In this work we have used the version of MULTI modified by
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Fig. 1.2. Synthetic spectral lines of oxygen (solid lines) computed with the MULTI
code and compared with the observed solar spectrum (dots). Left: forbidden line
at 630.0 nm, Center: infrared triplet at 777 nm, Right: infrared line at 845 nm.
All synthetic spectral line profiles were computed using solar oxygen abundance
of A(O) = 8.71.

Korotin et al. (1999) which provides spectral line profiles in the output
in addition to the computed line equivalent widths (note that the original
version of the MULTI code produces only equivalent widths).

1.2.1.1 Model atom of oxygen

The model atom of oxygen used in the NLTE spectral synthesis calculations
(Chapter 3) was taken from Dobrovolskas et al. (2013). The model atom of
oxygen used in this work consists of 23 energy levels of O I and the ground
level of O II Mishenina et al. (2000). Additional 48 energy levels of O I and
15 energy levels of the higher ionization stages were included to account for
the particle number conservation. All 46 bound-bound transitions with the
wavelengths shorter than 10 000 nm were used in the calculation of atomic
level population numbers. Ionization cross-sections were taken from the
TOPBASE (Cunto et al. 1993). Rate coefficients for the electronic colli-
sional transitions obtained using detailed quantum mechanical calculations
by Barklem (2007) were used for the lowest seven energy levels of O I. Rate
coefficients for other allowed transitions were approximated by the classical
formula of van Regemorter (1962), while for the forbidden transitions the
formula of Allen (1973) was used, with Ω = 1.

Oscillator strengths of the oxygen lines at 630.0 and 636.3 nm were taken
from Storey & Zeippen (2000), while for the rest of lines we used data from
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NIST. We utilized van der Waals line broadening constants obtained us-
ing quantum mechanical calculations (Anstee & O’Mara 1995; Barklem &
O’Mara 1997). One should note that at higher metallicities Ni I line lo-
cated at 630.0 nm becomes an important contributor to the strength of
forbidden oxygen line at 630.0 nm. To account for the nickel blend, we
used log g f = −2.11 (Johansson et al. 2003) for the Ni I 630.0 nm line
and the nickel abundance of A(Ni) = 6.17 (Scott et al. 2009) in the spec-
tral synthesis calculations. Isotopic splitting into two components with
λ(58Ni) = 630.0335 nm and λ(60Ni) = 630.0355 nm (Bensby et al. 2004)
was taken into account as well.

Since collisions with the hydrogen atoms play an important role in the
atmospheres of cool stars, this effect was taken into account by using the
classical formula of Drawin (1969), in the form suggested by Steenbock &
Holweger (1984) and with a correction factor S H = 1/3. The numerical
value of this coefficient was chosen by comparing predicted and observed
oxygen line profiles in the solar spectrum. In particular, by setting S H = 0.0

it was not possible to reconcile the observed strengths of the IR triplet lines
at 777.1-5 nm and the line at 844.6 nm, as this line and those belonging to
the triplet system would imply different solar oxygen abundance. On the
other hand, when the coefficient was set to 1.0 then the IR triplet was too
weak and did not produce the same abundance estimate as that obtained
from the forbidden oxygen line at 630.0 nm.

To test the model atom, we compared synthetic spectral line profiles
with those observed in the spectrum of the Sun. We used Solar model at-
mosphere from Castelli & Kurucz (2003), together with the chromosphere
model VAL-C and the corresponding depth-dependent microturbulence ve-
locity profile from Vernazza et al. (1981). In addition to testing the realism
of the model atom, this also allowed us to investigate the possible influ-
ence of the chromosphere on the NLTE line formation. Test calculations
showed, however, that the latter effect was very small: the difference in
the equivalent widths of IR oxygen triplet lines computed using the model
atmospheres with and without the chromosphere was less than 1.5%. To
compare theoretical lines profiles with those observed in the spectrum of
the Sun, re-reduced (Kurucz 2006) Kitt Peak Solar Flux Atlas (Kurucz
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et al. 1984) was used (R = 523 000, signal-to-noise ratio S/N = 4000 at
the wavelength of infrared sodium lines). In addition, we compared the
synthetic line profiles computed for the center of the solar disk with the
observed ones taken from the atlas of Delbouille et al. (1973). Synthetic
lines were convolved with the Gaussian profile, to obtain spectral resolution
of the Kitt Peak Solar Flux Atlas, and broadened by 1.8 km s−1 rotational
velocity. We assumed ξmicro = 1.0 km s−1 microturbulence velocity and
ζmacro = 2.0 km s−1 macroturbulence velocity. Solar oxygen abundance de-
rived from the IR triplet lines was A(O)2 = 8.71, which agrees well with
A(O) = 8.71 obtained by Scott et al. (2009) and A(O) = 8.69 recommended
by Asplund (2009). Comparison of the calculated oxygen line profiles with
those observed in the solar spectrum is shown in Fig. 1.2.

1.2.1.2 Model atom of sodium

The model atom of sodium used in the NLTE spectral synthesis calcula-
tions (Chapter 3) was taken from Dobrovolskas et al. (2013). The sodium
model atom consists of 20 energy levels of Na I and the ground level of Na
II (Korotin & Mishenina 1999; Mishenina et al. 2004). Fine splitting has
been taken into account only for the 3p level, in order to ensure reliable
calculations of the sodium doublet transitions at 589 nm. In total, 46 ra-
diative transitions were taken into account for the level population number
calculations. Fixed radiative transition rates were used for other weak tran-
sitions. Photoionization rates were taken from the TOPBASE (Cunto et
al. 1993).

The sodium model atom accommodates new rate coefficients of colli-
sional excitation and ionization by the hydrogen atoms for the lower 9 lev-
els of Na I, which were obtained by Barklem et al. (2010) using quantum
mechanical computations. For other levels, the classical formula of Drawin
has been used in the form suggested by Steenbock & Holweger (1984), with
the correction factor S H = 1/3.

Electron collision cross-sections from Igenbergs et al. (2008) were used
for transitions between the lowest eight energy levels of sodium atom, for a

2Abundance A of element X, A(X,) is defined as A(X) = log ϵ(X) = log(NX/NH) + 12, where
NX and NH are number densities of element X and hydrogen, respectively.
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wide range of impacting electron energies. Electron ionization cross-sections
were also taken from Igenbergs et al. (2008). For the rest of the allowed
transitions we used the relation of van Regemorter (1962), while for the
forbidden transitions the formula of Allen (1973) was utilized.

To test the model atom, we carried out calculations of the spectral line
profiles for the Sun. For the Sun, we used re-reduced Kitt Peak Solar
Flux Atlas (Kurucz 2006). In case of the Sun, synthetic sodium lines
were convolved with the Gaussian profile to obtain the spectral resolu-
tion of the Kitt Peak Solar Atlas, and were further rotationally broadened
by 1.8 km s−1. Microturbulence and macroturbulence velocities were set
to ξmicro = 1.0 km s−1 and ζmacro = 2.0 km s−1, respectively. The aver-
age solar sodium abundance determined from the nine sodium lines (lo-
cated at 514.88, 568.26, 568.82, 588.99, 589.59, 615.42, 616.08, 818.33, and
819.48 nm) and using ATLAS9 model atmosphere was A(Na)(= log ϵ(Na))
= 6.25 ± 0.08 dex which agrees well both with the solar photospheric abun-
dance of A(Na) = 6.24 ± 0.04 dex obtained by Asplund (2009) and with
currently recommended solar abundance of A(Na) = 6.29 ± 0.04 dex from
Lodders et al. (2009).

If the model atom is constructed correctly it must describe adequately
the spectral lines belonging to different multiplets, yielding identical abun-
dance of a given chemical element irrespective to which line of the multiplet
is used. To perform such test, we have chosen lines with different sensitivi-
ties to NLTE effects. For example, sodium lines at 818.3 and 819.4 nm are
known to be very sensitive to NLTE effects while the widely-used lines at
615.4 and 616.0 nm are not subjected to strong deviations from the LTE.
In Fig. 1.3 we show the observed spectrum of the Sun, together with the
synthetic spectral line profiles computed under the assumption of NLTE.
Clearly, synthetic line profiles fit well the observed lines belonging to differ-
ent multiplets. For comparison, we also show the LTE line profile of the line
located at 818.3 nm which is amongst the most sensitive to NLTE effects.
In the case of metal-poor stars, sodium lines at 615.4 and 616.0 nm are too
weak to be measured reliably, thus sodium abundance has to be determined
using stronger lines.
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Fig. 1.3. Synthetic 1D NLTE spectral lines of sodium (solid lines) compared with
the observed solar spectrum (dots). In case of 818 nm line, which experiences
strongest deviations from the LTE, we also show the LTE line profile (dashed
line). All synthetic spectral lines were computed using solar sodium abundance
of A(Na) = 6.25.

1.2.1.3 Model atom of barium

The model atom of barium used in the NLTE spectral synthesis calculations
(Chapter 3) was taken from Andrievsky et al. (2009). It consisted of 31
levels of Ba I, 101 levels of Ba II (n < 50), and the ground level of Ba III. In
total, 91 bound-bound transitions between the first 28 levels of Ba II were
taken into account (n < 12, l < 5). Fine structure splitting was taken into
account for the levels 5d2D and 6p2P0, according to the prescription given in
Andrievsky et al. (2009). We also accounted for the hyperfine splitting of the
barium 649.6910 nm line. Isotopic splitting of the barium lines was ignored.
Owing to the low ionization potential of neutral barium (∼ 5.2 eV), Ba II
is the dominant ionization stage in the line-forming regions of investigated
stars, with n(Ba I)/n(Ba II) . 10−4 throughout the entire atmosphere of the
studied RGB stars (see Chapter 3). We therefore assumed that none of the
Ba I transitions may noticeably change the level populations of Ba II (cf.
Mashonkina et al. 1999). Further details about the barium model atom,
assumptions used, and implications involved can be found in Andrievsky et
al. (2009) and Korotin et al. (2011).
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1.2.2 3D LTE spectral synthesis code Linfor3D
Linfor3D3 is a spectrum synthesis code which utilizes 3D hydrodynam-
ical model atmosphere (e.g., computed with the CO5BOLD code, see Sec-
tion 1.1.3), and solves the radiation transfer equation assuming Cartesian
geometry and LTE. Radiation transfer equation should be solved over the
range of geometrical and optical depths where a non-negligible contribution
to the spectral line formation can be expected. Our spectral synthesis com-
putations were therefore performed in the optical depth range extending
from log τRoss = 2.0 at the inner boundary to log τRoss = −6.0 at the outer
boundary, with a step of ∆log τRoss = 0.08. Radiation transfer equation
was solved along one vertical and two inclined directions, in each case at
four azimuthal angles.

For each selected CO5BOLD snapshot, Linfor3D also computes an average
3D model structure, ⟨3D⟩, by averaging thermodynamic quantities (such as
temperature, pressure, internal energy, etc.) on surfaces of equal optical
depth. Then, spectral line synthesis calculations are performed using the
average ⟨3D⟩ model. Since the average ⟨3D⟩ model is a 1D model atmo-
sphere, it may be used to assess the impact of horizontal inhomogeneities
of thermodynamical and dynamical properties on the spectral line forma-
tion, by comparing the predictions of 3D hydrodynamical and ⟨3D⟩ model
atmospheres (see Chapter 2). Linfor3D also reads in a reference 1D model
atmosphere structure (in our case computed with the LHD code) for which
the spectral line synthesis is done as well, providing a possibility to differ-
entially compare the predictions of full 3D, average ⟨3D⟩, and 1D model
atmospheres.

1.3 Assessment of the influence of convection on

the spectral line formation: the framework
The influence of convection on the formation of spectral lines in stellar at-
mospheres was investigated by using curves-of-growth calculated for a given
chemical element of interest and further used to compute 3D–1D abundance
correction, ∆3D−1D. The abundance correction is defined as a difference in

3http://www.aip.de/~mst/linfor3D_main.html
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the abundance obtained from the given spectral line using the 3D hydro-
dynamical and 1D hydrostatic model atmospheres (see, e.g., Caffau et al.
2011). In reality, theoretical ∆3D−1D abundance correction is obtained by
measuring the difference between the curves-of-growth calculated with the
3D and 1D model atmospheres, with the measurement made at the equiv-
alent width that corresponds to that of particular spectral line of interest
(see Fig. 1.4).

The equivalent width, EW, is defined as:

EW =

∫ λ2

λ1

(
Fc − Fλ

Fc

)
dλ (1.7)

where Fc is the continuum flux and Fλ is the flux in the spectral line, with
the integration made over the entire width of the line profile. Equivalent
width varies slightly from snapshot to snapshot in the 3D hydrodynamical
simulation because the overall atmospheric structure varies in time due to
convective motions. Therefore, the time-averaged equivalent width is re-
quired to compare it with the EW predicted by, e.g., 1D hydrostatic model
atmosphere. Linfor3D computes the equivalent width for every given snap-
shot, and the weighted average equivalent width of the snapshot ensemble
is then obtained as:

⟨EW⟩ =
1
N

∑
i EWiFci

1
N

∑
i Fci

(1.8)

where N is the number of snapshots, EWi is the equivalent width of i-th
snapshot, and Fci is the continuum flux of i-th snapshot in the vicinity of a
given spectral line.

The ∆3D−1D abundance correction accounts both for the horizontal tem-
perature fluctuations in the 3D hydrodynamical models, and different tem-
perature stratifications in the 3D hydrodynamical and classical 1D model
atmospheres. One may investigate the impact of these two effects sep-
arately, by invoking two additional abundance corrections: ∆3D−⟨3D⟩ =

A(X)3D − A(X)⟨3D⟩ which would allow to estimate the input to the total
abundance correction from the horizontal fluctuations, and ∆⟨3D⟩−1D =

A(X)⟨3D⟩−A(X)1D that would measure the impact from the differences in the
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Fig. 1.4. Definitions of the 3D–1D abundance corrections used in this study.
Solid lines with open symbols mark the linear part of the curve-of-growth corres-
ponding to the 3D (black circles), average 3D (⟨3D⟩, red triangles), and 1D (blue
diamonds) model atmospheres, respectively. Abundance corrections are defined
as abundance differences between the curves-of-growth corresponding to different
model atmospheres and measured at a fixed equivalent width.

temperature stratifications of the average ⟨3D⟩ and 1D model atmospheres.
Full abundance correction could be obviously then the sum of the two cor-
rections, i.e., ∆3D−1D = ∆3D−⟨3D⟩+∆⟨3D⟩−1D (see Caffau et al. 2011 for more
details on various definitions and meanings of abundance corrections).

For computing the abundance corrections, in some cases we used ficti-
tious spectral lines, i.e., lines of a given chemical element or molecule for
which the line wavelength, λc, excitation potential of the lower level, χ, and
equivalent width, EW, were selected arbitrarily (see, e.g., Chapter 2). Such
approach allows to investigate the trends of line formation properties over a
wide range of spectral line parameters λc and χ, something that is normally
impossible when using real spectral lines.
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Chapter 2

The influence of convection on the spec-

tral line formation in stellar atmospheres:

theoretical aspects

One of the first studies in which 3D hydrodynamical model atmospheres
were used to investigate the influence of convection on the spectral line
formation was carried out by Collet et al. (2007). The authors studied the
interplay between convection and spectral line formation in the atmospheres
of red giant stars located close to the bottom of the RGB. While this in-
vestigation has revealed that convection may play a very important role
in the spectral line formation, subsequent further studies of this type have
been nevertheless very scarce so far, despite the many important questions
about the interplay of convection and spectral line formation still remaining
unanswered.

We therefore attempted to make a more systematic approach to study
the role of convection in the spectral line formation taking place in the at-
mospheres of different types of stars, including those on the main sequence
and the red giant branch. This was done by focusing on the abundance cor-
rections, i.e., differences in the abundances inferred from the same spectral
line of a given chemical element with the 3D hydrodynamical and classi-
cal 1D model atmospheres. For this purpose, we utilized fictitious spectral
lines (see Section 1.3) of a number of astrophysically important chemical
elements: Li, C, O, Na, Mg, Al, Si, K, Ca, Ti, Fe, Ni, Ba, and Eu. The
results obtained in the course of this study are presented in the forthcoming
sections of this Chapter; some of them were already published in Kučinskas
et al. (2013) and Dobrovolskas et al. (2013).
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2.1 Convection and spectral line formation at

the tip of the Red Giant Branch

2.1.1 Model atmospheres and spectral line synthesis
To investigate the interplay between convection and spectral line formation,
we started by studying the impact of convection on the formation of spectral
lines in the atmosphere of cool red giant star, characterized by the following
atmospheric parameters: Teff = 3660K, log g = 1.0, and [M/H] = 0.0. This
set of atmospheric parameters characterizes a star located near the tip of the
Red Giant Branch. Such objects are common in, e.g., stellar populations of
the most metall-rich globular clusters (e.g., Pal 10, [Fe/H] = −0.1; BH 176,
[Fe/H] = 0.0 Harris 1996). Our goal was to make a differential study, by
comparing the predictions of 3D hydrodynamical and classical 1D model
atmospheres.

The 3D hydrodynamical model atmosphere used in this investigation
was calculated using the CO5BOLD model atmosphere code (Freytag et al.
2012, see also Section 1.1.3). Additionally, we also used classical 1D hy-
drostatic model atmosphere which was computed using the LHD code (see
Section 1.1.2). Both CO5BOLD and LHD model atmospheres were calculated
using the same chemical composition, opacities, and equation of state. The
same input data used with the 3D and 1D model atmospheres allowed us to
make a strictly differential comparison of the spectral line formation, and
to avoid any systematics due to differences in the opacities and/or equation
of state used with the two model atmospheres. In both cases, we used opac-
ities from the MARCS stellar model atmosphere package (Gustafsson et al.
2008) which were grouped into five opacity bins (see Section 1.1.3). Solar
abundances from Grevesse & Sauval (1998) were used in the model atmo-
sphere and spectral synthesis computations, except for carbon, nitrogen,
and oxygen, for which the values from Asplund et al. (2005) were used:
A(C)=8.41, A(N)=7.8, and A(O)=8.67. All model calculations were made
under the assumption of LTE, with scattering treated as true absorption.

Physical dimensions of the red giant model atmosphere simulated with
the CO5BOLD code were 15.6 × 15.6 × 8.6Gm3 in x, y and z direction respec-
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tively, with the numerical resolution of 150×150×151 grid points. Horizon-
tal span of the model was large enough to cover ∼ 10 granules horizontally,
which was necessary to ensure good statistical representation of the overall
granulation pattern.

After the model has reached a relaxed state, it was run for ≈70 days
in stellar time corresponding to approximately 7 convective turnover times
in the stellar model atmosphere. The full model run consisted of about
3600 snapshots (i.e., individual 3D model structures at different instants
in time, see Section 1.1.3), thus carrying out spectral synthesis simulations
for the entire model run would have been too computationally demanding.
Therefore, for the spectral line synthesis we selected a smaller subsample
consisting of 14 snapshots which were spaced by approximately 6 days in
stellar time. Snapshot selection was made to ensure that the distribution
of statistical properties of the smaller subsample (average effective temper-
ature, its RMS, mean velocity and its RMS, etc.) would match those of the
full model run.

In this study we also used average ⟨3D⟩ models. These model atmo-
spheres were computed by horizontally averaging each 3D atmospheric
structure in the subset of fourteen 3D model snapshots selected for the
line synthesis calculations. During this procedure, the fourth power of tem-
perature was averaged on surfaces of equal Rosseland optical depth. The
fourth power of temperature was chosen over the first because in the former
case one may expect to retain better representation of the radiative flux
throughout the model atmosphere (note that radiative flux is proportional
to T 4 but not to T ). On the other hand, we found that differences in the
elemental abundances obtained using the ⟨3D⟩ models computed by aver-
aging the fourth and first powers of temperature were always small (for
example, in case of Fe I and Fe II lines with χ = 0 − 6 eV these differences
were typically much smaller than 0.05 dex). Every ⟨3D⟩ model is a 1D
structure, hence the average ⟨3D⟩ models do not contain information about
the horizontal fluctuations of thermodynamic quantities and velocity fields.
Therefore, they can be used to estimate the role of horizontal fluctuations
on, e.g., the spectral line formation, which can be done by comparing the
predictions of the 3D and ⟨3D⟩ models.
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Synthetic spectral line profiles were computed using the Linfor3D spec-
tral synthesis code (see Section 1.2.2), for the following species: N I, O I,
Si I, Si II, Ti I, Ti II, Cr I, Cr II, Fe I, Fe II, Ni I, and Ni II. These elements
form during different nucleosynthetic cycles and are amongst the most im-
portant in stellar abundance work. For example, N and O represent CNO
elements, Si and Ti are typical α-elements, while Cr, Fe, and Ni are rep-
resentatives of the iron group elements. As it was already mentioned in
the introduction to this Chapter, in our analysis we used fictitious spectral
lines, i.e., lines for which the central wavelength, λc, and excitation poten-
tial of the lower level, χ, were chosen arbitrarily (see Section 1.3). This
method was originally introduced by Steffen & Holweger (2002) and was
subsequently used in many studies, including that of Collet et al. (2007).
The wavelength range of fictitious spectral lines was chosen to cover that of
modern ground-based spectrographs, while the excitation potentials were
selected so that they would sample the entire range of χ values typical
to real spectral lines. Fictitious spectral lines were therefore computed at
λ=400 nm, 850 nm, and 1600 nm, with the excitation potentials ranging
from χ=0 to 6 eV for neutral atoms and χ=0 to 10 eV for ionized atoms,
with a step of 2 eV. The only exceptions were made in the case of oxygen
and nitrogen, the real spectral lines of which are characterized by very high
excitation potentials and therefore in case of these elements χ covered the
range of 0 to 10 eV, just as in the case of ions1. The abundance correc-
tions were computed for the weakest lines (EW < 0.5 pm, normalized to the
equivalent width of a given line at λ = 400 nm), in order to minimize the
influence of microturbulence velocity on the comparison 1D line profiles.

2.1.2 The influence of convection on the atmospheric

structures
One of important consequences of convective motions in stellar atmospheres
is the emergence of large horizontal inhomogeneities (fluctuations) of dy-

1We note that 850 and 1600 nm also mark the wavelengths of the maximum and minimum
bound-free absorption of H− ion, which is the most important contributor to the continuum
opacity in red giant atmospheres at the optical to near-infrared wavelengths. On the other
hand, the continuum opacity at 400 nm is dominated by the contribution from metals. The
choice of the three wavelengths therefore allows to study the interplay between the different
sources of continuum opacity and line formation.
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namical and thermodynamic quantities (Fig. 2.1). Since temperature is one
of the most important parameters controlling spectral line formation, dif-
ferences in the temperature stratifications should lead to different strengths
of the same line in the predictions of 3D, average ⟨3D⟩, and 1D model
atmospheres. In the cool red giant studied here, however, differences be-
tween the temperature profiles of the average ⟨3D⟩ and 1D models are small
(∆T < 200K) in the line forming layers (log τRoss < 1.0) which leads to only
minor differences in the line strengths (and thus, the elemental abundances)
predicted by the ⟨3D⟩ and 1D models.

However, the influence of horizontal temperature inhomogeneities may
have a significant impact on the spectral line formation. The amplitude of
temperature deviation from the average ⟨3D⟩ profile may be defined as

∆TRMS =
√
⟨(T − T0)2⟩x,y,t (2.1)

where ⟨. . .⟩x,y,t denotes temporal and horizontal averaging on surfaces of
equal optical depth, and T0 = ⟨T ⟩x,y,t, is depth-dependent average temper-
ature.

As it may be seen from Fig. 2.1, ∆TRMS gradually decreases from 500K
at log τRoss = 1.0 (inner boundary of the highest excitation spectral line
formation) to 50K at log τRoss = −5.0 (outer boundary of the lowest excita-
tion spectral line formation). Therefore, the largest differences in the line
strength should be expected for lines that form in the deeper atmospheric
layers (i.e., lines characterized with the highest χ).

It is also important to note that there are significant differences in the
number densities of different chemical species predicted by the 3D, average
⟨3D⟩, and 1D model atmospheres (Fig. 2.2). This behavior is defined es-
sentially by differences in the ionization potentials of different atoms, with
species characterized by the lowest ionization potential showing largest sen-
sitivity of their number densities to the temperature fluctuations.
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Fig. 2.1. Top panel: temperature profiles in three model atmospheres of cool red
giant: 3D hydrodynamical (density plot), average ⟨3D⟩ (red solid line, average over
the 14-snapshot ensemble), and 1D LHD (αMLT=1.0; red dashed line). Horizontal
bars indicate approximate formation regions of Fe I and Fe II lines in the 3D
and 1D models, at different wavelengths and line excitation potentials (bars mark
the regions where 90% of line equivalent width is acquired, i.e., between 5% and
95% of the total EW). Bottom panel: RMS horizontal temperature fluctuations
at constant τRoss in the 3D model (black solid line, 14-snapshot ensemble); and
the difference between the temperature profiles corresponding to the average ⟨3D⟩
(14-snapshot ensemble average) and the 1D model atmospheres (blue dashed line).
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Fig. 2.2. Number densities of Fe I and Fe II (top-down), plotted versus τRossfor
three model atmospheres of cool red giant: 3D hydrodynamical (density plot),
average ⟨3D⟩ (solid line, 14-snapshot ensemble average), and 1D LHD (αMLT=1.0;
dashed line). The number densities of Fe I and Fe II are provided as fractions of
the total iron number density, n(Fetot).

2.1.3 The influence of convection on the spectral line for-

mation: abundance corrections for lines of neutral

atoms
The abundance corrections for neutral atoms are shown in Fig. 2.3, where
they are plotted versus the difference between their ionization and excitation
potentials, Eion − χ. In such rendering, it is the difference Eion − χ that
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Fig. 2.3. Abundance corrections for spectral lines of neutral atoms, plotted versus
the difference between their ionization energy and line excitation potential, Eion−χ.
The abundance corrections shown are ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle
column), and ∆3D−1D (right column). Abundance corrections were computed at
three different wavelengths: 400 nm (top row), 850 nm (middle row), and 1600 nm
(bottom row). The ionization potentials of neutral atoms used in plotting this
Figure are provided in Table 2.1.

defines the number density of the neutral atoms per unit mass of chemical
elements which are almost completely ionized in the line forming layers.
The abundance corrections shown in Fig. 2.3 must fall on top of each other
for neutral atoms with the lowest ionization potentials. In the atmosphere
of cool red giant studied here, such neutral elements as Li I, Na I, and
K I are in their minority ionization stage throughout the entire atmosphere
of this particular giant. For these elements, the abundance corrections
∆3D−1D, ∆3D−⟨3D⟩, and ∆⟨3D⟩−1D are in the range of −0.1 . . .+0.05 dex, with
comparable contributions from ∆3D−⟨3D⟩ and ∆⟨3D⟩−1D. All corrections are
slightly more negative at λ = 1600 nm than they are at λ = 850 nm.

On the other hand, atoms with higher ionization potentials are predom-
inantly neutral and for them the abundance correction curves in Fig. 2.3
begin to separate. Such behavior is a consequence of the combined action of
excitation and ionization. Namely, ionization factor dominates over the ex-
citation factor in defining the line opacity, κℓ ∼ exp{+(Eion−χ)/kT }, as long
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Table 2.1. Ionization potentials Eion of selected neutral atoms.
Element Eion, eVa Element Eion, eVa Element Eion, eVa

Li I 5.39 S I 10.36 Mn I 7.43
Na I 5.14 K I 4.34 Fe I 7.90
Mg I 7.65 Ca I 6.11 Co I 7.88
Al I 5.99 Ti I 6.83 Ni I 7.64
Si I 8.15 Cr I 6.77 Zn I 9.39

a NIST database, https://www.nist.gov

as neutral atoms are minority species. Thus, the line opacity decreases with
increasing temperature and low-excitation lines are then most temperature
sensitive. Opposite is true for neutral majority species. Here, excitation
factor dominates over the ionization factor and the line opacity increases
with increasing temperature. In this situation high-excitation lines are the
most sensitive to temperature.

2.1.4 The influence of convection on the spectral line for-

mation: abundance corrections for lines of ionized

elements
Figure 2.4 displays the abundance corrections for selected ionized atoms
(plus N I and O I) plotted versus the excitation potential χ. For ions
representing majority ionization stage their line opacity depends on tem-
perature as κℓ ∼ exp{−χ/kT }. The majority neutral atoms N I and O I
show exactly the same temperature sensitivity and hence their 3D–1D abun-
dance corrections coincide with those of the majority ions. The corrections
are vanishingly small for lines originating from the ground state and in-
crease steadily with the excitation potential: for a number of chemical
elements at χ = 10 eV, ∆3D−⟨3D⟩ correction amounts to ≈ −0.6 dex while
∆⟨3D⟩−1D reaches ≈ +0.2 dex, thus leading to the total abundance correc-
tion of ∆3D−1D ≈ −0.4 dex. For ions that are not pure majority species, the
abundance corrections depend weakly on the ionization potential as well,
thus systematically increasing in absolute size with Eion.

Basically, the curves shown in Fig. 2.4 reflect the temperature sensitivity
of the line opacity. All abundance corrections are close to zero for χ = 0
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Fig. 2.4. Abundance corrections for spectral lines of ionized atoms (plus N I and
O I), plotted versus the line excitation potential, χ (other notations as in Fig. 2.3).

eV, and increase systematically with χ. Since the ⟨3D⟩ model is cooler in
the line forming regions than the 1D model, the same line is weaker in ⟨3D⟩
model than in the 1D model, such that ∆⟨3D⟩−1D is positive. On the other
hand, ∆3D−⟨3D⟩ is negative because the horizontally averaged line opacity in
the 3D model exceeds the line opacity obtained from the horizontally av-
eraged temperature, ⟨κℓ⟩ > κℓ(⟨T ⟩) ≈ κℓ(T⟨3D⟩), essentially due to nonlinear
temperature dependence of κℓ (∂2κℓ/∂T 2 > 0).

In this simple picture, the abundance corrections should be similar for all
wavelengths, since the temperature sensitivity of the line opacity is wave-
length independent (apart from a weak dependence through the stimulated
emission factor). Obviously, this is not the case: the abundance corrections
are much larger in the red at λ 850 nm than in the near-IR at λ 1600 nm,
even though the near-IR lines form at deeper photospheric layers where the
amplitude of the temperature fluctuations is larger (Fig. 2.1, lower panel).
However, it is not the line opacity alone that determines the strength of
a spectral line, but rather the ratio of line to continuum opacity. It turns
out that in this particular model atmosphere of cool red giant the con-
tinuum opacity at λ = 850 nm (due to H− bound-free absorption) is al-
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most independent of temperature, such that the strong T -dependence of
the line opacity dominates the abundance corrections. At λ = 1600 nm,
however, the continuum opacity (due to H− free-free absorption) is strongly
T -dependent, leading to a substantial reduction of the temperature sensi-
tivity of the ratio κℓ/κc, and hence, to much smaller abundance corrections
than at λ = 850 nm.

2.2 Convection and spectral line formation at

the base of the Red Giant Branch
Results obtained in Section 2.1 have shown that convection may indeed play
an important role in the spectral line formation taking place in the atmo-
sphere of cool red giant star located close to the tip of RGB (atmospheric
parameters Teff = 3660 K, log g = 1.0, and [M/H] = 0.0). It is therefore
important to understand whether such conclusion can be extended to red
giant stars characterized with different atmospheric parameters. On the
other hand, it would be especially interesting to investigate the role of con-
vection at different metallicities. In their pioneering study, Collet et al.
(2007) have found that differences in the abundances predicted with the
3D hydrodynamical and classical 1D model atmospheres of red giant stars
strongly depended on the metallicity, and for certain elements could reach
to −1.0 dex at [M/H] = −3.0.

Hence, it would be important to verify these conclusions using a different
set of model atmospheres, and to extend the analysis of Collet et al. (2007)
by focusing on a larger number of chemical elements and wider range of
spectral line parameters. Results obtained during this investigation are
provided in Sections 2.2.1–2.2.6 below.

2.2.1 Model atmospheres
The 3D hydrodynamical models used in this part of our study were taken
from the CIFIST model atmosphere grid which cover stars on the main
sequence, subgiant, and red giant branches (Ludwig et al. 2009). The model
atmospheres were computed using the 3D hydrodynamical CO5BOLD model
atmosphere code in the “box-in-a-star” setup, where part of the stellar
atmosphere modeled is small compared to the size of a star itself (Freytag

49



et al. 2012). The simulations were performed on a Cartesian grid of 160 ×
160×200 grid points in x, y, z direction, respectively. Other properties of the
model calculations were very similar to those used to compute the model
of cool red giant studied in Section 2.1. Namely, the model box had open
upper and lower boundaries (matter was allowed to enter and leave the
simulation box freely), and periodic boundaries in the horizontal direction
(matter leaving the box on one side was entering it again from the opposite
side). We used monochromatic opacities from the MARCS stellar atmosphere
package (Gustafsson et al. 2008) which were grouped into a smaller number
of opacity bins using the opacity binning technique (Nordlund 1982; Ludwig
et al. 1994; Vögler et al. 2004), with five opacity bins for the [M/H] = 0.0

model and six bins for the [M/H] = −1.0, −2.0, and −3.0 models. Solar-
scaled elemental abundances used were those from Asplund et al. (2005). It
is important to stress that we also applied a constant enhancement in the
alpha-element abundances of [α/Fe] = +0.4 for the models at metallicities
[M/H] ≤ −1.0. All model simulations were performed under the assumption
of local thermodynamic equilibrium, LTE. Scattering was treated as true
absorption and magnetic fields were neglected.

Parameters of the individual 3D model atmospheres used in this work
are provided in Table 2.2. One may notice that each model is characterized
by slightly different average effective temperature, ⟨Teff⟩. This is because
effective temperature is not the input parameter for calculating 3D model
atmosphere with the CO5BOLD code. Instead, one sets the value of entropy
of inflowing gas at the bottom of the model atmosphere. Eventually, this
determines radiative flux at the outer boundary and thus - the effective
temperature of a given model. Another important aspect is that radiative
flux leaving the model atmosphere is subject to random spatial and tem-
poral fluctuations, due to stochastic nature of convection, which causes the
effective temperature to fluctuate, too. Therefore, the effective temperature
of the 3D hydrodynamical model atmosphere can not be set in advance and
should be fine-tuned by adjusting the entropy flux at the lower boundary
of the model atmosphere. Note, however, that differences between the av-
erage Teff of individual 3D model atmospheres are small (< 30K), while the
effective temperatures of all models are very close to the target value of
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Teff = 5000K (Table 2.2).

In our further analysis we have used 3D models which were computed
after ≈40 days in stellar time, counting from the start of the calculation
run. This was done to ensure that the 3D hydrodynamical models used
in the analysis have reached full relaxation. This part of the simulation
run spanned ≈8.4 days of stellar time at solar metallicity and ≈7 days at
[M/H] = −3.0, with a time step of ≈3 minutes in stellar time.

The average ⟨3D⟩ models used in this part of our study were computed
by horizontally averaging each 3D model structure in the subset of twenty
3D model snapshots selected for the spectral line synthesis calculations (see
Section 2.2.2 below). As in the case of cool red giant model studied in
Section 2.1, the fourth power of temperature was averaged on surfaces of
equal optical depth.

The comparison 1D model atmospheres were calculated using the LHD
code (Sect. 1.1.2). It should be noted that both 3D and 1D models used
in this work shared identical atmospheric parameters (Table 2.2), chemical
composition, equation of state, and opacities, allowing to make a strictly dif-
ferential comparison of their predictions. Solar scaled chemical composition
with alpha-element enhancement of +0.4 dex for metallicities [M/H] ≤ −1
was assumed, i.e., as it was done in the case of 3D hydrodynamical models.

Temperature stratification of the full 3D, average ⟨3D⟩, and 1D model
atmospheres at [M/H] = 0.0 and −3.0 are shown in Fig 2.5 and Fig 2.6,
respectively. One may notice immediately that the temperature profile of
the full 3D hydrodynamical model differs significantly from that of the cool
red giant studied in Section 2.1: in the present case, horizontal temperature
fluctuations reach the minimum value close to the optical surface and then
increase again towards the outer atmospheric layers. While this effect is
mild at solar metallicity, it becomes strongly pronounced at [M/H] = −3.0.
In such situation, one may thus anticipate larger influence of convection
on the spectral line formation in the atmospheres of red giants at lowest
metallicities.
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Fig. 2.5. Top panel: temperature profiles in the red giant model with
Teff/ log g/ [M/H] = 4970/2.5/0.0, plotted versus the Rosseland optical depth,
τRoss, and shown for the following model atmospheres: 3D (density plot), ⟨3D⟩
(dashed line), and 1D (solid line). Horizontal bars mark the approximate loca-
tion of the Fe I and Fe II line formation regions in the 3D (black) and 1D (blue)
atmosphere models, at λ = 400 nm and χ = 0 and 6 eV (bars mark the regions
where the equivalent width, EW, of a given spectral line grows from 5% to 95% of
its final value). Bottom panel: RMS horizontal temperature fluctuations in the
3D model (solid line), and difference between the temperature profiles of the ⟨3D⟩
and 1D models (dashed line), shown as functions of the Rosseland optical depth.
In both panels, all quantities related to the 3D and ⟨3D⟩ models were obtained
using the subset of twenty 3D model snapshots utilized in the 3D spectral line
synthesis calculations (see Sect. 2.2.2).
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Table 2.2. Atmospheric parameters of the CO5BOLD models located close to the
bottom of RGB.

Teff, K log g [M/H] Grid dimension, Mm resolution
4970 2.5 0 573×573×243 160×160×200
4990 2.5 −1 573×573×245 160×160×200
5020 2.5 −2 584×584×245 160×160×200
5020 2.5 −3 573×573×245 160×160×200
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Fig. 2.6. Same as in Fig. 2.5 but for the red giant model with Teff/ log g/ [M/H] =
5020/2.5/ − 3.0.

2.2.2 Spectral line synthesis
To carry out spectral line synthesis for a full 3D simulation sequence (≈3600
snapshots) is computationally too demanding. We have therefore selected
twenty 3D snapshots spaced at regular time intervals (≈8 hours) to speed
up spectral line synthesis calculations, following the considerations outlined
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in Section 1.2.2.

Spectral line synthesis was done with the Linfor3D code (Sect. 1.2.2)
which solves the equation of radiation transfer under the assumption of
LTE. Radiative transfer in the 3D model was solved for 3 vertical and 4
azimuthal directions. Line synthesis calculations were made in the range
of Rosseland optical depths of log τRoss = 2.0 to log τRoss = −6.0, with a
step of ∆ log τRoss = 0.08. Line profiles were calculated at a high spectral
resolution, thus typically, spectral line profiles was sampled with 130–150
wavelength points.

3D–1D abundance corrections were calculated for a number of astro-
physically important neutral and singly ionized elements: Li I, C I, O I,
Na I, Mg I, Mg II, Al I, Si I, Si II, Ca I, Ca II, Ti I, Ti II, Fe I, Fe II, Ni I,
Ni II, Ba II, and Eu II. These elements form during different nucleosynthe-
sis processes and are important tracers of various nucleosynthetic cycles.
Besides the elements that were already included into similar investigation
in Section 2.1, we added several new elements as well: Li, which is pro-
duced during the Big-Bang nucleosynthesis and by several other processes
afterwards, including cosmic ray spallation in the interstellar medium and
several stellar processes; Na and Al, which are important proton-capture
elements; Mg and Ca, which represent α-elements; and Ba and Eu, which
are important tracers of the s- and r-processes, respectively. We did not
include nitrogen, because its lines become undetectably weak in stars with
[M/H] < 0.

We have calculated 3D–1D abundance corrections for fictitious lines with
the central wavelengths of λ= 400, 850, and 1600 nm, conceptually following
our study presented in Section 2.1 to investigate the dependence of 3D–1D
abundance correction on wavelength. In order to remind, the two bluest
wavelengths were chosen to bracket the typical blue and red limits of mod-
ern optical spectrographs, such as UVES/GIRAFFE@VLT, HIRES@Keck,
HDS@SUBARU, while the longer approximately coincides with the H-band
of near-infrared spectrographs, such as CRIRES@VLT, NIRSPEC@Keck.
On the other hand, the two reddest wavelengths coincide with the maxi-
mum and minimum of the bound-free absorption coefficient of the H− ion at
∼ 850 and ∼ 1600 nm, while the bluest marks the spectral region where H−
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absorption becomes progressively smaller and opacities from various metals
become increasingly more important.

Line excitation potentials were chosen to vary in steps of 2 eV from 0
to 6 eV. The 3D–1D abundance corrections were calculated for the weakest
lines (EW < 0.5 pm, normalized to the equivalent width of a given line at
λ = 400 nm), in order to avoid the influence of microturbulence velocity
on the line equivalent width in 1D models. A microturbulence velocity of
ξmic = 1.0 km s−1 was used in all ⟨3D⟩ and 1D spectral synthesis calculations,
although, because of the very small line equivalent widths, the choice of ξmic

had a negligible influence on the computed line strengths.

2.2.3 The influence of convection on the spectral line for-

mation: abundance corrections for neutral atoms
The 3D–1D abundance corrections for neutral atoms that were computed
using the model atmospheres of red giants located close to the bottom of
RGB are plotted in Fig. 2.7, 2.8, and 2.9, for λ = 400, 850, and 1600 nm,
respectively. Each figure shows three abundance corrections, ∆3D−⟨3D⟩,
∆⟨3D⟩−1D, and ∆3D−1D, plotted versus metallicity at four different line exci-
tation potentials, χ = 0, 2, 4, and 6 eV.

For some elements, one may notice a strong dependence of the abundance
corrections on metallicity: corrections are small at [M/H] = 0.0 and −1.0
but they grow quickly with decreasing metallicity and for certain elements
may reach to −0.8 dex at [M/H] = −3.0 (Fig. 2.7–2.9). Abundance correc-
tions are largest at the lowest excitation potentials, χ = 0, 2 eV, but they
quickly decrease with increasing χ: corrections then become both small
(less than ±0.1 dex) and essentially independent of metallicity. Such be-
havior is defined by the atomic properties of chemical elements and the
location of line formation regions associated with particular spectral lines.
At all metallicities, lines with lower excitation potentials form in the outer
atmospheric layers, but their formation regions shift deeper into the at-
mosphere with increasing χ (Fig. 2.5-2.6). At solar metallicity, differences
between the temperature profiles of the ⟨3D⟩ and 1D model atmospheres are
small and change very little throughout the entire model atmosphere. Simi-
larly, horizontal temperature fluctuations, as measured by their RMS value
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Fig. 2.7. Abundance corrections for spectral lines of neutral atoms plotted versus
metallicity at λ = 400 nm: ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle column),
and ∆3D−1D (right column). Corrections in each row were calculated at different
excitation potentials, as indicated on the right side of each row.

(∆TRMS =
√
⟨(T − T0)2⟩x,y,t, here the angle brackets denote temporal and

horizontal averaging on surfaces of equal optical depth, and T0 = ⟨T ⟩x,y,t, is
the depth-dependent average temperature) are not large either (i.e., if com-
pared with their extent at lower metallicities) and change little with optical
depth (Fig. 2.5). Therefore, at solar metallicity all three abundance correc-
tions, ∆3D−⟨3D⟩, ∆⟨3D⟩−1D, and ∆3D−1D, are small and nearly independent of
the line excitation potential. On the other hand, differences in the temper-
ature profiles of the ⟨3D⟩ and 1D models are larger in the outer atmosphere
of low metallicity models (Fig. 2.6). Horizontal temperature fluctuations
are also largest in the outer atmosphere, besides, they increase rapidly with
decreasing metallicity. Consequently, at [M/H] < −1.0 the abundance cor-
rections for most elements are largest for low-excitation lines, i.e., those
that form farthest in the atmosphere. For such lines, ∆3D−⟨3D⟩ correction is
significantly larger than ∆⟨3D⟩−1D, especially at lowest metallicities. Also,

56



-0.8
-0.6
-0.4
-0.2
0.0

-0.8
-0.6
-0.4
-0.2
0.0

-0.8
-0.6
-0.4
-0.2
0.0

-3 -2 -1 0-3 -2 -1 0
-0.8
-0.6
-0.4
-0.2
0.0

-3 -2 -1 0

A
bu

nd
an

ce
 c

or
re

ct
io

n,
 d

ex

 Li I    C I     O I
 Na I   Mg I   Al I
 Si I    K I     Ca I
 Ti I    Fe I    Ni I

 

 

 =
 6

 e
V

 =
 4

 e
V

 =
 2

 e
V

<3D>-1D3D-<3D> 3D-1D

 =
 0

 e
V

[M/H]
Fig. 2.8. The same as in Fig. 2.7 but at λ = 850 nm.

the two abundance corrections are nearly always of opposite sign, thus the
absolute value of the total correction, |∆3D−1D|, is smaller than the sum
|∆3D−⟨3D⟩|+ |∆⟨3D⟩−1D|.

One may notice however, that the size of ∆3D−1D corrections at a given
low metallicity may be very different for different elements, ranging roughly
from −0.8 dex to +0.1 dex at [M/H] = −3.0 (Fig. 2.7–2.9). Such differences
are caused by the interplay of ionization and excitation. Elements with
the low ionization potential (such as Li I, Na I, K I) are nearly completely
ionized throughout the entire atmosphere, at all metallicities. Therefore,
neutral atoms of such elements are in their minority ionization stage. In
all such cases the line opacity, κℓ, can be roughly approximated as κℓ ∼
10θ (Eion−χ), where θ = 5040/T and Eion is the ionization energy of a given
element (see Kučinskas et al. 2013, Appendix A, eq. A5). In such cases,
the line opacity becomes a very sensitive function of temperature at low
χ. Consequently, for lines with low χ large temperature fluctuations in the
outer atmospheric layers at low metallicities cause large variations in the
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Fig. 2.9. The same as in Fig. 2.7 but at λ = 1600 nm.

line strength, which translate into large abundance corrections ∆3D−⟨3D⟩,
and thus ∆3D−1D. On the other hand, neutral elements with high Eion, such
as C I, O I, are in their majority ionization stage. In such case, the excitation
potential dominates over the ionization energy and thus the high-excitation
lines become most sensitive to the temperature variations. In fact, the
dependence of all abundance corrections for C I and O I on both [M/H] and
χ is very similar to those of ionized elements.

Abundance corrections in the infrared wavelength range are very similar
to those obtained either at λ = 400 or 850 nm, and for certain elements may
reach to ∆3D−1D = −0.7 dex. This is in contrast to the results obtained in
case of significantly cooler red giant in Section 2.1, for which the abundance
corrections at 1600 nm were significantly smaller than those in the optical
wavelength range (see also Kučinskas et al. 2013). Obviously, this is not the
case with red giants located close to the base of RGB since their abundance
corrections are large at all wavelengths. These results therefore suggest that
3D–1D abundance corrections may not be inferred based on some simple
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Fig. 2.10. Abundance corrections for lines ionized atoms plotted versus metalli-
city at λ = 400 nm: ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle column), and ∆3D−1D
(right column). Corrections in each row were calculated at different excitation po-
tentials, as indicated on the right side of each row.

considerations, and so their size becomes apparent only when the full 3D
spectral line synthesis calculations are done.

2.2.4 The influence of convection on the spectral line for-

mation: abundance corrections for ions
The 3D–1D abundance corrections for ionized atoms are shown in Fig. 2.10,
2.11, and 2.12, at λ = 400, 850, and 1600 nm, respectively. As in the
case with neutral atoms, we provide three abundance corrections, ∆3D−⟨3D⟩,
∆⟨3D⟩−1D, and ∆3D−1D, plotted versus metallicity at four different line exci-
tation potentials, χ = 0, 2, 4, and 6 eV.

At all [M/H] and χ studied here, the abundance corrections for lines
of ionized atoms are confined to the range of ∼ ±0.1 dex and show little
sensitivity to changes in both metallicity and excitation potential (i.e., if
compared to trends seen with lines of neutral atoms). Lines of ionized
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Fig. 2.11. The same as in Fig. 2.10 but at λ = 850 nm.

atoms form significantly deeper in the atmosphere where both the hori-
zontal temperature fluctuations (which determine the size of ∆3D−⟨3D⟩ cor-
rection) and the differences between temperature profiles of the ⟨3D⟩ and
1D models (which influence the size of ∆⟨3D⟩−1D correction) are smallest at
all metallicities and change little with [M/H]. This leads to small abun-
dance corrections that are insensitive to changes in [M/H] and χ. On the
other hand, elements with lower ionization energies (Eion < 6 eV) are nearly
completely ionized throughout the entire atmosphere of red giants studied
here. For lines of such ionized elements it is the excitation potential that
determines the line opacity, κℓ, and thus the strengths of high-excitation
lines are most sensitive to temperature fluctuations (see Kučinskas et al.
2013, Appendix B). Since temperature fluctuations are in fact smallest at
the depths where such lines form, and because this holds at all metallicities,
this too leads to ∆3D−1D corrections that are small and show little variation
with either metallicity or excitation potential (though, as expected, they
increase slightly with χ).

60



-0.1

0.0

0.1

-0.1

0.0

-0.1

0.0

0.1

-3 -2 -1 0-3 -2 -1 0

-0.1

0.0

0.1

-3 -2 -1 0

A
bu

nd
an

ce
 c

or
re

ct
io

n,
 d

ex

 Mg II   Si II    Ca II
 Ti II     Fe II   Ni II
 Ba II    Eu II

 

 

 =
 6

 e
V

 =
 4

 e
V

 =
 2

 e
V

<3D>-1D3D-<3D> 3D-1D

 =
 0

 e
V

[M/H]
Fig. 2.12. The same as in Fig. 2.10 but at λ = 1600 nm.

It is worthwhile noting that ∆3D−⟨3D⟩ and ∆⟨3D⟩−1D corrections are of-
ten of opposite sign, especially at the lowest metallicities, thus their sum
leads to somewhat smaller total abundance corrections, ∆3D−1D. Since κℓ
is a highly nonlinear function of temperature, horizontal temperature fluc-
tuations produce larger line opacities leading to stronger lines and thus,
negative ∆3D−⟨3D⟩ corrections. On the other hand, since the temperature
of the ⟨3D⟩ model is generally lower than that of the 1D model in the line
forming regions, lines of ionized species are weaker in ⟨3D⟩ than in 1D.
This leads to positive ∆⟨3D⟩−1D corrections. As in the case of neutral atoms,
abundance corrections at λ = 1600 nm are comparable to those obtained at
400 and 850 nm and may reach to −0.1 dex at [M/H] = −3.0.

As in the case with neutral atoms, abundance corrections at λ = 1600 nm
are similar to those obtained at 400 and 850 nm and may reach to −0.6 dex at
[M/H] = −3.0. Again, these results suggest that the use of 3D models may
be essential when doing abundance work with red giants at low metallicities.

Qualitatively, the dependence of abundance corrections on metallicity
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and excitation potential seen in Figs. 2.7–2.12 for neutral and ionized atoms
is similar to the trends found by Collet et al. (2007), who computed abun-
dance corrections for red giants with the atmospheric parameters nearly
identical to those studied in this Section. One obvious difference between
the results obtained in the two studies is that our abundance corrections
are somewhat smaller. It is possible, however, that this discrepancy may be
traced back to differences between the underlying 3D model atmospheres,
i.e., the STAGGER code used by Collet et al. (2007), and the CO5BOLD code uti-
lized in our study. Indeed, the two codes use different opacities and opacity
binning techniques, different equations of state, and so forth. One should
also note a major difference in the 1D model atmospheres used as reference:
while opacities, microphysics, and numerical schemes used by the CO5BOLD
and LHD codes are identical, opacities and EOS used with the 1D MARCS
model atmospheres employed by Collet et al. (2007) were different from
those utilized with their 3D hydrodynamical STAGGER model atmospheres.

2.2.5 Influence of the mixing-length parameter, αMLT, on

the abundance corrections

According to the Schwarzschild criterion for the onset of convection, LHD
models predict that at Solar metallicity convective flux should be zero at
around and above the optical depth unity (Fig. 2.13, top panel). The sit-
uation is slightly different at [M/H] = −3.0 where, because of the lower
opacity, convection in the LHD models reaches into layers above the optical
surface, with slightly different extension for different choices of the mixing-
length parameter, αMLT (Fig. 2.13, bottom panel). The majority of spectral
lines used in the abundance analysis have χ ≤ 4 eV and typically form in
the atmospheric layers above log τRoss = 0.0. Such lines should therefore be
insensitive to the choice of αMLT, especially at solar metallicity. However,
certain exceptions may occur in case of lines characterized by very high
excitation potential that form at log τRoss ∼ 0.0 or slightly below.

To check the influence of the choice of αMLT used with the classical 1D
models on the abundance corrections, we therefore made several test calcu-
lations using LHD model atmospheres computed with several mixing-length
parameters, αMLT = 1.0, 1.5, 2.0. Abundance corrections were computed for

62



several weak (W < 0.5 pm) fictitious lines of Fe I (χ = 0 and 6 eV) and Fe
II (χ = 6 eV), at [M/H] = 0.0 and −3.0. The results obtained show that in
the case of Fe I lines the dependence on αMLT at solar metallicity is indeed
negligible, with the difference in the abundance corrections for αMLT=1.0
and 2.0 of less than 0.01 dex (∼ 0.04 dex for Fe II χ = 6 eV line, Fig. 2.14).
These differences are somewhat larger at [M/H] = −3.0 but in any case
they are below ∼ 0.04 and ∼ 0.07 dex for Fe I lines with χ = 0 and 6 eV,
respectively. The differences are very similar for Fe II lines, too.

The variations in the abundance corrections with αMLT occur because
the temperature profiles of the 1D models at different αMLT are slightly
different at the optical depths where these spectral lines form. For example,
temperature in the LHD model with αMLT = 1.0 is slightly higher than in
the model with αMLT = 2.0 at the optical depths where the Fe II lines form.
This leads to stronger Fe II lines in the model with αMLT = 1.0. Since
the lines computed with the 3D models are generally stronger than those
obtained in 1D, stronger 1D lines at αMLT = 1.0 lead to slightly less negative
abundance corrections with respect to those obtained at αMLT = 2.0.

These test results indicate that the choice of the mixing-length param-
eter used with the comparison 1D model atmospheres may be important
in case of weak, higher-excitation spectral lines, which has also been dis-
cussed for the Sun by Caffau et al. (2009). One may expect that in case of
stronger lines this dependence may become less pronounced, because such
lines tend to form over a wider range of optical depths and typically ex-
tend into outer atmospheric layers which are insensitive to the choice of
αMLT used in the 1D models. The results obtained here nevertheless indi-
cate that this issue should be properly taken into account when computing
abundance corrections for the higher-excitation spectral lines, especially at
lower metallicities.

2.2.6 Scattering and spectral line formation

In the current generation of CO5BOLD models scattering is treated as true
absorption, which may be seen as rather crude approximation. Indeed, as
it was discussed recently by Collet et al. (2011), the treatment of scatter-
ing may have a significant impact on the thermal structure of 3D model
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Fig. 2.13. Velocity profiles of the LHD models (red lines) at [M/H] = 0.0 (top
panel) and [M/H] = −3.0 (bottom panel) computed using three different mixing-
length parameters, αMLT = 1, 1.5, 2.0. Vertical and horizontal velocity profiles of
the average ⟨3D⟩ model (computed on the log τRoss iso-surfaces are shown as solid
and dot-dashed black lines, respectively.

atmospheres. In their study, coherent isotropic scattering was implemented
in the model atmosphere code and the obtained model structures were
compared with those where continuum scattering was treated either as
true absorption or scattering opacity was neglected in the optically thin
regions. These tests have shown that in the former case the resulting tem-
perature profiles were significantly warmer with respect to those calculated
with coherent isotropic scattering. It has been thus argued by Collet et al.
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Fig. 2.14. Abundance corrections for two fictitious lines of neutral iron (χ = 0
and 6 eV) and one of ionized iron (χ = 6 eV) at 400 nm, plotted versus the mixing-
length parameter αMLT used with the 1D LHD model atmospheres, at [M/H] = 0.0
(top row) and [M/H] = −3.0 (bottom row). Three types of abundance corrections
are shown: ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle column), and ∆3D−1D (right
column). Note that ∆3D−⟨3D⟩ abundance correction is not influenced by the choice
of αMLT (there is no comparison 1D model atmosphere involved); we nevertheless
show all three abundance corrections to provide an indication of the absolute size
of abundance corrections involved and the range of their variations with αMLT.

(2011) that the different thermal structures obtained with the STAGGER and
CO5BOLD codes may be due to the different treatment of scattering. Inter-
estingly, the authors also found that in case when scattering opacity was
neglected in the optically thin regions the resulting temperature profile was
very similar to that obtained when scattering was properly included into
the radiative transfer calculations.

The role of scattering in the CO5BOLD model atmospheres has been re-
cently studied by Ludwig & Steffen (2012) who compared thermal structures
of the standard CO5BOLD models (i.e., those calculated with continuum scat-
tering treated as true absorption) and the CO5BOLD models computed with
continuum scattering opacity left out in the optically thin regions. Surpris-
ingly, temperature profiles in the two models were different by only ∼ 120K
at τRoss = −4.0, in contrast to ∼ 600K obtained by Collet et al. (2011) with
the STAGGER models. While the exact cause of this difference is still unclear,
Ludwig & Steffen (2012) have suggested that they may be due to different
procedures used to compute binned opacities utilized with the CO5BOLD and
STAGGER model atmospheres.

Obviously, it is important to understand the consequences that the dif-
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line). Horizontal bars indicate the approximate location where lines of several
trace elements form, at λ = 400 nm and χ = 0 and 4 eV (bars mark the regions
where the equivalent width, EW, of a given spectral line grows from 5% to 95%
of its final value).

ferences in the treatment of scattering may have on the temperature strati-
fication in the model atmosphere which, in turn, may influence the spectral
line formation. We therefore calculated a number of fictitious lines of sev-
eral chemical elements (Li I, O I, Na I, Fe I, Fe II, Ni I, and Ba II), by
utilizing the CO5BOLD model in which scattering opacity was neglected in
the optically thin regions (taken from Ludwig & Steffen 2012). According
to the reasoning provided in Collet et al. (2011), the thermal structure of
such models should be very similar to that in the models calculated with
an exact treatment of scattering. Therefore, the comparison of line forma-
tion properties in these and standard models (i.e., those in which scattering
is treated as true absorption) may allow to assess the importance of in-
direct effects of scattering on the spectral line formation, via its influence
on the temperature profiles. Since scattering becomes increasingly more
important at low [M/H] where both line and continuum opacities are sig-
nificantly reduced, the lowest metallicity CO5BOLD model was used for these
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Fig. 2.16. Abundance corrections obtained for selected elements with the model
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(plotted versus the excitation potential χ, for lines at λ = 400 nm). For each
element, two cases are shown: (a) with scattering treated as true absorption
(solid lines), and (b) with scattering opacity neglected in the optically thin regions
(dashed lines). Atmospheric parameters of the model atmospheres are Teff = 5020,
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Top and bottom rows show abundance corrections for the neutral and ionized
species, respectively.

tests (Teff = 5020K, log g = 2.5, and [M/H] = −3.0). Spectral line synthesis
was performed using 20 fully relaxed 3D snapshots of this test model, using
the procedure identical to that utilized with the standard CO5BOLD models
(see Sect. 2.2.2). The abundance corrections obtained with this and the
standard model are shown in Fig. 2.16.

The obtained results suggest that differences in the treatment of scatter-
ing within the CO5BOLD setup have only minor influence on the spectral line
strengths. The abundance corrections obtained for the standard CO5BOLD
model and the one in which scattering opacity was neglected in the opti-
cally thin regions differ by less than 0.1 dex, both for neutral atoms and ions
(see Fig. 2.16). For models with scattering opacity neglected, slightly lower
temperature in the outer atmospheric layers (Fig. 2.15) leads to somewhat
larger abundance corrections for the low-excitation spectral lines of neutral
atoms (∼0.1 dex). Since higher excitation lines form deeper in the atmo-
sphere where differences in the thermal profiles are smaller, the influence of
differences in the treatment of scattering becomes negligible for such lines,
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with changes in the abundance corrections of less than 0.01 dex at χ > 4 eV.
Lines of ionized elements form deep in the atmosphere too, thus, irrespec-
tive of their excitation potential, differences in the treatment of scattering
do not affect their line strengths.

Our results therefore suggest that the treatment of scattering may be
important in case of the low-excitation lines with χ ≤ 2 eV. For elements
such as sodium, where frequently only resonance or low-excitation lines are
available for the abundance diagnostics, different recipes in the treatment
of scattering may lead to systematic abundance differences of up to 0.1 dex
at [M/H] = −3.0. On the other hand, strengths of high-excitation spectral
lines, as well as lines of ionized elements, seem to be little affected by the
choice of scattering prescription.

2.3 Convection and spectral line formation in

the atmospheres of main sequence stars
Results obtained in Sections 2.1 and 2.2 have shown that convection in-
deed plays a significant role in the spectral line formation taking place in
the atmospheres of red giant stars. As a consequence, differences in the
abundances of chemical elements predicted with the 3D hydrodynamical
and classical 1D model atmospheres may for certain elements reach to (or
even exceed) −0.8 dex. Moreover, these differences depended strongly on
the parameters of the underlying model atmosphere (such as metallicity),
and atomic parameters of the spectral line used in the abundance determi-
nation. Clearly, such effects can not be ignored in stellar abundance work
where typical errors in the abundance derivations are of the order of 0.1 dex
or even smaller.

On the other hand, it is equally important to understand the role of such
effects in the atmospheres of other types of stars, such as those located on
the subgiant branch and the main sequence. In fact, atmospheric param-
eters of the red giants studied in Section 2.2 are not very different from
those that are typical to subgiant stars. We would therefore expect that
convection should play an equally important role in subgiants as it does
in red giants, with the trends in abundance corrections qualitatively (and
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Table 2.3. Atmospheric parameters of the CO5BOLD models of main sequence
turn-off (TO) stars.

Teff, K log g [M/H] Grid dimension, Mm resolution
5930 4.0 0 25.8×25.8×12.5 140×140×150
5850 4.0 −1 25.8×25.8×12.5 140×140×150
5860 4.0 −2 25.8×25.8×12.5 140×140×150

perhaps even quantitatively) very similar to those in the red giants studied
in Section 2.2 (although, obviously, this should be rigorously checked in the
future studies).

However, there has been no systematic study so far focusing on the in-
terplay between convection and spectral line formation in the atmospheres
of main sequence stars. Despite a few pioneering studies where the main
sequence stars were studied with the aid of 3D hydrodynamical model at-
mospheres (González Hernández et al. 2009; Ramı́rez et al. 2009; Behara et
al. 2010), the importance of convection in the spectral line formation in the
atmospheres of main sequence stars still remains largely unknown.

In this Section we therefore present the results of our investigation of
convection-related effects in the atmospheres of main sequence turn-off point
(TO) stars. Similarly to the analysis presented in Sections 2.1 and 2.2,
we investigate the differences in the abundances predicted with the 3D
hydrodynamical and classical 1D model atmospheres, and physical reasons
behind them.

2.3.1 Model atmospheres and spectral line synthesis
In this part of our study we used 3D hydrodynamical model atmospheres
calculated with the CO5BOLD model atmosphere code (Freytag et al. 2012,
see also Section 1.1.3), which, as in the case of red giant models, were taken
from the CIFIST model atmosphere grid (Ludwig et al. 2009). Atmospheric
parameters of the model atmospheres, as well as their physical and numeri-
cal extent are listed in Table 2.3. Such atmospheric parameters are roughly
similar to those of the main sequence turn-off point (TO) stars in, e.g.,
mildly metal-poor ([Fe/H] ≈ −1) Galactic globular clusters, such as 47 Tuc
([Fe/H] = −0.7).

As in the analysis made in Sections 2.1 and 2.2, the model atmospheres
were computed in the “box-in-a-star” setup, using a Cartesian grid of
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140 × 140 × 150 grid points in x, y, z direction, respectively. Monochro-
matic opacities from the MARCS stellar atmosphere package (Gustafsson et
al. 2008) were used in the model calculations, and were grouped into five
opacity bins for the [M/H] = 0.0 model and six bins for the [M/H] = −1.0,
and −2.0models (for more on opacity binning see, e.g., Nordlund 1982; Lud-
wig et al. 1994; Vögler et al. 2004). Solar-scaled abundances were taken from
Asplund et al. (2005), with a constant enhancement in the alpha-element
abundances of [α/Fe] = +0.4 applied for the models at [M/H] ≤ −1.0. All
model simulations were done under the assumption of LTE, with scattering
treated as true absorption and magnetic fields neglected.

We further selected twenty 3D model snapshots for the spectral line
synthesis computations. This snapshot subsample covers ≈6 days in stellar
time and corresponds to ≈ 5 convective turnover times in the model atmo-
sphere. As in the case of red giants, the snapshot selection was made to
ensure that statistical properties of the smaller subsample would match as
close as possible those of the full model run (see Section 1.1.3).

As in the previous Sections, spectral line synthesis was done with the
Linfor3D code (Sect. 1.2.2), by covering a range of Rosseland optical
depths spanning from log τRoss = 2.0 to log τRoss = −6.0, with a step of
∆ log τRoss = 0.08 and typical resolution of 120 − 150 wavelength points
per line profile. The 3D–1D abundance corrections were calculated for the
following chemical elements: C I, O I, Si I, Si II, Ti I, Ti II, Fe I, Fe II, Ba II,
and Eu II. For this, fictitious spectral lines with the central wavelengths lo-
cated at λ = 400, 850, and 1600 nm, and excitation potentials from 0 to
6 eV (with a step of 2 eV) were used. The 3D–1D abundance corrections
were calculated for the weakest spectral lines, EW < 0.5 pm, to eliminate
the influence of microturbulence velocity on the spectral line strength.

The average ⟨3D⟩ models were computed by horizontally averaging each
3D model structure in the subset of twenty 3D model snapshots. As in
the case with red giant models, the fourth power of temperature was av-
eraged on surfaces of equal optical depth (cf. Sections 2.1 and 2.2). The
1D model atmospheres were calculated with the LHD code (Sect. 1.1.2), by
using atmospheric parameters (Table 2.3), chemical composition, equation
of state, and opacities identical to those employed to compute 3D hydrody-
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Fig. 2.17. Top panel: temperature profiles in the model atmosphere of TO star
with Teff/ log g/ [M/H] = 5930/4.0/0.0, plotted versus the Rosseland optical depth,
τRoss, and shown for the following model atmospheres: 3D (density plot), average
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(blue) atmosphere models, at λ = 400 nm and χ = 0 and 6 eV (bars mark the
regions where the equivalent width, EW, of a given spectral line grows from 5% to
95% of its final value). Bottom panel: RMS horizontal temperature fluctuations
in the 3D model (solid line), and difference between the temperature profiles of
the ⟨3D⟩ and 1D models (dashed line), shown as functions of the Rosseland optical
depth.).

namical model atmospheres. A single value of the microturbulence velocity,
ξmic = 1.0 km s−1, was used in all ⟨3D⟩ and 1D spectral synthesis calcula-
tions.

Temperature stratification of the 3D hydrodynamical and classical 1D
model atmospheres of TO stars are shown in Fig 2.17 and Fig 2.18 for the
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Fig. 2.18. Same as in Fig. 2.17 but for the model atmosphere with
Teff/ log g/ [M/H] = 5860/4.0/ − 2.0.

[M/H] = 0.0 and −2.0 models, respectively. One aspect in which these
models differ from those of red giant stars is readily visible in Fig 2.18: at
lower metallicities, the difference between the temperature profiles of the
average ⟨3D⟩ and 1D model atmospheres is significantly larger than it is
in red giants. It may be thus anticipated that in the case of TO stars the
∆⟨3D⟩−1D abundance corrections may play significantly more important role
than they do in the atmospheres of red giants.

2.3.2 The influence of convection on the spectral line for-

mation: abundance corrections for neutral atoms
The 3D–1D abundance corrections for neutral atoms computed using 3D
hydrodynamical and classical 1D model atmospheres of TO stars are plotted
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Fig. 2.19. Abundance corrections for spectral lines of neutral atoms plotted ver-
sus metallicity at λ = 400 nm: ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle column),
and ∆3D−1D (right column). Corrections in each row were calculated at different
excitation potentials, as indicated on the right side of each row.

in Fig. 2.19, 2.20, and 2.21, for λ = 400, 850, and 1600 nm, respectively.
Each figure shows three abundance corrections, ∆3D−⟨3D⟩, ∆⟨3D⟩−1D, and
∆3D−1D, plotted versus metallicity at four different line excitation potentials,
χ = 0, 2, 4, and 6 eV.

In general, the 3D–1D abundance corrections computed using the models
of TO stars show very similar behavior to those obtained for the giant stars.
There is a strong dependence of the abundance corrections on metallicity:
corrections are small at [M/H] = 0.0 but they grow quickly with decreasing
metallicity and for certain elements may reach to –1.1 dex at λ = 850 nm
and [M/H] = −2.0 (Fig. 2.19–2.21). This is significantly larger than similar
corrections obtained in the case of red giant stars (see Sect. 2.2.3). This is
because the ∆⟨3D⟩−1D abundance corrections are larger in TO stars, which
leads to larger total abundance corrections, ∆3D−1D, than seen in red giant
stars. This is an interesting result which indicates that the atmospheres of
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Fig. 2.20. The same as in Fig. 2.19 but at λ = 850 nm.

red giant and main sequence stars may be rather different, with the physical
reasons causing these differences still awaiting to be understood.

Just as in the case with giants, the 3D–1D abundance corrections are
largest at the lowest excitation potentials, χ = 0, 2 eV and they decrease
with increasing χ. Such behavior is determined by the location of line for-
mation regions associated with particular spectral lines, and the underlying
physical conditions there, as in the case of giant stars. At all metallicities,
lines with lower excitation potentials form in the outer atmospheric layers,
but their formation regions move deeper into the atmosphere with increas-
ing χ (Fig. 2.17-2.18). Therefore, the abundance corrections are largest
for the lowest excitation lines which form in the atmospheric layers where
both horizontal temperature fluctuations and differences in the temperature
profiles of the average ⟨3D⟩ and 1D model atmospheres are largest.
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Fig. 2.21. The same as in Fig. 2.19 but at λ = 1600 nm.

2.3.3 The influence of convection on the spectral line for-

mation: abundance corrections for ionized atoms

The 3D–1D abundance corrections for ionized atoms are shown in Fig. 2.22,
2.23, and 2.24, at λ = 400, 850, and 1600 nm, respectively. As in the
case with neutral atoms, we provide three abundance corrections, ∆3D−⟨3D⟩,
∆⟨3D⟩−1D, and ∆3D−1D, plotted versus metallicity at four different line exci-
tation potentials, χ = 0, 2, 4, and 6 eV.

The 3D–1D abundance corrections for low excitation potential lines are
larger in case of turn-off point stars than those obtained for giant stars. We
find that in case of TO stars and for the spectral lines at λ = 850 nm and χ =
0 eV the total abundance correction may reach to −0.3 dex (Fig. 2.23), while
in case of red giants it does not exceed ∼ 0.1 dex (Fig. 2.11). Similarly to
the spectral line formation in the red giant model atmospheres (Sect. 2.2.4)
lines of ionized atoms form significantly deeper in the atmosphere of the TO
star where both the horizontal temperature fluctuations (which determine
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Fig. 2.22. Abundance corrections for lines of ionized atoms plotted versus me-
tallicity at λ = 400 nm: ∆3D−⟨3D⟩ (left column), ∆⟨3D⟩−1D (middle column), and
∆3D−1D (right column). Corrections in each row were calculated at different exci-
tation potentials, as indicated on the right side of each row.

the size of ∆3D−⟨3D⟩ correction) and the differences between temperature
profiles of the ⟨3D⟩ and 1D models are smallest at all metallicities and
change little with [M/H] (Figs. 2.17–2.18). This leads to smaller abundance
corrections that are, at the same time, also less sensitive to changes in
[M/H] and χ compared to the spectral lines of neutral atoms discussed in
Section 2.3.2. Nevertheless, it is interesting to note that in TO stars the
∆⟨3D⟩−1D correction is larger than the ∆3D−⟨3D⟩ correction, contrary to what
was seen in the case of giants.
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Fig. 2.23. The same as in Fig. 2.22 but at λ = 850 nm.
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Fig. 2.24. The same as in Fig. 2.22 but at λ = 1600 nm.
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Chapter 3

Abundances of chemical elements in

Galactic globular cluster stars: effects of

convection and non-equilibrium radiation

transfer
Galactic globular clusters (GGCs), along with the halo field stars, are
amongst the oldest Galactic stellar populations, therefore investigation of
their composition may provide important information about the early chem-
ical evolution of the Milky Way. Although the GGC stars display a notice-
able scatter in their light element abundances (such as lithium, oxygen,
sodium), generally, there is no spread in the abundances of iron-peak and
heavier elements larger than the typical measurement errors (≈0.1 dex).
The few known exceptions are ωCen (Suntzeff & Kraft 1996; Norris et al.
1996), M 54 (Carretta et al. 2010b), M 22 (Lehnert et al. 1991; Da Costa
et al. 2009; Marino et al. 2011), Terzan 5 (Origlia et al. 2011; Massari et al.
2012), and NGC 1851 (Carretta et al. 2011; Gratton et al. 2012) which do
show noticeable star-to-star variations in the iron abundance. However, it
is thought that these clusters are not genuine GGCs but, instead, the rem-
nants of dwarf galaxies accreted by the Milky Way or cluster mergers. The
first globular cluster where significant start-to-star variation in heavy ele-
ment abundances was detected was M 15 (Sneden et al. 1997, 2000; Otsuki
et al. 2006; Sobeck et al. 2011). Roederer & Sneden (2011) found that the
abundances of heavy elements La, Eu, and Ho in 19 red giants of M 92 show
a significant star-to-star variation. The latter claim, however, was ques-
tioned by Cohen (2011), who found no heavy element abundance spread
larger than ∼ 0.07 dex in 12 red giants belonging to M 92. The primary for-
mation channels of the s-process elements are low- and intermediate-mass
asymptotic giant branch (AGB) stars, thus the information about the vari-
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ations in heavy element abundances may shed light on the importance of
AGB stars to the chemical evolution of GGCs.

A large amount of work done during the past few decades in the abun-
dance analysis of Galactic globular cluster stars (for a review see, e.g.,
Gratton et al. 2004; Carretta et al. 2010) led to the discovery of abundance
anti-correlations for Na–O (Kraft 1994; Gratton et al. 2001; Carretta et al.
2009a), Mg–Al (see, e.g., Carretta et al. 2009b), Li–Na (Pasquini et al. 2005;
Bonifacio et al. 2007), and Li–O abundance correlation (Pasquini et al. 2005;
Shen et al. 2010). It is important to note that abundance (anti-)correlations
of different light elements are unique to Galactic globular cluster stars and
they are not observed in the Galactic field stars of similar metallicity, nor
in the open clusters. One exception here is massive open cluster NGC 6791
where Geisler et al. (2012) detected a possible sodium–oxygen abundance
anti-correlation, typical for the globular clusters.

The overwhelming majority of such abundance studies focusing on Galac-
tic globular cluster stars was made so far by using classical 1D model at-
mospheres. On the other hand, results presented in Chapter 2 show that
convection plays a significant role in the spectral line formation taking place
in stellar atmospheres, and that it should become increasingly important
in the low-metallicity stars. This may lead to significant differences in the
elemental abundances derived with the 3D hydrodynamical and classical 1D
model atmospheres, especially if they are determined using low-excitation
spectral lines (e.g., resonance lines). It would be therefore very important
to investigate what kind of new information the use of 3D hydrodynamical
model atmospheres may bring to the field of abundance studies in Galactic
globular cluster stars. At the same time, it is important to understand how
the 3D–1D abundance differences compare with those stemming from the
effects related with non-equilibrium radiation transfer, e.g., as measured
by the NLTE-LTE abundance differences. Both 3D and NLTE effects are
expected to be largest at low metallicities, thus the understanding of their
relative importance may even lead to new insights in the abundance-related
work with Galactic globular cluster stars.

In this Chapter we therefore apply the 3D hydrodynamical model at-
mospheres in the abundance analysis of chemical elements in stars of two
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Galactic globular clusters, 47 Tuc and NGC 6752. Additionally, we also use
classical 1D model atmospheres to assess the importance of NLTE effects in
the spectral line formation and correct the obtained elemental abundances
for their influence. By doing this, we aim to better understand the relative
importance of the 3D and NLTE effects in the abundance determinations,
as well as to determine 3D+NLTE abundances of a number of chemical
elements in the atmospheres of Galactic globular cluster stars. The results
of this analysis are presented in Sections 3.1–3.2.

3.1 Abundances of lithium, oxygen, and sodium

in Galactic globular cluster 47 Tuc

3.1.1 Observational data
Our study of the turn-off (TO) stars in Galactic globular cluster 47 Tuc was
based on the archival spectra obtained with the GIRAFFE spectrograph
during the period of August – September 2008, under the programme 081.D-
0287(A) (PI: Shen). The same data set was independently analyzed by
D’Orazi et al. (2010).

All program stars were observed in the Medusa mode, using three high
resolution setups: HR15N (647.0 – 679.0 nm, R = 17 000), HR18 (746.8
– 788.9 nm, R = 18 400) and HR20A (807.3 – 863.2 nm, R = 16 036). In
each setup, 114–116 fibers were dedicated to the program stars and 14–16
were used for the sky spectra. There were 12 exposures made using HR15N
setup, 10 exposures using HR18, and 6 exposures made using HR20A setup,
with each individual exposure lasting 3600 s.

Raw spectra were bias-subtracted, flat-fielded and wavelength calibrated
using the command-line version (EsoRex v.2.8.9) of GIRAFFE pipeline1.
All sky spectra from each setup were median-averaged and the obtained
master sky spectrum was subtracted from each individual star spectrum
using a custom-written IDL routine (there is no sky subtraction routine
included in the standard pipeline). After the sky subtraction, individual
spectra were corrected for the barycentric radial velocity and co-added to

1http://www.eso.org/sci/software/pipelines/giraffe/giraf-pipe-recipes.html
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increase the signal-to-noise ratio. Signal-to-noise ratio of the final combined
spectra was S /N = 80 − 90 near the infrared oxygen triplet at 777 nm. In
total, spectra of 113 TO stars were extracted during the data reduction
procedure. Finally, continuum normalization of the GIRAFFE spectra was
performed with the IRAF2 task continuum. An example of the typical
spectrum is shown in Fig. 3.3.

3.1.2 Cluster membership
The initial stellar sample selection was based on the color-magnitude dia-
gram of 47 Tuc (Fig. 3.1). We then determined radial velocity of all selected
stars to check whether they fulfill kinematic membership requirements. Ra-
dial velocity was calculated from the measured central wavelengths of two
sodium lines (see Table 3.9), by taking the average value of the two mea-
surements (line profile fit quality was not considered in the radial velocity
determination procedure). Radial velocity from both sodium lines agreed
to within 1.0 km s−1 for 74 stars (66% of the sample) while the largest
difference on velocity values determined from the two lines never exceeded
3.5 km s−1.

Average barycentric radial velocity of the 113 sample stars is
−17.6 km s−1, which agrees well with the value of −18.0 km s−1 listed for
this cluster in the catalog of Harris (1996). Our obtained radial veloc-
ity dispersion is 7.2 km s−1, with the lowest and highest velocity values of
−32.0 km s−1 and +1.3 km s−1, respectively. We note that the velocity dis-
persion determined by us is slightly smaller than that obtained by Harris
(1996), 11.0 km s−1. This, however, should be expected since all stars stud-
ied here are located between 4.5′and 11.5′from the cluster center, that is,
beyond its half-light radius of 3.17′(Harris 1996). On the contrary, the dis-
persion value provided in (Harris 1996) was determined using stars located
within the half-light radius and therefore, their dispersion value is expected
to be larger than that obtained by us. We note that our results agrees well
with the radial velocity dispersion determined by Lane et al. (2010) at this
radial distance. Our radial velocity results therefore lead us to conclude

2IRAF is distributed by the National Optical Astronomy Observatories, which are operated
by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement
with the National Science Foundation.
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that all selected stars were highly probable members of 47 Tuc.

3.1.3 Atmospheric parameters
Effective temperature of the program stars was determined by fitting wings
of the observed Hα line profiles with the theoretical Hα profiles (Fuhrmann
et al. 1993; Barklem 2008; Cayrel et al. 2011). The fitting was done au-
tomatically, by minimizing χ2 differences between the observed and theo-
retical line profiles. Theoretical line profiles were computed in LTE with a
modified version of the Kurucz’s BALMER code3, which allows to use different
theories for the self-broadening and Stark broadening of the line profile (see
Sbordone et al. 2010). In our case, we used the theory of Barklem et al.
(2000a,b) for the self-broadening and that of Stehlé & Hutcheon (1999) for
the Stark broadening. A grid of input models for computing synthetic Hα
profiles was calculated using ATLAS9 model atmosphere code (see Sect. 1.1.1
for details). In the fitting procedure, we only used Hα line wings (=90% of
the normalized flux) which are the most temperature sensitive. We avoided
the line core region because it forms in the outer atmospheric layers where
deviations from the LTE are possible and, thus, the LTE approach used in
the BALMER code may not be adequate (Fig. 3.2). We also excluded two
spectral lines located on the wings of the Hα profile, to avoid possible sys-
tematic shifts in the effective temperature determination. In Fig. 3.2 we
show the spectral range around Hα line and highlight the regions that were
used in (and excluded from) the fitting procedure.

It is important to note that effective temperatures determined from the
Hα line wings are sensitive to surface gravity (see, e.g., Sbordone et al.
2010). On the other hand, surface gravities of the studied TO stars were
derived using empirical formula that requires the knowledge of effective
temperatures (Sect. 3.1.3.1). Therefore, effective temperatures and gravities
of the TO stars studied here were derived using iterative procedure, by
adjusting Teff and log g simultaneously. However, because the program stars
occupy very narrow range both in Teff and log g (see Fig. 3.1, Table 14), the
corrections applied during the iterative procedure typically did not exceed
±10 K and ±0.05 dex, respectively.

3The original version of the code is available from http://kurucz.harvard.edu
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Fig. 3.1. Left: de-reddened MV,0 − (B − V)0 CMD of the TO stars studied in
47 Tuc. Lines are Yonsei-Yale (Y2) isochrones (11, 12, and 13 Gyr), computed
assuming Z = 0.004 ([M/H] = −0.68) and [α/Fe] = +0.4. Line in the upper left
corner shows the reddening vector assuming AV/E(B − V) = 3.1. Right: HR
diagram showing the TO sample stars in 47 Tuc, with the effective temperatures
and gravities determined as described in Sect. 3.1.3. Solid lines are Y2 isochrones.

3.1.3.1 Gravities

Iron ionization equilibrium condition enforcement is one of the most widely
used methods to estimate stellar surface gravity. However, we were not
able to use this approach due to the small number – only two – of ionized
iron lines available in our spectra. Instead, we determined surface gravities
using the following relation (with Teff derived from the Hα line wings)

log g = log g⊙ + log(M/M⊙) − log(L/L⊙) + 4log(Teff/T⊙eff) , (3.1)

where log g⊙ = 4.44 is the adopted solar surface gravity, T⊙eff = 5780 K
is the adopted solar effective temperature, M and L are stellar mass and
luminosity, respectively (sub-/upper-script ⊙ denotes solar values). Stellar
luminosity of the individual stars was determined from the Yonsei-Yale
isochrones (see Sect. 3.1.3.3) using their absolute magnitudes, MV, derived
from photometry.

In Sect. 3.1.3.2–3.1.3.3 below we outline the procedures used to derive
absolute magnitudes and masses, i.e., the quantities needed to obtain sur-
face gravities of the program stars using Eq. 3.1.
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Fig. 3.2. Synthetic spectrum of a TO star in 47 Tuc (star ID 00006129, Teff =
5850 K, log g = 4.06) showing Hα line region used for the effective temperature
determination. Blue bar above the synthetic spectrum indicates the range were
fitting of the Hα line wings was done, red dashed rectangles mark the regions
excluded from the fitting procedure, while green dashed rectangles highlight the
spectral regions used to determine continuum level.

3.1.3.2 Absolute magnitudes MV

We used BV photometry from Bergbusch & Stetson (2009) to determine
MV of our program stars. During the visual inspection, we have found two
possible photometric blends among the sample of program stars, namely
stars with designations 00043029 (V1 = 17.83 mag, V2 = 18.49 mag, separa-
tion = 1.5′′) and 00112168 (V1 = 17.64 mag, V2 = 18.65 mag, separation =
0.5′′). These stars were unresolved or marginally resolved by the GIRAFFE
fiber having 1.2′′aperture on the sky, which led to incorrect determination
of their atmospheric parameters. The two stars were therefore excluded
from the abundance analysis.

Due to its high Galactic latitude (b = −45◦, Harris 1996), 47 Tuc expe-
riences little interstellar reddening: the values found in the literature range
from E(B−V) = 0.032 (Schlegel et al. 1998) 4 to E(B−V) = 0.055 (Gratton
et al. 1997). Similarly, Grundahl et al. (2002) obtained E(B − V) = 0.04

4http://irsa.ipac.caltech.edu/applications/DUST/
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Table 3.1. Masses of the program stars derived from the Y2 isochrones of different
age.

t, Gyr mass range, M⊙ ⟨M⟩, M⊙

12 0.84 - 0.86 0.85
13 0.82 - 0.84 0.83

from the Strömgren uvby photometry. We note that the reddening uncer-
tainty of ∆E(B − V) = 0.02 would lead to the uncertainty of ∆ log g ≈ 0.02

in the surface gravity and therefore would have a minor impact on the effec-
tive temperature determination. To correct for the interstellar reddening,
we adopted E(B − V) = 0.04 from Harris (1996). The distance modulus,
V − MV = 13.37, was also taken from Harris (1996).

3.1.3.3 Stellar mass

We determined stellar mass from the comparison of the observed color-
magnitude diagram (CMD) of 47 Tuc with theoretical isochrones. For this
purpose, we used t = 11, 12, and 13Gyr age Yonsei-Yale5 (Y2) isochrones,
computed for the metallicity of Z = 0.004 and α−element enhancement of
[α/Fe] = +0.4. The observed CMD was fitted best with the 12–13 Gyr Y2

isochrones (Fig. 3.1). The narrow magnitude range occupied by the program
stars (V = 17.23 − 17.51 mag) translates into a mass interval of ∼ 0.02M⊙
(Table 3.1). Using Eq. 3.1 we find that the uncertainty in stellar mass of
∆M = 0.02M⊙ leads to a change in surface gravity of only ∆ log g ≈ 0.01

(while keeping the effective temperature and luminosity fixed).
Small mass range of the program stars, together with a small change in

the average mass between the 12 and 13 Gyr isochrones, led us to assume
a fixed average mass of 0.84 M⊙ for all program stars.

We assumed constant microturbulence velocity value of ξmicro =
1.0 km s−1 for all stars. In any case, none of the lines analyzed in our study
was saturated and therefore the resulting abundances show little sensitivity
to the choice of microturbulence velocity (see Table 3.5).

The final stellar sample used in this work contained 110 TO stars. Their
atmospheric parameters derived using the prescriptions given in the previ-

5http://www.astro.yale.edu/demarque/yyiso.html
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ous sections are provided in Table 14.

3.1.4 Determination of elemental abundances
Abundances of lithium, oxygen, and sodium in the TO stars of 47 Tuc were
determined using slightly different procedures. For sodium and oxygen,
the 1D NLTE abundances were derived by best-fitting the observed line
profiles with the synthetic spectra computed with the 1D NLTE spectral
synthesis code MULTI(see Sect. 1.2.1). The obtained 1D NLTE abundances
of oxygen and sodium were then corrected for the 3D effects using 3D–1D
abundance corrections computed with the 3D hydrodynamical and 1D hy-
drostatic model atmosphere codes CO5BOLD and LHD, respectively.

The abundance of lithium, on the other hand, was determined using the
equivalent widths of the Li I 670.8 nm resonance doublet measured in the
spectra of the program stars. Then, we used the interpolation formula from
Sbordone et al. (2010) to directly obtain the 3D NLTE lithium abundance
estimate.

In the following sections we will focus on the steps involved in the abun-
dance determinations of all three elements discussed here.

3.1.5 Spectral lines and their atomic parameters
Atomic parameters of spectral lines used in the abundance derivations of
lithium, oxygen, and sodium are provided in Table 3.9. Central line of the
oxygen triplet (777.416 nm) was significantly affected by telluric emission
and thus proved to be unsuitable for the abundance determinations. Oxygen
abundance was therefore derived using the two remaining lines of the oxygen
triplet located at 777.194 nm and 777.539 nm. Examples of the observed
spectral line profiles best-fitted with the synthetic profiles are shown in
Fig. 3.3.

3.1.6 3D+NLTE abundances of oxygen and sodium
The 1D NLTE abundances of oxygen and sodium were derived by fitting the
observed spectral line profiles with the synthetic spectra computed using the
1D spectral synthesis code MULTI. We then corrected the obtained 1D NLTE
abundances for the 3D hydrodynamical effects, by using 3D–1D abundance
corrections calculated with the 3D hydrodynamical CO5BOLD and 1D LHD
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Table 3.2. Atomic parameters of the spectral lines used in the abundance deter-
minations of lithium, oxygen, and sodium.

Element λ, nm χ, eV log gf a log γrad
b log γ4Ne

c log γ6
NH

d

Li I 670.776 0.000 −0.009 7.56 −5.78 −7.574
Li I 670.791 0.000 −0.309 7.56 −5.78 −7.574
O I 777.194 9.146 0.324 7.52 −5.55 −7.443e

O I 777.539 9.146 −0.046 7.52 −5.55 −7.443e

Na I 818.326 2.102 0.230 7.52e −5.62e −7.425e

Na I 819.482 2.104 0.490 7.52e −5.62e −7.425e

a Kurucz (1993); b natural broadening constant (from Kupka et al. 2000);
c Stark broadening constant (from Kupka et al. 2000); d van der Waals
broadening constant (from Kupka et al. 2000); e classical value (from Castelli
2005b).

model atmospheres. In the latter two cases, spectral line synthesis was
done using the Linfor3D package, under the assumption of LTE. A constant
microturbulence velocity of ξmicro = 1.0 km s−1 was assumed for all program
stars in the spectral synthesis calculations using the 1D model atmospheres
(i.e., ATLAS9 and LHD), irrespective whether it was done with the MULTI or
Linfor3D line synthesis packages. Let us note though, that none of the
spectral lines analyzed in this paper were strongly saturated and therefore
the resulting abundances were insensitive to the choice of microturbulence
velocity (see Table 3.5). The steps involved in the derivation of oxygen and
sodium abundances are summarized below.

3.1.6.1 1D NLTE abundances of O and Na

The model atoms of oxygen and sodium described in Sections 1.2.1.1 and
1.2.1.2 were used to derive abundances of the two elements in the TO stars
of 47 Tuc. For this purpose, we employed the spectral synthesis code MULTI
(Carlsson 1986) in its version modified by Korotin et al. (1999), while
the abundances were determined by fitting synthetic line profiles to those
in the observed spectra of TO stars using χ2 minimization. Throughout
the spectral synthesis computations we used fixed microturbulence ξmicro =

1.0 km s−1. Macroturbulence velocity was varied as a free parameter to
achieve the best fit to the observed line profiles, with its typical values
determined in the range of 1–5 km s−1.
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Table 3.3. Parameters of the 3D hydrodynamical CO5BOLD atmosphere models
used in this work.

Teff, K log g [M/H] Grid dimension, Mm resolution
x × y × z x × y × z

5475 4.0 0 20.3 × 20.3 × 10.6 140 × 140 × 150
5533 4.0 −1 19.9 × 19.9 × 10.6 140 × 140 × 150
5927 4.0 0 25.8 × 25.8 × 12.5 140 × 140 × 150
5850 4.0 −1 25.8 × 25.8 × 12.5 140 × 140 × 150

Examples of the observed and best-fitted synthetic 1D NLTE spectral
line profiles are shown in Fig. 3.3, while the determined 1D NLTE abun-
dances of O and Na are provided in Table 14 (Appendix A). We note that
typical average differences between the abundances of oxygen and sodium
obtained using 1D NLTE and LTE spectral line synthesis (estimated by
fitting the NLTE and LTE synthetic profiles to the observed line profile)
are indeed significant, ∆1D NLTE−LTE ≈ −0.20 and ≈ −0.35 dex, respectively.
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Fig. 3.3. Typical observed GIRAFFE spectrum of TO star in 47 Tuc (star
ID 00006129, dotted lines), together with synthetic spectrum (red solid lines)
computed using the MULTI code and fitted to the oxygen 777 nm triplet (left
panel), sodium 818.3 nm, and sodium 819.5 nm (both in the right panel) lines.

3.1.6.2 3D–1D abundance corrections for O and Na

Convection has a significant impact on the spectral line formation in the at-
mospheres of cool stars. A number of recent studies have shown that treat-
ing convection in one-dimensional hydrostatic model atmospheres with the
mixing-length theory may lead to significant differences in the abundances
of chemical elements with respect to those determined using 3D hydrody-
namical model atmospheres (a non-exhaustive list includes Asplund et al.
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1999; Collet et al. 2007; Caffau & Ludwig 2007; González Hernández et al.
2008; Bonifacio et al. 2010; Dobrovolskas et al. 2012). The role of convec-
tion becomes especially important in the atmospheres of metal-poor stars
([Fe/H] < −2), where horizontal fluctuations of thermodynamic quantities
and changes in the vertical temperature and velocity profiles may lead to
significant differences in the predicted spectral line strengths. We therefore
used 3D hydrodynamic CO5BOLD stellar model atmospheres (Freytag et al.
2012) to assess the impact of such effects on the spectral line formation in
the atmospheres of our program stars.

The CO5BOLD models used for this purpose were taken from the CIFIST
3D hydrodynamical model atmosphere grid (Ludwig et al. 2009). Since the
model spacing in the Teff− log g− [M/H] plane is rather coarse, there are no
CIFIST models with the atmospheric parameters exactly corresponding to
those of the program stars. We therefore used four CO5BOLD models brack-
eting the parameters of TO stars with their Teff and [M/H]. The desired
quantities (e.g., line strengths) were computed using each of the four mo-
dels and then interpolated to the effective temperature and metallicity of a
given TO star. Atmospheric parameters of the 3D hydrodynamical models
are provided in Table 3.3. Each simulation run covered about ≈ 7.5 days in
stellar time, or ≈19 convective turnover times as measured by the Brunt-
Vaisälä timescale (see Kučinskas et al. 2013, for the definition; note that
the advection time scale was always significantly shorter). Monochromatic
opacities used in the model calculations were taken from the MARCS stellar
atmosphere package (Gustafsson et al. 2008) and were grouped into several
opacity bins using the opacity binning technique (Nordlund 1982; Ludwig
1992; Ludwig et al. 1994; Vögler et al. 2004): five opacity bins were used for
the [M/H] = 0.0 models and six bins for the [M/H] = −1.0 models. The mo-
dels were computed using solar-scaled elemental abundances from Asplund
et al. (2005), by applying a constant enhancement in the alpha-element
abundances of [α/Fe] = +0.4 for the models at [M/H] = −1.0. All model
simulations were performed under the assumption of LTE, with scattering
treated as true absorption (for more details on the model calculations see
Ludwig et al. 2009).

To perform spectral line synthesis calculations, from the four 3D hy-
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drodynamical model runs we selected four smaller subsamples of 20 model
structures (further called snapshots; 18 snapshots were selected in the case
of model at Teff = 5927 K, log g = 4.0, [M/H] = 0.). The selected snapshots
were spaced nearly equidistantly in time and spanned the entire length of
each simulation run. Each snapshot ensemble was selected in such a way as
to ensure that its most important statistical properties (the average effec-
tive temperature, its standard deviation, mean velocity at the optical depth
unity, mean velocity and residual mass flux profiles) would match those of
the entire simulation run as closely as possible. Time separation between
the individual snapshots in the 20 snapshot ensemble was ≈ 0.4 days (≈ 1

convective turnover time) which allows us to consider them statistically
independent.

As in our previous work (e.g., Kučinskas et al. 2013; Dobrovolskas et
al. 2013), the influence of convection on the spectral line formation was
assessed with the help of 3D–1D abundance corrections (see Section 1.3 for
details). To remind, the 3D–1D abundance correction, ∆3D−1D, is defined
as a difference between the abundance A(X) of chemical element X derived
at the observed equivalent width of a given spectral line using 3D and 1D
model atmospheres, ∆3D−1D = A(X)3D − A(X)1D. We also made use of
two additional abundance corrections, ∆3D−⟨3D⟩ ≡ A(X)3D − A(X)⟨3D⟩, and
∆⟨3D⟩−1D ≡ A(X)⟨3D⟩−A(X)1D. These corrections utilize average ⟨3D⟩models
which were computed by horizontally averaging all atmospheric structures
in the twenty 3D model snapshot ensemble (the fourth power of temperature
was averaged on surfaces of equal optical depth). Obviously, the average
⟨3D⟩ models do not contain information about the horizontal fluctuations
of dynamical and thermodynamic quantities. Therefore, the first of the
two corrections, ∆3D−⟨3D⟩, allows to assess the importance of the horizontal
fluctuations, while the other, ∆⟨3D⟩−1D, the role of differences between the
temperature profiles of the average ⟨3D⟩ and 1D models. The total 3D–1D
abundance correction is indeed the sum of the two constituents, ∆3D−1D ≡
∆3D−⟨3D⟩ +∆⟨3D⟩−1D.

To compute the abundance corrections, 3D hydrodynamical, average
⟨3D⟩, and 1D LHD model atmospheres were used to synthesize spectral lines
with the equivalent widths, EW, equal to those measured in the given pro-
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gram star, and to obtain the 3D, ⟨3D⟩, and 1D abundances of a given chem-
ical element (note that this approach differs from that applied in Chapter 2
and in Dobrovolskas et al. 2013; Kučinskas et al. 2013, where only very
weak lines were used to compute the abundance corrections). The resulting
∆3D−⟨3D⟩, ∆⟨3D⟩−1D, and ∆3D−1D abundance corrections were then interpo-
lated to the effective temperature of the given program star and the meta-
llicity of 47 Tuc (the latter was kept fixed at [Fe/H] = −0.7). We note that
CO5BOLD and LHD model atmospheres were computed using identical atmo-
spheric parameters, equation of state, and opacities, in order to minimize
the possible sources of discrepancies in their predicted line strengths. This
allowed us to focus solely on the differences arising due to different treat-
ment of convection in the 3D hydrodynamical and 1D hydrostatic model
atmospheres.

We thus computed 3D–1D abundance corrections for oxygen and sodium,
for every object in the sample of 110 TO stars studied here and for every
spectral line used in the abundance determination, using the line equivalent
widths obtained during the 1D NLTE abundance analysis. The 1D NLTE
abundances were then corrected for the 3D effects, by adding the average
3D–1D abundance correction obtained for a given element in a given star
to its average 1D NLTE abundance. Abundances obtained using such pro-
cedure will be further referred to as 3D+NLTE abundances, in order to
make a clear distinction from the 3D NLTE abundances of lithium which
were obtained based on full 3D NLTE spectral line synthesis calculations.
The obtained 3D+NLTE abundances of oxygen and sodium are provided
in Table 14 (Appendix A).

The information about the obtained abundance corrections is summa-
rized in Table 3.4, where we provide ∆3D−⟨3D⟩, ∆⟨3D⟩−1D, and ∆3D−1D abun-
dance corrections for the spectral lines of oxygen and sodium used in our
study. In each case, we list the average, minimum and maximum values of
the correction computed from the ensemble of individual corrections corres-
ponding to each of 110 TO stars in 47 Tuc. Obviously, the 3D–1D abun-
dance corrections are small and typically do not exceed ∆3D−1D ≈ 0.07 dex.

Finally, we would like to warn the reader that the procedure used by
us to obtain 3D+NLTE abundances should be utilized with caution. The
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reason for this is that population numbers of atomic levels in NLTE depend
very sensitively on temperature but this is not taken into account by apply-
ing 3D–1D LTE corrections to 1D NLTE abundances. Our test simulations
utilizing full 3D NLTE radiation transfer and the 3D hydrodynamical mo-
dels used above show that in the case of lithium the 3D+NLTE approach
may in fact be justifiable at solar metallicity. However, at [M/H] = −1.0
(and below) the full ∆3D NLTE−1D LTE abundance correction becomes signif-
icantly different from the combined ∆1D NLTE−LTE +∆3D−1D LTE correction.
Such deviation occurs because the lithium line formation extends rather
far into the outer atmosphere where the amplitude of horizontal tempera-
ture fluctuations (and thus, its influence on the atomic level populations)
is largest. Moreover, weaker line blanketing in the metal-poor stellar at-
mospheres leads to more efficient photoionization. All this may result in
significantly different population numbers in 3D NLTE and 1D NLTE cases.
Clearly, these differences can not be accounted for in the 3D+NLTE ap-
proach, by applying 3D–1D LTE corrections to the 1D NLTE abundances.
In this respect, the situation is somewhat safer with oxygen and sodium
since in these two cases the contribution of horizontal temperature fluctua-
tions and differences between the average 3D and 1D temperature profiles
to the total 3D–1D abundance correction are about equal but of opposite
sign, which leads to smaller total abundance correction, ∆3D−1D LTE (see
Table 3.4). It is nevertheless obvious that full 3D NLTE spectral synthe-
sis should be utilized whenever such possibility is available; hopefully, this
may gradually become more accessible with the implementation of NLTE
methodology into the 3D spectral synthesis codes (Lind et al. 2013; Praka-
pavičius et al. 2013; Holzreuter & Solanki 2013).

3.1.7 3D NLTE abundances of lithium

As a first step in the abundance analysis of lithium, we determined the
equivalent width of the lithium 670.8 nm resonance doublet by fitting the
observed spectrum of a given star with a synthetic line profile computed
using 1D NLTE spectral synthesis package SYNTHE (Kurucz 2005; Sbordone
2005). We then used the obtained EWs to determine the 3D NLTE lithium
abundance by using analytical formula (B.1) from Sbordone et al. (2010).
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Table 3.5. Li, O, and Na abundance sensitivity to changes in the atmospheric
parameters.

Element ∆Teff ∆ log g ∆ ξmicro ∆A
±100K ±0.1 dex ±0.2 km s−1 dex

Li I +0.09 −0.01 0.00 0.09
−0.08 +0.01 0.00 0.08

O I −0.08 +0.03 −0.01 0.09
+0.09 −0.03 +0.01 0.10

Na I +0.06 −0.05 −0.03 0.08
−0.07 +0.04 +0.02 0.08

This interpolation formula was obtained by utilizing the results of 3D NLTE
spectral synthesis computations done for a range of lithium abundances and
by covering the effective temperatures and surface gravities typical to those
of the main sequence stars. The fitting formula of Sbordone et al. (2010) was
derived using models in the metallicity range of [Fe/H] = −1.0 to –3.0, thus
for the stars in 47 Tuc we were extrapolating to slightly higher metallicities.

We were able to detect the lithium resonance doublet in 94 TO stars.
The derived 3D NLTE lithium abundances span the range of 1.24 < A(Li) <
2.21 dex, with the average value of ⟨A(Li)⟩ = 1.78±0.18 (the error is standard
deviation of the lithium abundance in the ensemble of 94 TO stars). The
obtained lithium abundances are provided in Table 14 (Appendix A).

3.1.8 Abundances sensitivity to changes in the atmo-

spheric parameters
The influence of the uncertainties in the atmospheric parameters to the
abundance determinations of Li, O and Na was assessed by varying atmo-
spheric parameters within their typical uncertainty ranges: effective temper-
ature by ±100 K, surface gravity by ±0.1 dex, and microturbulence velocity
by ±0.2 km s−1. We took the average atmospheric parameters and spectral
line strengths measured in the TO stars of 47 Tuc as reference values for this
test. The corresponding changes in the elemental abundances are provided
in Table 3.5. The numbers in the case of lithium were obtained by varying
the corresponding atmospheric parameters in the formula of Sbordone et
al. (2010), while for oxygen and sodium sensitivity determination was made
using ATLAS9 model atmospheres and 1D NLTE line synthesis with MULTI.
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The last column contains all three abundance changes added in quadrature
and thus may serve as a measure of combined sensitivity to changes in the
uncertainty all atmospheric parameters. The results show that the uncer-
tainty in the effective temperature has by far the largest impact on the
abundance determination of all three elements investigated in this work.

3.1.9 Sensitivity of sodium abundances to blending with

CN lines

Spectral region around the sodium lines used in this study contains sev-
eral weak CN lines which may blend with the lines of sodium. Since the
TO stars in 47 Tuc show large spread in carbon and nitrogen abundances
(Cannon et al. 1998; Carretta et al. 2005), CN blends with sodium lines
may introduce systematic changes in the derived sodium abundances, and
may thus distort the resulting sodium abundance correlations. We therefore
deemed it necessary to test the impact of CN spectral lines on the sodium
abundance determination.

To this end, we synthesized a number of synthetic spectra with the Linux
version (Sbordone 2005) of the spectral synthesis code SYNTHE (Kurucz
2005), by using a number of ATLAS9 model atmospheres that corresponded
to the average and extreme values of atmospheric parameters of the studied
TO stars in 47 Tuc. The spectra were synthesized using different combina-
tions of C and N abundances representing the most CN-rich and CN-poor
stars, as well as those with the average CN abundance (see Table 3.6).
For reference, we also computed a synthetic spectrum neglecting CN lines.
Equivalent widths of synthetic sodium lines were then measured in each
synthetic spectrum and sodium abundances were determined using the mea-
sured equivalent widths, utilizing for this purpose the Linux version of the
WIDTH code (Kurucz 1993; Kurucz 2005; Castelli 2005). We found that
difference in the sodium abundance obtained from the spectrum without
CN lines and that computed with the nitrogen enhancement of [N/Fe] =
+1.25 dex is ≈ 0.02 dex for the sodium 819 nm line and < 0.01 dex for the
818 nm line. We therefore conclude that the impact of CN line blending on
the sodium abundance derivations may be safely ignored.
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Table 3.6. Combinations of carbon and nitrogen abundances used to estimate
the impact of blending with CN lines on the determined sodium abundances.

[C/Fe] [N/Fe]
−0.10 −0.35
−0.25 +0.50
−0.45 +1.25

3.1.10 Discussion
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Fig. 3.4. Abundances of oxygen and sodium in the TO stars of 47 Tuc derived in
this work by taking into account 3D hydrodynamical and NLTE effects. Typical
error bars are shown in the bottom-left corner of the panel. Blue solid line shows
chemical evolution model of 47 Tuc from Sánchez-Blázquez et al. (2012)

In Fig. 3.4 we plot the determined abundances of oxygen against those
of sodium. Our results confirm the presence of the Na–O abundance anti-
correlation. This finding is in good agreement with the results of D’Orazi
et al. (2010) although we obtain a slightly smaller spread in the sodium
abundance (Fig. 3.4). It is interesting to note that the observed Na–O
abundance anti-correlation agrees surprisingly well with the model predic-
tions of Sánchez-Blázquez et al. (2012).

We find that the effects of convection play a minor role in the spectral
line formation of O and Na taking place in the atmospheres of TO stars in
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dances determined in this work. Typical error bars are shown in the top left-corner
of the panels. Unweighted linear fits to the data are shown by solid lines.

47 Tuc, leading to relatively small∆3D−1D abundance corrections, −0.04 · · ·+
0.04 dex for sodium and +0.01 · · ·+0.09 dex for oxygen. On the other hand,
deviations from LTE are substantial: on average, the NLTE abundance
correction is as large as −0.35 dex for sodium and −0.20 dex for oxygen.

Although less convincingly, our results also hint towards the existence of
Li–O correlation (Fig. 3.5). This is supported by the results of Kendall’s tau
(τ) test (Press et al. 1992) which detects the existence of Li–O correlation
at 95% probability level, with τ = 0.14. Although one should note that
the data scatter is large, this result is nevertheless robust even if the two
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stars with the lowest oxygen abundance are excluded from the test. On the
other hand, evidence for the Li–Na anti-correlation is weak: in this case,
Kendall’s tau test yields the detection at the level of only 58% (τ = −0.06).

Lithium, along with hydrogen and helium, was synthesized during the
Big-Bang nucleosynthesis what makes it particularly important element be-
cause of its relevance to cosmology. On the assumption that its abundance
in the oldest stars has not been altered since the star formation, the knowl-
edge of the lithium abundance may allow to test the models of primordial
nucleosynthesis. In the warm metal-poor stars the lithium abundance is
roughly constant, A(Li) = 2.1 – 2.3, what is known as Spite Plateau (Spite
& Spite 1982a,b; Sbordone et al. 2010). Primordial lithium abundance based
on the WMAP measurements of the baryonic density (Spergel et al. 2003;
Komatsu et al. 2011) and Standard Big Bang Nucleosynthesis (SBBN) is
predicted to be A(Li) = 2.7 (Cyburt et al. 2008). The value derived from
the measurements of Planck satellite (Planck Collaboration et al. 2013) is
the same within errors (Coc et al. 2013). It is still not clear yet why the
Spite Plateau is ≈ 3 times lower than the predicted primordial abundance
(see Sbordone et al. 2010, for a discussion of possible explanations).

The spread in the lithium abundances derived in our study in the TO
stars in 47 Tuc appears to be larger and the mean abundance lower than
what is found in other globular clusters: if the exceptionally Li-rich stars
Cl* NGC 6397 K 1657 (Koch et al. 2011) and Cl* M 4 M 37934 (Monaco et
al. 2012) are excluded, other globulars show a rather uniform lithium abun-
dance. In Table 3.7 we have assembled literature data of the mean A(Li)
abundance and the range in A(Li) variation for the handful of globular clus-
ters, and added to these the metal-poor open cluster NGC2243 (François
et al. 2013). When confronted with several analyses of the same cluster in
the literature we chose, when available, the ones with the 3D NLTE lithium
abundances obtained using the fitting formula of Sbordone et al. (2010)
were used, to be directly comparable to the present results. For M 92 we
chose the reanalysis of Bonifacio (2002) rather than the original analysis of
Boesgaard et al. (1998), though this choice would bear no consequences to
our discussion. The globular cluster NGC 6752 (Shen et al. 2010) is the
one with the larger range in Li abundances, after 47 Tuc, and has a higher
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mean A(Li) abundance, too. ω Cen is not an ordinary globular cluster but
rather the stripped core of a satellite galaxy, and is the only cluster in Ta-
ble 3.7 that shows a large spread in [Fe/H]. In Table 3.7 and Fig. 3.6 we
adopted [Fe/H] = −1.71 as a median of the metallicities in the Monaco et
al. (2010) sample. In Fig. 3.6 we have also plotted the values for old (4.35
Gyr, Kaluzny et al. 2006), metal-poor ([Fe/H]=–0.54, François et al. 2013)
open cluster NGC 2243, from the analysis of François et al. (2013). We also
complemented the plot with the data for a number of open clusters having
different ages (taken from Sestito & Randich 2005), and Galactic field stars
from Lambert & Reddy (2004).

There are several facts that are evident from the inspection of Fig. 3.6:

• all globular clusters display a dispersion in lithium abundances, prob-
ably due to the chemical evolution of the cluster itself, as suggested
by the Li–O correlation and, possibly, Li–Na anti-correlation;

• this dispersion is small with respect to the “gap” between the mean
cluster abundance and the primordial lithium abundance predicted by
SBBN and WMAP measurements of the baryonic density;

• the mean lithium abundance of the metal-poor globular clusters (i.e.,
all except 47 Tuc) traces well the Spite Plateau;

• 47 Tuc has lower mean lithium abundance and higher dispersion than
other globular clusters;

• the mean lithium abundance and its dispersion in 47 Tuc are compat-
ible with lithium abundances observed in the field stars at the same
metallicity and older than 12 Gyr;

• metal poor, old open cluster NGC 2243, with a metallicity close to
that of 47 Tuc, has higher mean Li abundance;

• field stars younger than 2 Gyr have, on average, higher lithium abun-
dances than those that are older than 12 Gyr;

• at approximately solar metallicity, there is a clear tendency for open
clusters to have lower lithium abundance with increasing age.
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minimum, and maximum values (small black dots connected by vertical solid
lines), and 25% and 75% quantiles (black horizontal bars) of lithium abundances
as derived in unevolved stars of Galactic globular clusters M92, NGC6397, ωCen,
NGC6752, and 47 Tuc, and the old, metal-poor open cluster NGC2243 (filled blue
triangle, ∼ 4.4Gyr, Kaluzny et al. 2006, see also Table 3.7 for details). The data
for open clusters (open blue rectangles) were taken from Sestito & Randich (2005),
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and stars that are younger than 2 Gyr (open circles). Solid green line shows
theoretically predicted evolution of Galactic lithium abundance from Prantzos
(2012).
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These facts may be understood in terms of the following scenario. The
stars in the globular clusters all form with the same Li abundance. This
abundance may be slightly altered in the course of the star’s life (see
González Hernández et al. 2009). On top of this effect, one observes Li
differences amongst the stars of first and successive generations, due to the
effect of pollution of the cluster medium by the first generation stars (this
would explain the Li–O correlation). All these effects are of second order, so
that the mean cluster abundance is close to the original initial abundance,
which is confirmed by nearly uniform Li abundance in all metal-poor clus-
ters seen in Fig. 3.6. In the most metal-rich clusters, like 47 Tuc, the
convective envelope is deeper and photospheric material is brought down to
layers where the temperature is sufficient to destroy lithium. For this rea-
son, the mean Li abundance of 47 Tuc is lower and its Li dispersion is larger
than in the other globular clusters. The old metal-rich field stars follow the
same fate, and this is why, on average, they have a lower Li abundance.
As time passes, Li is produced in the Galaxy so that the stars and clusters
formed more recently are formed with higher Li abundance. The open clus-
ter NGC 2243 clearly shows this: in spite of the fact that its metallicity is
only slightly different from that of 47 Tuc, its mean Li abundance is clearly
higher. Importantly, the highest Li abundance found in 47 Tuc is lower
than the lowest abundance observed in NGC 2243 (excluding the Li-dip
stars, of course). A prediction of this simplistic qualitative scenario, would
be that, by analogy to what is observed in 47 Tuc, when NGC 2243 will
reach the age of 12 Gyr it should have a mean Li abundance by 0.5 dex
lower than its present-day value.

Chemical evolution of lithium in the Galaxy is difficult to model, due
to the existence of several sources that can, potentially, produce lithium
besides the Big Bang Nucleosynthesis (see Matteucci 2010, for a review).
Current models assume that the Galaxy started with the WMAP+SBBN
lithium abundance, thus the evolution curve of lithium abundance stays well
above the Spite Plateau (Matteucci 2010; Prantzos 2012). It has already
been pointed out by François et al. (2013) that the lithium abundance pre-
dicted by the model of Prantzos (2012) is higher, by a factor of 2, than the
highest Li abundance observed in NGC 2243. We may add here one further
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observation that while 47 Tuc lies at a metallicity at which, according to the
model, Galactic cosmic rays are already contributing as much as 20% of the
primordial lithium abundance, it lies well below the other globular clusters.
It should, however, be borne in mind that although 47 Tuc is as metal-rich
as many disc stars, it is much older, therefore it could not have benefited of
the lithium produced by cosmic ray spallation. Similarly, it may be simply
because of its rather old age that the lithium abundance in NGC 2243 is
significantly lower than that predicted by the models of Galactic chemical
evolution.

The scenario we have described assumes that the initial lithium abun-
dance in Galactic globular clusters and metal-poor field stars was close to
the value of the Spite Plateau. While it could be also possible to conceive
that it had the initial WMAP+SBBN value instead, a very contrived mech-
anism for the Li-depletion must be sought for in order to explain, simul-
taneously: (i) the Spite Plateau, (ii) the lower abundance of 47 Tuc, and
(iii) the depletion of lithium, with respect to the predictions of chemical
evolution models, in NGC 2243.

3.2 Abundances of lithium, sodium, and barium

in NGC 6752

3.2.1 Observational data
In our abundance analysis of lithium, sodium, and oxygen in the Galactic
globular cluster NGC 6752 we used reduced (bias subtracted, flat-fielded,
and wavelength calibrated) spectra of 20 red giants available from the
ESO Science Archive6. The high resolution (R = 60 000) spectral material
was acquired with the UVES spectrograph at the VLT-UT2 (programme
65.L–0165(A), PI: F. Grundahl). Spectra obtained during the three indi-
vidual exposures were co-added to achieve the average signal-to-noise ratio
S /N ≈ 130 at ∼ 600.0 nm. Observations were taken in the standard Dic
346+580 nm setting which covered the 670.8 nm resonance Li I doublet
and 568.3, 568.8, 615.4, and 616.1 nm lines of Na I but did not cover the

6http://archive.eso.org/eso/eso_archive_adp.html
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Ba II 455.4 nm resonance line. Nevertheless, the other three Ba II lines
located at 585.369, 614.173, and 649.691 nm (see Table 3.9) were all found
in the upper CCD of the red arm covering the range 583-680 nm. More
details of the spectra acquisition and reduction procedure are provided by
Yong et al. (2005). All red giants studied here were located at or below the
red giant branch (RGB) bump.

3.2.2 Atmospheric parameters and iron abundances
Continuum normalization of the observed spectra and equivalent width
(EW) measurements were made using the DECH20T7 software package
(Galazutdinov 1992), where the EWs were determined using a Gaussian fit
to the observed line profiles.

Stellar model atmospheres used in the abundance determinations were
calculated with the Linux port version (Sbordone et al. 2004; Sbordone
2005) of the ATLAS9 code (Kurucz 1993), using the ODFNEW opacity dis-
tribution tables from Castelli & Kurucz (2003). Models were computed
using the mixing length parameter αMLT = 1.25 and microturbulence ve-
locity of ξt = 1 km s−1, with the overshooting option switched off. The
LTE abundances were derived using the Linux port version (Sbordone et
al. 2004; Sbordone 2005) of the Kurucz WIDTH98 package (Kurucz 1993;
Kurucz 2005; Castelli 2005).

The effective temperature, Teff, was determined under the assumption
of excitation equilibrium, i.e., by requiring that the derived iron abundance
should be independent of the excitation potential, χ (Fig. 3.7, upper panel).
We required that the iron abundances determined from the Fe I and Fe II
lines would be equal to obtain the value of surface gravity, log g. The
microturbulence velocity, ξt, was determined by requiring that Fe I lines
of different EWs would provide the same iron abundance (Fig. 3.7, lower
panel). The derived effective temperatures, gravities, and microturbulence
velocities of individual stars agreed to within 60K, 0.2 dex, and 0.16 km s−1,
respectively, with those determined by Yong et al. (2005).

One should note, however, that determination of effective temperatures
assuming excitation equilibrium of Fe I and Fe II lines must be done using

7http://www.gazinur.com/DECH-software.html
8http://wwwuser.oat.ts.astro.it/castelli/sources/width9.html.
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3D hydrodynamical model atmospheres. This would be much desired since,
as it was already shown in Chapter 2, the 3D–1D abundance corrections of
Fe I may in fact be very large for stars at low metallicities and thus, in prin-
ciple, this should influence the derived effective temperatures. In practice,
however, such approach is not yet feasible, first of all because the CIFIST
3D model atmosphere grid is very sparse, with the large steps both in the
effective temperatures and gravities (500K and 1.0 dex, respectively). Nev-
ertheless, it is obvious that such tests are necessary to better understand the
combined effect stemming from the effective temperature and iron abun-
dance determinations with the 3D hydrodynamical model atmospheres.

The LTE iron abundances for all stars in our sample were derived using
50-60 neutral iron lines (Table 15, Appendix B; note that the iron abundance
derived from the ionized lines was required to match that of neutral iron,
i.e., to obtain the estimate of surface gravity, thus it is not an independent
iron abundance measurement). To minimize the impact of NLTE effects on
the iron abundance determinations, we avoided neutral iron lines with the
excitation potential χ < 2.0 eV. Oscillator strengths and damping constants
for all iron lines were retrieved from the VALD database (Kupka et al. 2000).
The obtained iron abundances are provided in Table 3.8. The contents of
the Table are as follows: the star identification and its coordinates are
given in Cols. 1–3, effective temperatures and iron abundance derivatives
relative to the excitation potential are in columns 4 and 5, respectively, the
adopted microturbulence velocity and iron abundance derivative relative
to the equivalent width are in columns 6 and 7, respectively, the adopted
values of log g are in column 8, iron abundances obtained from Fe I and
Fe II lines are in columns 9 and 10, respectively, and the difference between
them is in column 11.

The mean iron abundance obtained for the 20 stars is ⟨[Fe/H]⟩ = −1.60±
0.05, which is in excellent agreement with [Fe/H] = −1.62 ± 0.02 obtained
by Yong et al. (2005).

3.2.3 1D LTE abundances

The only spectral feature of lithium available for the abundance analysis in
stellar spectra is closely spaced resonance doublet located at 670.8 nm (see
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Fig. 3.7. [Fe/H] abundance ratios derived from Fe I lines for the star NGC
6752–23, plotted versus the excitation potential (top) and line equivalent width
(bottom). Linear fits to the data are shown as solid lines. Note that there is
a slight correlation between the best-fit slopes in the two panels: adjusting the
temperature by zeroing the slope in the upper panel slightly changes the slope in
the lower panel, while changes to the microturbulence velocity influence the slope
in the upper panel. This correlation does not allow us to obtain zero-valued slopes
in both panels simultaneously. The adopted atmospheric parameters of this star
are Teff = 4960K, log g = 2.35, ξt = 1.28 km s−1, and [Fe/H] = −1.57.

Table 3.9). Gaussian function provides a poor fit to the asymmetric lithium
line profile, therefore we obtained 1D LTE lithium abundances by fitting
synthetic spectra to the observed spectral line profiles. Synthetic spectra
were computed in 1D LTE using the Synthe spectral synthesis code, and
ATLAS9 model atmospheres computed using stellar atmospheric parameters
from Table 3.8. An example of observed spectrum with the best fitting syn-
thetic Li line profiles is shown in Fig 3.8. Values of the equivalent widths
of the best fitting synthetic Li line profiles are provided in Table 16, Ap-
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Table 3.9. Atomic parameters of the spectral lines used in this work.
element λa, nm χ, eV log gf log γrad log γ4Ne

c log γ6
NH

Li I 670.776 0.00 −0.009 7.56 −5.78 −7.574
Li I 670.791 0.00 −0.309 7.56 −5.78 −7.574
Na I 568.263 2.10 −0.700 0.00 0.00 −6.855
Na I 568.821 2.10 −0.400 0.00 0.00 −6.855
Na I 615.423 2.10 −1.560 7.85 −4.39 0.00
Na I 616.075 2.10 −1.260 7.85 −4.39 0.00
Ba II 585.3688 0.604a −1.000a 8.20b −5.460 −7.190d

Ba II 614.1730 0.704a −0.076a 8.20b −5.480 −7.470d

Ba II 649.6910 0.604a −0.377a 8.10b −5.480 −7.470d

a Wiese & Martin (1980); b natural broadening constant, from Mashonkina
& Bikmaev (1996); c Stark broadening constant, from Kupka et al. (2000);
d van der Waals broadening constant, from Korotin et al. (2011)

pendix C.
Sodium abundances were obtained using the WIDTH9 code and equivalent

width measurements obtained by fitting Gaussian function to the observed
spectral lines (see Table 17, Appendix C). We were unable to estimate
oxygen abundance in the giants of NGC 6752 due to severe telluric contam-
ination of the oxygen line at 630 nm, thus we adopted oxygen abundances
determined by Yong et al. (2005). Sodium and oxygen abundances deter-
mined in the investigated stars are shown in Fig. 3.10, and the abundance
of lithium versus that of sodium and oxygen is plotted in Fig. 3.11.

Barium abundances were derived using classical 1D model atmospheres,
under the assumption of LTE. For this, three Ba II lines centered at
585.3688 nm, 614.1730 nm, and 649.6910 nm were used. Damping constants
and other atomic parameters of the three barium lines are provided in Ta-
ble 3.9. The line equivalent widths were measured with the DECH20T soft-
ware (Table 18, columns 2–4). Hyperfine splitting of the 649.6910 nm line
was not taken into account in the 1D LTE analysis. The derived barium
abundances and barium-to-iron abundance ratios are given in Table 18,
columns 5 and 7, respectively.

We note that the barium line at 614.1730 nm is blended with a neutral
iron line located at 614.1713 nm. To estimate how this affects the accuracy
of the abundance determination, we synthesized the barium 614.1730 nm
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Table 3.10. Sensitivity of abundance to changes in atmospheric parameters.
Element ∆T ∗eff ∆ log g∗ ∆ ξ∗micro

±80K ±0.1 dex ±0.1 km s−1

Li I +0.11 +0.00 −0.00
−0.11 −0.00 +0.00

Na I +0.04 −0.00 −0.01
−0.04 +0.00 +0.01

Ba II −0.03 −0.02 −0.07
+0.03 +0.02 +0.07

line with and without the blending iron line, for all stars in our sample.
The comparison of the equivalent widths of blended and non-blended lines
reveals that the contribution of the iron blend never exceeds ∼ 2.4%, or
≤ 0.05 dex in terms of the barium abundance. The contribution of the iron
blend to the EW of the 614.1730 nm line was thus taken into account by
reducing the measured equivalent widths of this barium line by 2.4% for all
stars. We would like to point out, however, that in the 1D NLTE analysis
the barium abundances were derived by fitting the synthetic spectrum to
the observed line profile, thus the influence of the iron blend at 614.1713 nm
was properly taken into account.

Assessment of the abundance sensitivity on the atmospheric parameters
is given in the Table 3.10. Lines of lithium are weak (EW < 3 pm) therefore
its abundance is insensitive to the microturbulence velocity. Sodium lines
are weak to moderately strong (EW < 8 pm) in the spectra of investigated
red giants, which makes also sodium abundance only weakly sensitive to
the choice of microturbulence velocity. However, barium lines in the target
stars are strong and situated in the saturated part of the curve of growth,
therefore it is not surprising that the uncertainty in the microturbulence
velocity is the largest contributor to the uncertainty in the derived barium
abundance.

The total contribution from the individual uncertainties in Teff, log g,
and ξt leads to the following systematic uncertainties in the abundance de-
terminations of lithium, sodium, and barium: ∼ 0.11 dex, ∼ 0.04 dex,and
∼ 0.08 dex, respectively. We note, however, that the these numbers do not
account for the uncertainty in the equivalent width determination and thus
may only provide the lower limit to the systematic uncertainty (e.g., 5 per-
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Fig. 3.8. Fit of the synthetic LTE profiles of the lithium line (red solid line) to the
observed spectra of two red giants NGC 6752–01 (top) and NGC 6752–30 (bot-
tom). Synthetic line profiles corresponding to the abundances 0.2 dex higher/lower
than the best fit value are shown as red dashed lines.

cent in the equivalent width determination leads to the barium abundance
uncertainty of ∼ 0.1 dex).

The obtained mean 1D LTE abundance of lithium for the sample of
20 red giants in NGC 6752 is ⟨A(Li)⟩1D LTE = 0.89 ± 0.18. Similarly,
the obtained mean 1D LTE abundance of sodium for the same sample
of stars is ⟨A(Li)⟩1D LTE = 4.78 ± 0.31 and the sodium-to-iron ratio is
⟨[Na/Fe]⟩1D LTE = 0.06 ± 0.29. The obtained mean 1D LTE barium abun-
dance for the sample of 20 stars in NGC 6752 is ⟨A(Ba)⟩1D LTE = 0.80±0.09
and the barium-to-iron ratio is ⟨[Ba/Fe]⟩1D LTE = 0.24 ± 0.05. In all cases,
the error is a square root of the variance calculated for the ensemble of
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observed spectrum of the red giant NGC6752–23 (dots). Synthetic line profiles
corresponding to the abundances 0.1 dex higher/lower than the best-fit value are
shown as dashed lines.

individual abundance estimates of 20 stars. The difference between the in-
dividual barium abundances derived in a given star using the three barium
lines is always below ∼ 0.1 dex.

3.2.4 1D NLTE abundances
The one dimensional (1D) NLTE abundances of barium were determined
using the version of the 1D NLTE spectral synthesis code MULTI (Carlsson
1986) modified by Korotin et al. (1999) (Section 1.2.1).

The solar abundances of iron and barium were assumed to be
log A(Fe)⊙ = 7.50 and log A(Ba)⊙ = 2.17 respectively, on the scale where
log A(H)⊙ = 12. These abundances were determined using the Kurucz Solar
Flux Atlas (Kurucz et al. 1984) and the same NLTE approach as applied
in this study.

A typical fit of the synthetic line profiles to the observed spectrum is
shown in Fig. 3.9, where we plot synthetic and observed profiles of all three
barium lines used in the analysis. The elemental abundances and barium-to-
iron abundance ratios derived for the individual cluster giants are provided
in Table 18 (columns 6 and 8, respectively).

The mean sodium-to-iron ratio derived in 20 red giants of NGC 6752
using 1D hydrostatic model atmospheres and assuming NLTE is
⟨[Na/Fe]⟩1D NLTE = 0.05 ± 0.23. Similarly, the mean derived 1D NLTE
barium-to-iron ratio for the 20 cluster red giants is ⟨[Ba/Fe]⟩1D NLTE =
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0.05 ± 0.06. In both cases the error is the square root of the variance in
abundance estimates obtained assuming 1D NLTE for the ensemble of 20
stars, thus measures the star-to-star variation in the element-to-iron ra-
tio. The individual line-to-line abundance scatter was always significantly
smaller than 0.1 dex both for sodium and barium.

We find that barium lines generally appear stronger in NLTE than in
LTE, which leads to lower NLTE barium abundances. This is in accord
with the results obtained by Short & Hauschildt (2006) for the metalli-
city of NGC 6752, and similar to the trends obtained for cool dwarfs by
Mashonkina et al. (1999). The NLTE–LTE abundance corrections for the
three individual barium lines are always very similar, with the differences
being within a few hundredths of a dex.

3.2.5 3D–1D abundance corrections
We have used the 3D hydrodynamical CO5BOLD (Freytag et al. 2012) and
1D hydrostatic LHD (Caffau & Ludwig 2007) stellar atmosphere models to
investigate how strongly the formation of lithium, sodium, and barium lines
may be affected by convective motions in the stellar atmosphere (detailed
description of the model atmospheres used is provided in Chapter 1).

Since we did not have CO5BOLD models available for the entire atmo-
spheric parameter range covered by the red giants in NGC 6752, we esti-
mated the importance of 3D hydrodynamical effects only for stars on the
lower RGB. For this purpose, we used a set of 3D hydrodynamical CO5BOLD
models with Teff = 5000K and log g = 2.5, at four different metallicities,
[M/H] = 0.0,−1.0,−2.0, and−3.09. Allowing for the error margins of ∼ 100K
in the effective temperature and ∼ 0.25 dex in gravity, we assumed that
the effective temperature and gravity of this model set is representative of
the atmospheric parameters of the stars NGC 6752–08, and NGC 6752–19
to NGC6752–30 (8 objects, see Table 3.8). For these stars, the extreme
deviations from the parameters of the 3D model are ∆Teff ∼ 110K and
∆ log g ∼ 0.26. These differences would only have a marginal effect on the
uncertainty in the abundance estimates, i.e., the systematic uncertainty for
the 3D barium abundance derivations would only increase from ±0.08 dex

9The models at four metallicities were used to interpolate the 3D–1D abundance corrections
at the metallicity of NGC 6752.
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Table 3.11. Parameters of the 3D hydrodynamical CO5BOLD atmosphere models
used in this work.

Teff, K log g [M/H] Grid dimension, Mm resolution
x × y × z x × y × z

4970 2.5 0 573×573×243 160×160×200
4990 2.5 −1 573×573×245 160×160×200
5020 2.5 −2 584×584×245 160×160×200
5020 2.5 −3 573×573×245 160×160×200

quoted in Sect. 3.2.3 to ±0.10 dex.
The 3D hydrodynamical models were taken from the CIFIST 3D model

atmosphere grid (Ludwig et al. 2009). The model parameters are summa-
rized in Table 3.11. The physical size of the 3D model box was chosen
so that it would accommodate at least ten convective cells in the horizon-
tal plane. Monochromatic opacities used in the model calculations were
grouped into five opacity bins for [M/H] = 0.0 and six opacity bins for
[M/H] = −1.0,−2.0,−3.0 models. The 1D LHD models were calculated for
the same set of atmospheric parameters using the same equation of state,
opacities, and chemical composition as in the case of the 3D hydrodynamical
models.

To illustrate the differences between the 3D hydrodynamical and 1D
classical stellar model atmospheres, we show their temperature stratifica-
tions at the metallicity of [M/H] = −2.0, which is the closest to that of
NGC 6752 (Fig. 3.12, upper panel). In the same figure, we also indicate
the typical formation depths of the three barium lines. It is obvious that
at these depths, temperature of the 3D hydrodynamical model fluctuates
very strongly, especially in the outer atmosphere, as indicated by the RMS
value of horizontal temperature fluctuations (∆TRMS =

√
⟨(T − T0)2⟩x,y,t,

where T0 is the temporal and horizontal temperature average obtained on
surfaces of equal optical depth). As we see below, differences in the at-
mospheric structures lead to differences in the line formation properties
and henceforth to differences in barium abundances obtained with the 3D
hydrodynamical and 1D classical model atmospheres.

Twenty 3D snapshots (i.e., 3D model structures at different instants in
time) were selected to calculate the Li I, Na I, and Ba II line profiles. The
snapshots were chosen in such a way that the statistical properties of the
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snapshot sample (average effective temperature and its r.m.s value, mean
velocity at the optical depth unity, etc.) would match as close as possible
those of the entire ensemble of the 3D model run. The 3D line spectral
synthesis was performed for each individual snapshot and the resulting line
profiles were averaged to yield the final 3D spectral line profile.

The 3D–1D abundance corrections for Li, Na, and Ba were calculated
using the equivalent widths and microturbulence velocities of the target
stars derived in Sect. 3.2.2 and 3.2.3. Furthermore, cubic interpolation
was used to interpolate between the 3D–1D abundance corrections derived
at four different metallicities to obtain its value at the metallicity of the
cluster, [Fe/H] = −1.6. The cubic interpolation between the four values of
metallicities was chosen because of the nonlinear dependence of the 3D–1D
abundance corrections on metallicity.

3D–1D abundance corrections for the sodium lines which have higher
excitation potential compared to the barium lines (2.1 eV and 0.6 eV re-
spectively) are always positive and never exceed 0.025 dex (see Table 3.12).
On the other hand, convection has a larger impact on the formation of
lithium lines: the 3D–1D abundance correction is ∆3D−1D LTE = −0.16 dex.
Spectral lines of sodium were moderately strong (EW≤ 8 pm) and thus
were less sensitive to the choice of microturbulence velocity used with the
comparison 1D model atmosphere. This resulted in very weak dependence
of the 3D–1D abundance corrections on the microturbulence velocity (see
Table 3.12).

On the other hand, barium lines in the target stars are strong (cf. Ta-
ble 18) and thus the derived 3D–1D abundance corrections are sensitive to
the microturbulence velocity, ξt, of the comparison 1D model. The abun-
dance corrections are provided in Table 3.13, which contains the ∆3D−1D

and ∆3D−⟨3D⟩ abundance corrections for the three individual Ba II lines
(columns 2–4), the 3D–1D abundance correction for each star (i.e., averaged
over the three barium lines, column 5), the microturbulence velocity used
with the 1D comparison model (column 6, from Sect. 3.7), the 3D LTE bar-
ium abundances (column 7), the 3D LTE barium-to-iron ratio (column 8),
and finally both the 1D NLTE barium-to-iron ratio before (column 9, from
Sect. 3.2.4) and after correction for the 3D effects (column 10).
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Abundance corrections are sensitive to the choice of the 1D microtur-
bulence velocity and line strength, therefore stars with very similar at-
mospheric parameters may have different abundance corrections. This is,
for example, the case with NGC 6752-19 and NGC 6752-30. These two
stars have largest and smallest microturbulence velocities in the entire sam-
ple, respectively, and NGC 6752-19 has slightly stronger barium lines than
NGC 6752-30 (Table 18, Appendix C). This leads to noticeably different
abundance corrections, despite both stars having very similar effective tem-
peratures and gravities (Table 3.13).

3.2.6 Discussion

3.2.6.1 1D LTE and NLTE abundances in NGC 6752

Our results show a rather well defined sodium-oxygen abundance anti-
correlation, such as the one observed in the majority of Galactic globu-
lar clusters (Gratton et al. 2012). Obtained results results agree well with
those obtained in a similar study of Carretta et al. (2007) but for a much
larger sample of approximately 150 RGB stars. There are also hints for
lithium-sodium abundance anti-correlation and lithium-oxygen abundance
correlation, although their statistical significance due to small sample size
is not high.

Lithium and oxygen abundances in NGC 6752 were determined in a
much larger sample of 112 turn-off (TO) point stars by Shen et al. (2010).
Their analysis has shown that lithium and oxygen abundances were pos-
itively correlated, with a 98% probability. In addition, unevolved stars
showed significantly larger lithium abundance for a given oxygen abun-
dance compared to giants. The largest lithium abundance determined in
the TO stars by Shen et al. (2010) is 2.5–2.6 dex. This could be compared
to 1.1–1.2 dex obtained for the giants in this work (Fig 3.11). The difference
of ≈ 1.4 dex in the lithium abundance can be explained by the evolutionary
effects, i.e., when deepening convective zone of a star which moves from the
main sequence to the red giant branch brings stellar material to deeper and
hotter layers where lithium is gradually destroyed in nuclear reactions.

Generally, the mean 1D LTE barium-to-iron abundance ratio obtained
in this work, ⟨[Ba/Fe]⟩1D LTE = 0.24 ± 0.05, agrees well with the 1D LTE
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abundance ratios derived for this cluster by other authors. For example,
James et al. (2004) derived ⟨[Ba/Fe]⟩ = 0.18 ± 0.11 from 9 main-sequence
and 9 subgiant stars in NGC 6752. We note that the mean barium-to-iron
ratio of James et al. (2004) based on the measurements of only subgiant
stars is ⟨[Ba/Fe]⟩ = 0.25 ± 0.08, i.e., in this case the agreement with our
LTE estimate is even better. The barium-to-iron ratios obtained by Norris
& Da Costa (1995) and Yong et al. (2005) are lower, ⟨[Ba/Fe]⟩ = 0.00±0.13
and ⟨[Ba/Fe]⟩ = −0.06 ± 0.13, respectively.

The disagreement between the results of Yong et al. (2005) and those
obtained here is somewhat concerning, especially since both studies were
based on the same set of UVES spectra, while the atmospheric parameters
and iron abundances of individual stars employed by us and Yong et al.
(2005) agree very well (Sect. 3.2.2). Moreover, the comparison of the equiv-
alent width measurements obtained by us and Yong et al. (2005) also shows
good agreement. One would thus also expect good agreement in the derived
barium abundances – which is unfortunately not the case. We therefore felt
it was important to look into the possible causes of this discrepancy.

To this end, we first obtained the 1D LTE barium abundances using
the MULTI code. This independent abundance estimate was made using
the same procedure as for the 1D NLTE abundance derivations, i.e., by
fitting the observed and synthetic line profiles of the three Ba II lines, with
the difference that in this case the line profile calculations performed with
MULTI were done under the assumption of LTE. The mean barium-to-iron
abundance ratio obtained in this way, ⟨[Ba/Fe]⟩ = 0.22 ± 0.06, agrees well
with the value derived in Section 3.2 (⟨[Ba/Fe]⟩ = 0.24 ± 0.05).

In their abundance determinations, Yong et al. (2005) used an older ver-
sion of the ATLAS9 models (Kurucz 1993). The differences between these
ATLAS9 models and those used in our work is that (a) different opacity tables
were used in the two cases (i.e., ODFNEW from Castelli & Kurucz 2003,
with our models), and (b) the ATLAS9 models of Kurucz (1993) were calcu-
lated with the overshooting parameter switched on, while in our case the
overshooting was switched off. To check the influence of these differences on
the abundance derivations, we obtained the 1D LTE barium abundance us-
ing the older atmosphere models of Kurucz (1993), with the atmospheric pa-
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rameters and iron abundances derived in Sect. 3.2.2. In this case, the mean
derived barium-to-iron abundance ratio was ⟨[Ba/Fe]⟩1D LTE = 0.23 ± 0.05,
i.e., the effect of differences in the model atmospheres was only ∼ 0.01 dex.
The change in the barium abundances owing to differences in the atomic
parameters (line broadening constants, oscillator strengths) used in the two
studies was more significant, i.e., the abundances derived by us using the
atomic parameters of Yong et al. (2005) were ∼ 0.1 dex lower. However, this
still leaves a rather large discrepancy, ∼ 0.15 dex, between the barium-to-
iron ratios obtained by us and Yong et al. (2005), for which we unfortunately
cannot find a plausible explanation.

As in the case of the 1D LTE abundances, the extent of the star-to-star
variations in the derived 1D NLTE barium-to-iron ratio, ⟨[Ba/Fe]⟩1D NLTE =

0.05 ± 0.06, is small and can be fully explained by the uncertainties in the
abundance determination. The 1D NLTE barium-to-iron ratio derived here
is similar to the value ⟨[Ba/Fe]⟩1D NLTE = 0.09 ± 0.20 obtained for two red
giants in M10 by Mishenina et al. (2009). The elemental ratios obtained
in the two studies are thus very similar, although one should keep in mind
that the estimate of Mishenina et al. (2009) is based on only two stars. The
metallicities of the two clusters are very similar too, [Fe/H] = −1.56 in the
case of M10 (Harris 1996, 2010 edition) and [Fe/H] = −1.60 for NGC 6752
(Sect. 3.2.2). Galactic field stars typically show no pronounced dependence
of [Ba/Fe] on metallicity, although the scatter at any given metallicity is
large (Sneden et al. 2008). One may therefore conclude that, taken into
account the high [Ba/Fe] spread in field stars, the ⟨[Ba/Fe]⟩ ratio derived
here is comparable to those seen in Galactic field stars and other globular
clusters of similar metallicity.

3.2.6.2 3D-corrected NLTE abundances in NGC 6752

The 3D–1D abundance corrections of sodium and barium computed for
eight RGB stars in NGC 6752 in our study (see Section 3.2.5 above) may
provide a hint about the net extent to which the 3D hydrodynamical effects
may influence spectral line formation (and thus, the abundance determina-
tions) in their atmospheres (Table 3.12–3.13). In the case of all red giants
investigated, the corrections for both elements are small, −0.03 to +0.15 dex,
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with the mean abundance correction for the eight stars of ∆3D−1D = 0.02

and 0.05 for sodium and barium, respectively. We note though that the in-
dividual contributions to the abundance correction, ∆3D−⟨3D⟩ and ∆⟨3D⟩−1D,
are substantial (∼ ±0.1 dex) but often because of their opposite sign nearly
cancel and thus the resulting abundance correction is significantly smaller
(Table 3.13). This clearly indicates that the role of convection-related ef-
fects on the spectral line formation in these red giants cannot be neglected,
even if the final 3D–1D abundance correction, ∆3D−1D, is seemingly very
small.

The mean 3D LTE barium-to-iron abundance ratio obtained for the eight
red giants is ⟨[Ba/Fe]⟩3D LTE = 0.28±0.07. The 3D LTE barium abundance
measurements made for a given star from the three barium lines always
agree to within ≈ 0.03 dex. In the case of all twenty giants studied here, the
mean 1D NLTE barium-to-iron ratio corrected for the 3D-related effects is
⟨[Ba/Fe]⟩3D+NLTE = 0.10 ± 0.08 and therefore is only slightly different from
the 1D NLTE value obtained in Sect. 3.2.4. However, the positive sign of
the 3D–1D abundance differences indicates that in the spectra of red giants
in NGC 6752 the three studied Ba II lines will be weaker in 3D than in 1D,
in contrast to what is generally seen in red giants at this metallicity (cf.
Collet et al. 2007; Dobrovolskas et al. 2013).

For the Ba II lines, the 3D–1D abundance corrections are sensitive to the
choice of microturbulence velocities used with the 1D models: an increase in
the microturbulence velocity by 0.10 km s−1 leads to an increase of 0.07 dex
in the 3D–1D abundance correction. At the same time, due to change in
the microturbulence velocity of 0.10 km s−1 the 1D abundance itself would
decrease by roughly –0.07 dex. The result therefore is that although the 3D
correction is sensitive to microturbulence, the 3D corrected abundance is
not.
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Fig. 3.12. Top panel: Temperature stratification in a single snapshot of the 3D
hydrodynamical CO5BOLD model at the metallicity [M/H]= –2. Gray shaded area
shows the temperature probability density on a logarithmic scale, with darker
shades meaning a higher probability of finding a particular temperature value
in the 3D model simulation box. Solid red line shows the mean temperature
stratification of the 3D model and dashed red line is the 1D LHD model temperature
stratification. Horizontal bars show the optical depth intervals where 90% of the
line equivalent width is formed in LTE: black bars correspond to the 3D model
while the blue dashed bars mark line forming regions in 1D. Numbers next to the
bars designate the wavelength of the given Ba II line in nm. Bottom panel:
RMS value of horizontal temperature fluctuations in the 3D model (black line)
and temperature difference between the mean 3D and 1D models (blue dashed
line).
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Summary and conclusions
We have investigated the influence of convection on the spectral line for-
mation in the atmospheres of main sequence turn off (TO) point and red
giant branch (RGB) stars. To this end, we synthesized a large number of
fictitious atomic lines of astrophysically important tracer elements, using
for this purpose the 3D hydrodynamical CO5BOLD and classical 1D LHD stel-
lar model atmospheres (both types of models shared identical atmospheric
parameters, opacities, equation of state, and chemical composition). The
influence of convection on the line formation was investigated by focusing
on the differences between the abundances inferred from a given spectral
line by the requirement of producing a given equivalent width with the 3D
and 1D model atmospheres, assuming LTE.

Overall, convection plays a considerable role in the atmospheres of both
TO and RGB stars studied here. There are significant horizontal temper-
ature fluctuations seen at different optical depths in the atmospheres of
these stars that are caused either by convective up- or downflows (inner
atmosphere), convective overshoot, and/or shock wave activity (outer at-
mosphere). This leads to substantial horizontal variations in the number
densities of chemical species, causing significant deviations from the predic-
tions of classical 1D models.

In particular, spectral line formation noticeably affected by convection
in the atmosphere of red giant located close to the tip of RGB, but this
influence depends on the line parameters and chemical species under con-
sideration. The differences in elemental abundances inferred from a given
spectral line with the 3D and 1D model atmospheres, ∆3D−1D, are most
pronounced for high-excitation lines of ions and atoms of predominantly
neutral elements. Their abundance corrections grow larger with increasing
excitation potential, reaching values of ∆3D−1D ≈ −0.4 dex for excitation
potential χ = 10 eV. The main physical reason for this 3D–1D difference
is the increasingly nonlinear temperature dependence of the line opacity as
χ increases. In a 3D atmosphere, the horizontal temperature fluctuations
then lead to an enhancement of the effective line opacity with respect to

125



the 1D case, resulting in stronger lines in 3D and negative 3D–1D abun-
dance corrections. Lines of neutral atoms of predominantly ionized elements
have significantly smaller corrections, with ∆3D−1D not exceeding ±0.1 dex.
Here the temperature dependence of the line opacity due to ionization and
excitation tend to partially cancel each other.

It is important to emphasize that in the case of a cool red giant studied
here the 3D–1D corrections for all chemical species studied in this work
showed a significant wavelength dependence. In most cases, the abundance
corrections were significantly smaller in the near-infrared at λ 1600 nm than
in the optical spectral range. Careful investigation revealed that this does
not indicate that the atmospheric layers where the infrared lines originate
were less affected by convection. Rather, the strong wavelength dependence
of the 3D corrections is related to the fact that the continuum opacity is
much more temperature dependent at λ 1600 nm (mainly H− free-free ab-
sorption) than around λ 850 nm (mainly H− bound-free absorption). It
should be stressed though that this conclusion about the wavelength de-
pendence of the 3D–1D corrections was reached for the red giant located
close to the RGB tip; in case of stars located at the base of RGB this
dependence is significantly less pronounced.

One may thus conclude that the spectral line formation in the atmo-
spheres of red giant stars is a delicate process, governed by the subtle inter-
play between microscopic (atomic line parameters) and macroscopic (local
temperature fluctuations) physics. The size of the 3D-hydrodynamical fluc-
tuations and their effects on the line formation process can therefore only
be assessed by dedicated radiation hydrodynamics simulations and detailed
3D line formation calculations.

We have also studied the influence of convection on the spectral line for-
mation in the model atmospheres of a red giant stars located in the lower
part of the RGB (Teff ≈ 5000K, log g = 2.5), at four different metallici-
ties, [M/H] = 0.0,−1.0,−2.0,−3.0. Again, the influence of convection was
studied by focusing on the 3D–1D abundance corrections, i.e., the differ-
ences in abundances predicted for the same line equivalent width by the
3D hydrodynamical CO5BOLD and classical 1D LHD model atmospheres. The
abundance corrections were computed for a set of fictitious spectral lines of
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various astrophysically important elements (C, O, Si, Ti, Fe, Ni, Ba, Eu),
at three different wavelengths (λ = 400, 850, and 1600 nm) and four line
excitation potentials (χ = 0, 2, 4, 6 eV). Only weak lines (EW < 0.5 pm) were
used in the analysis in order to avoid the influence of the microturbulence
velocity used with the average ⟨3D⟩ and 1D model atmospheres.

The abundance corrections for the low-excitation lines of neutral atoms
show significant dependence on both metallicity and line excitation po-
tential, especially at low metallicities where differences in the abundances
obtained with the 3D and 1D model atmospheres, ∆3D−1D, may reach to
−0.6 dex. The corrections are largest for elements with the lowest ioniza-
tion potentials (generally, < 6 eV), i.e., those that are predominantly ionized
throughout the entire model atmosphere. The line opacity in this case is
proportional to κℓ ∼ 10(Eion−χ)/kT which makes the low-excitation lines most
temperature sensitive. Since the formation regions of low-excitation lines
extend well into the outer atmosphere where temperature fluctuations are
largest, this, in combination with the strong temperature sensitivity of the
low excitation lines, leads to largest abundance corrections (note that dif-
ferences between the average temperature profile of the 3D model and that
of the 1D model are essentially depth-independent and typically do not
exceed a few hundred Kelvin, irrespective of metallicity; the abundance
corrections arising due to differences in the temperature profiles, ∆⟨3D⟩−1D,
are thus significantly smaller, typically ≤ ±0.1 dex, whereas corrections due
to horizontal temperature fluctuations, ∆3D−⟨3D⟩, may be significantly larger
and reach to −0.6 dex, which also leads to large total abundance corrections,
∆3D−1D). The corrections decrease quickly with increasing excitation po-
tential and for lines with χ > 2 eV they are confined to ±0.1 dex within the
entire metallicity range. This is because lines with higher χ are less sensi-
tive to temperature and, besides, they form deeper in the atmosphere where
temperature fluctuations are significantly smaller. On the other hand, there
is very little variation of abundance corrections with both metallicity and
excitation potential for lines of neutral atoms of elements with high ion-
ization potentials (eg. carbon and oxygen), i.e., those that are predom-
inantly neutral throughout the entire atmosphere. In this case, it is the
high-excitation lines that are most temperature sensitive, but since they
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form deep in the atmosphere where temperature fluctuations are smaller
the resulting abundance corrections are also small.

In case of lines of ionized atoms, the abundance corrections are small
at all metallicities and excitation potentials (≤ ± 0.1 dex) and show little
variation with either [M/H] or χ. For elements that are predominantly
ionized it is the high-excitation lines that are most temperature sensitive.
Such lines form deep in the atmosphere where the horizontal temperature
fluctuations are small, which leads to small ∆3D−⟨3D⟩ abundance corrections.
Since the ∆⟨3D⟩−1D corrections are never large, the total corrections are
therefore significantly smaller than those for lines of, e.g., neutral atoms
with low ionization potentials.

The abundance corrections obtained for red giants located close to the
base of RGB show little variation with wavelength, at least in the range
of 400–1600 nm. This is in contrast to what was obtained in the case of
cooler red giant located close to the RGB tip, for which the corrections
at 1600 nm were significantly smaller than in the optical wavelength range.
This suggests that for certain elements the effects of convection on the
spectral line formation may be equally large in a rather wide wavelength
range.

Rather surprisingly, we find that differences in the treatment of scatter-
ing in the radiative transfer calculations seem to have a rather small impact
on the resulting thermal structures of the red giant atmospheres studied
here. The differences in the temperature profiles obtained when scatter-
ing opacity is neglected in optically thin regions and when scattering is
treated as true absorption are always confined to < 120K and only occur at
the optical depths logτRoss ≤ −2.0. Nevertheless, for certain low-excitation
lines this may lead to noticeable changes in the abundance corrections, with
largest for lines of neutral elements with low ionization energies, ∼ 0.1 dex.
For lines of other neutral elements, as well as of ionized species, the changes
are significantly smaller (< 0.02 dex).

In addition we have studied the influence of convection on the spec-
tral line formation in the model atmospheres of main sequence stars
(Teff ≈ 5900K, log g = 4.0), at four different metallicities, [M/H] =

0.0,−1.0, and − 2.0. In this case, the 3D–1D abundance corrections for
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the low-excitation lines of neutral atoms show significant dependence on
both metallicity and line excitation potential, especially at low metallicities
where differences in the abundances obtained with the 3D and 1D model at-
mospheres, ∆3D−1D, may reach to −1.1 dex. The results for a main sequence
stars qualitatively agree with those obtained for red giants, in a sense that
convection plays an increasingly important role on the spectral line forma-
tion with the decreasing metallicity, although the abundance corrections for
main sequence stars are larger.

We have derived 1D NLTE abundances of lithium, sodium, and bar-
ium in the atmospheres of 20 RGB stars in the Galactic globular clus-
ter NGC 6752. The mean lithium, sodium, and barium abundances
are ⟨A(Li)⟩ = 0.89 ± 0.18 , ⟨[Na/Fe]⟩1D NLTE = 0.05 ± 0.23, and
⟨[Ba/Fe]⟩1D NLTE = 0.05 ± 0.06, respectively. (the error measures the star-
to-star variation in the abundance ratio, see Sect. 3.2.2). Individual barium-
to-iron abundance ratios show little star-to-star variation, which leads us
to conclude that there is no intrinsic barium abundance spread in the RGB
stars at or slightly below the RGB bump in NGC 6752. This conclusion
is in line with the results obtained in other studies, for stars in both this
and other GGCs (Norris & Da Costa 1995; James et al. 2004; Yong et al.
2005). On the contrary, abundances of lithium and sodium show significant
trends, besides, we find a rather clearly pronounced Na–O anticorrelation,
and hints for Na-Li anticorrelation and O-Li correlation.

In the RGB stars of NGC 6752, the 3D–1D abundance corrections of
sodium and barium are generally small and do not exceed +0.02 and +0.15
dex, respectively. It would be misleading, however, to conclude that the
role of the 3D effects in the formation of the sodium and barium lines in
the atmospheres of red giants in NGC 6752 is minor. As a matter of fact,
we have found that, e.g., in the case of barium, the 3D–1D abundance cor-
rections owing to horizontal temperature inhomogeneities in the 3D model
(i.e., ∆3D−⟨3D⟩ correction) and differences in the temperature profiles be-
tween the average ⟨3D⟩ and 1D models (∆⟨3D⟩−1D correction) are substantial
and may reach ∼ ±0.1 dex (Table 3.13). However, their sign depends on the
line strength, and owing to this subtle fine-tuning their sum is significantly
smaller, from −0.03 to 0.02 dex, which for this given set of atmospheric
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and atomic line parameters maintains the size of the 3D–1D abundance
corrections at the level of the errors in the abundance determination. The
situation is very similar in case of sodium too, which indicates clearly that
the 3D hydrodynamical effects in the atmospheres of RGB stars can not be
neglected in the spectral line synthesis computations.

The barium-to-iron abundance ratio derived in the RGB stars in
NGC 6752 is comparable to the one observed in Galactic halo stars of
the same metallicity (Sneden et al. 2008). It is also similar to the mean
barium-to-iron abundance ratio obtained by Mishenina et al. (2009) for
2 red giants in the Galactic globular cluster M10. We therefore conclude
that the barium-to-iron abundance ratios obtained here generally agree with
those seen in the oldest Galactic populations and are not very different from
those observed in halo stars.

We also determined abundance of lithium in the atmospheres of 94 TO
stars, as well as those of oxygen, and sodium in 110 TO stars belonging
to the Galactic globular cluster 47 Tuc, taking into account both NLTE
and 3D hydrodynamical effects. The departures from LTE play a domi-
nant role in the abundance determination: differences in the derived abun-
dances reach to ∆1D NLTE−LTE ≈ −0.35 dex in the case of sodium and to
∆1D NLTE−LTE ≈ −0.20 dex in the case of oxygen. The role of convection in
the atmospheres of TO stars in 47 Tuc plays a much lesser role in the spectral
line formation, which leads to significantly smaller abundance corrections
of ∆3D LTE−1D LTE ≈ +0.02 dex for sodium and ∆3D LTE−1D LTE ≈ +0.05 dex
for oxygen.

Sodium and oxygen abundances determined in the TO stars of 47 Tuc
are anti-correlated and our result is in good agreement with that obtained
by D’Orazi et al. (2010). On the other hand, the average lithium abundance
obtained in our study, ⟨A(Li)⟩ = 1.78 ± 0.18, is ≈ 0.27 dex lower than that
determined by D’Orazi et al. (2010). Our data also suggests the existence
of weak Li–O correlation.

The mean Li abundance in 47 Tuc is lower than what is observed in
other Galactic globular clusters by roughly a factor of three. The highest
Li abundance observed in 47 Tuc is lower than the lowest Li abundances
observed in the open cluster NGC 2243, that is only 0.2 dex more metal rich
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but 8 Gyr younger than 47 Tuc. When put into context with Li observations
in other globular and open clusters and field stars, our results suggest a
scenario in which the Li depletion during the star’s MS/TO/SGB lifetime,
is essentially zero for stars of metallicity lower than about −1.0, and becomes
more important as soon metallicity increases. The initial lithium abundance
with which the stars were created may in fact depend only on their age (it is
larger for the younger stars) and not on their metallicity. These facts may
explain in a natural way, for example, the difference in the lithium content
between 47 Tuc and NGC2243. To confirm (or disprove) the proposed
scenario it would be important to observe lithium in other Galactic globular
clusters of metallicity around −1.0, which may also allow to determine the
metallicity at which the convective envelope becomes deep enough to result
in significant lithium depletion.
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González Hernández, J., Bonifacio, P., Ludwig, H.-G., Caffau, E., Spite, M.,
et al. 2008, A&A, 480, 233
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Appendix A. Atmospheric parameters of the

main sequence turn-off point stars in 47 Tuc
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Appendix B. The list of iron lines used to de-

termine atmospheric parameters of the red giant

stars in NGC 6752
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Table 15. The list of the iron spectral lines lines used to determine atmospheric
parameters of the red giant stars in NGC 6752.

Species λ, nm χ, eV log gf Species λ, nm χ, eV log gf
Fe I 585.22187 4.548 -1.330 Fe I 627.02250 2.858 -2.464
Fe I 586.23530 4.549 -0.058 Fe I 630.15012 3.654 -0.718
Fe I 590.56720 4.652 -0.730 Fe I 632.26855 2.588 -2.426
Fe I 591.62474 2.453 -2.994 Fe I 633.53308 2.198 -2.177
Fe I 592.77891 4.652 -1.090 Fe I 633.68243 3.686 -0.856
Fe I 593.01799 4.652 -0.230 Fe I 634.41491 2.433 -2.923
Fe I 593.46549 3.928 -1.170 Fe I 635.50290 2.845 -2.350
Fe I 595.27184 3.984 -1.440 Fe I 638.07433 4.186 -1.376
Fe I 597.67750 3.943 -1.310 Fe I 639.36013 2.433 -1.432
Fe I 602.40580 4.548 -0.120 Fe I 640.00012 3.602 -0.290
Fe I 602.70509 4.076 -1.089 Fe I 641.16493 3.654 -0.595
Fe I 605.60047 4.733 -0.460 Fe I 641.99496 4.733 -0.240
Fe I 606.54822 2.608 -1.530 Fe I 642.13508 2.279 -2.027
Fe I 607.84910 4.795 -0.424 Fe I 643.08464 2.176 -2.006
Fe I 608.27106 2.223 -3.573 Fe I 647.56244 2.559 -2.942
Fe I 609.66653 3.984 -1.930 Fe I 648.18703 2.279 -2.984
Fe I 612.79066 4.143 -1.399 Fe I 649.49805 2.404 -1.273
Fe I 613.66153 2.453 -1.400 Fe I 649.64666 4.795 -0.570
Fe I 613.69947 2.198 -2.950 Fe I 651.83671 2.831 -2.460
Fe I 613.76917 2.588 -1.403 Fe I 659.38705 2.433 -2.422
Fe I 615.16181 2.176 -3.299 Fe I 660.91103 2.559 -2.692
Fe I 615.77284 4.076 -1.260 Fe I 663.37497 4.558 -0.799
Fe I 617.33356 2.223 -2.880 Fe I 667.79870 2.692 -1.418
Fe I 618.02042 2.727 -2.586 Fe I 670.35674 2.758 -3.160
Fe I 618.79904 3.943 -1.720 Fe I 675.01525 2.424 -2.621
Fe I 619.15584 2.433 -1.417 Fe I 680.68449 2.727 -3.210
Fe I 620.03129 2.608 -2.437 Fe II 599.13760 3.153 -3.540
Fe I 621.34303 2.223 -2.482 Fe II 608.41110 3.199 -3.780
Fe I 621.92810 2.198 -2.433 Fe II 614.92580 3.889 -2.720
Fe I 623.07230 2.559 -1.281 Fe II 624.75570 3.892 -2.310
Fe I 623.26412 3.654 -1.223 Fe II 636.94620 2.891 -4.160
Fe I 624.06462 2.223 -3.233 Fe II 641.69190 3.892 -2.650
Fe I 624.63188 3.602 -0.733 Fe II 643.26800 2.891 -3.520
Fe I 625.25554 2.404 -1.687 Fe II 645.63830 3.903 -2.100
Fe I 626.51340 2.176 -2.550 Fe II 651.60800 2.891 -3.320
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Appendix C. Equivalent widths of lithium,

sodium, and barium lines in the spectra of red

giant stars in NGC 6752
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Table 16. Measured equivalent widths of the lithium 670.7 nm line and the
derived lithium abundances in individual red giants in NGC 6752.

Star EW, A(Li)1D LTE,
(670.7nm)

pm dex
NGC 6752–1 . . . . . .
NGC 6752–2 . . . . . .
NGC 6752–3 1.16 0.73
NGC 6752–4 . . . . . .
NGC 6752–6 . . . . . .
NGC 6752–7 1.90 0.97
NGC 6752–8 . . . . . .
NGC 6752–9 1.66 0.82
NGC 6752–10 0.94 0.63
NGC 6752–11 2.07 1.00
NGC 6752–12 1.89 0.86
NGC 6752–15 2.36 1.05
NGC 6752–16 1.67 0.80
NGC 6752–19 2.31 1.06
NGC 6752–20 0.56 0.50
NGC 6752–21 2.10 1.00
NGC 6752–23 0.87 0.75
NGC 6752–24 1.55 0.95
NGC 6752–29 2.70 1.13
NGC 6752–30 . . . . . .
mean 0.87
σ 0.18
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Appendix D. The 3D–1D abundance corrections

for the spectral lines of neutral and ionized el-

ements in the atmospheres of red giant branch

(RGB) and main sequence turn-off point (MSTO)

stars
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