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A B S T R A C T 

Doubly ionized cerium (Ce 2 + ) is one of the most important ions to understand the kilonova spectra. In particular, near- 
infrared (NIR) transitions of Ce III between the ground (5p 

6 4f 2 ) and first excited (5p 

6 4f 5d) configurations are responsible 
for the absorption features around 14 500 Å. Ho we ver, there is no dedicated theoretical studies to provide accurate transition 

probabilities for these transitions. We present energy levels of the ground and first excited configurations and transition data 
between them for Ce III . Calculations are performed using the GRASP 2018 package, which is based on the multiconfiguration 

Dirac–Hartree–Fock and relativistic configuration interaction methods. Compared with the energy levels in the NIST data base 
(Kramida et al. 2024 ), our calculations reach the accuracy with the root-mean-square (rms) of 2732 or 1404 cm 

−1 (excluding 

one highest level) for ground configuration, and rms of 618 cm 

−1 for the first excited configuration. We extensively study the 
line strengths and find that the Babushkin gauge provides the more accurate values. By using the calculated gf values, we show 

that the NIR spectral features of kilonova can be explained by the Ce III lines. 

Key words: atomic data – neutron star mergers. 
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 I N T RO D U C T I O N  

inary neutron star (NS) mergers have been thought to be the
rigin of rapid neutron capture ( r -process) elements. In 2017, the
ra vitational wa ve (GW) from the NS merger (GW170817) was
uccessfully detected, and the associated electromagnetic counterpart
AT2017gfo) was observed (Abbott et al. 2017 ). The observed prop-
rties of AT2017gfo in UV/optical/near-infrared (NIR) wavelengths
ere found to be consistent with what expected as a kilonova (e.g.
asen et al. 2017 ; Tanaka et al. 2017 ; Kawaguchi, Shibata & Tanaka
018 ; Rosswog et al. 2018 ), thermal emission powered by radioactive
ecay of r -process nuclei (e.g. Li & Paczy ́nski 1998 ; Metzger et al.
010 ; Tanaka 2016 ; Metzger 2019 ). This fact provided us with
vidence that r -process nucleosynthesis occurs in NS mergers. 

To interpret the observational properties of kilonovae, atomic data
or heavy elements synthesized in NS merger ejecta are necessary.
n NS merger ejecta, photons interact with matter mainly via
ound–bound transitions before escaping from the system. Bound–
ound opacity plays a major role to determine the behaviour of
ilono va light curv es (e.g. Kasen, Badnell & Barnes 2013 ; Tanaka &
otokezaka 2013 ). This requires the complete knowledge of the
ound–bound transitions for all the heavy elements. Since such data
 E-mail: gediminas.g aig alas@tf ai.vu.lt (GG); pavel.rynkun@tf ai.vu.lt (PR); 
asaomi.tanaka@astr.tohoku.ac.jp (MT) 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
re not available experimentally, theoretical atomic calculations for
eavy elements have been performed to construct the atomic data
e.g. Kasen et al. 2013 ; Kasen et al. 2017 ; Tanaka et al. 2018 ;
aigalas et al. 2019 ; Banerjee et al. 2020 ; Fontes et al. 2020 ; Gaigalas

t al. 2020 ; Tanaka et al. 2020 ; Banerjee et al. 2022 ; Gaigalas et al.
022 ). Such theoretical data have been used to e v aluate the opacities
n kilonova ejecta, which provides the foundation of light-curve
odelling of kilonovae. 
On the other hand, to interpret the detailed spectral features of

ilonovae, more accurate atomic data are necessary. Domoto et al.
 2022 ) have pointed out the importance of doubly ionized Ce ( Z
 58) in the spectra of kilonovae. The Ce III transitions produce

istinct absorption features in the spectra at NIR wavelengths: three
ransitions at ∼ 16 000 Å between energy levels of 5p 6 4f 2 − 5p 6 4f 5d
ause the features. In fact, the features caused by Ce III nicely match
ith the observed features in the spectra of AT2017gfo. Ho we ver,

ince the transition probabilities ( gf -values) of the transitions are
 xperimentally unknown, the y adopted the theoretical values (Tanaka
t al. 2020 ) whose accuracy is not certain. Domoto et al. ( 2023 )
urther tested the identification of Ce III in the spectra of AT2017gfo,
y estimating the gf -values of the three Ce III lines using absorption
ines in stellar spectra. Such, the so-called ‘astrophysical gf -values’
roadly agree with those used in Domoto et al. ( 2022 ), which cur-
ently support the identification of Ce III in the spectra of AT2017gfo.

In fact, spectra of Ce 2 + ion have been studied by several exper-
ments. Sugar ( 1965 ) performed observations of the spectrum of
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. Summary of computed eigenvalues for each J of the even and odd 
configurations in extended optimal level scheme. 

J Parity Eigenvalues J Parity Eigenvalues 

0 + 1–2 0 − 1 
1 + 1 1 − 1–3 
2 + 1–3 2 − 1–4 
3 + 1 3 − 1–4 
4 + 1–3 4 − 1–4 
5 + 1 5 − 1–3 
6 + 1–2 6 − 1 
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e III from 757 to 11 091 Å and disco v ered one hundred twenty-six
ewly energy levels, including revised values of previously known 
evels. Johansson & Litz ́en ( 1972 ) also measured the wavelengths
f the 5p 6 4f 2 − 5p 6 4f 5d transition in a region between 11 000 and 
6 000 Å. These data of the Ce 2 + ion were critically e v aluated by
artin, Zalubas & Hagan ( 1978 ) and are given in the Atomic

pectra Database (ASD) of the National Institute of Standards and 
echnology (NIST; Kramida et al. 2024 ). 
Andersen & Sørensen ( 1974 ) measured the lifetimes for six excited

evels (of the 5p 6 4f 6p configuration) using the beam-foil method. 
adiative lifetimes of nine levels of the 5p 6 4f 6p configurations were 
easured by Li et al. ( 2000 ) using the time-resolved laser-induced
uorescence technique. They also presented transition probabilities, 

hese were obtained from branching fractions calculated by the 
owan code (Cowan 1981 ) and the experimental lifetimes. 
Atomic data of this ion have also been studied with semi-

mpirical and ab-initio theoretical calculations. Mainly the ground 
onfiguration or low excited configurations were investigated. Bord, 
owley & Norquist ( 1997 ) used the Cowan code to calculate
scillator strengths. Wyart & Palmeri ( 1998 ) investigated the energy 
evels and transition parameters using parametric fit, and reported 
en new levels and classified more than 70 new lines. Bi ́emont,
uinet & Ryabchikova ( 2002 ) studied the importance of core- 
olarization effects on oscillator strength in Ce III using the rel-
tivistic Hartree–Fock (HFR) method. Quinet & Bi ́emont ( 2004 ) 
sed the HFR method to calculate the Land ́e g -factors for doubly
onized lanthanides ( Z = 57–71). Stanek & Migdałek ( 2004 ) used the

ulticonfiguration Dirac-Fock method to study transition parameters 
or 6s 2 1 S 0 − 6s 6p 1 P 1 , 

3 P 1 transitions in rare earth ionized systems 
from La + 1 through Nd + 4 ). Li, Kuang & Yeung ( 2014 ) used semi-
mpirical methods to compute M1 and E2 transition data within the 
round configurations of some Ba-like and Dy-like ions. Safronova, 
afronova & Clark ( 2015 ) used a configuration interaction approach 
ith second-order perturbation theory and a linearized coupled- 

luster all-order method to compute excitation energies of the 
evels of ground and first excited configurations. Froese Fischer & 

odefroid ( 2019 ) investigated the effect of electron correlation on the 
nergy levels of the ground configuration [Xe]4f 2 using the GRASP 

ode. Carvajal Galle go, P almeri & Quinet ( 2021 ) used the relativistic
ulticonfiguration Dirac–Hartree–Fock to compute energy spectra 

nd radiative transition data. 
In this paper, we perform ab-initio calculations for Ce 2 + with the 

RASP 2018 (Froese Fischer et al. 2019 ) code by focusing on the
round (5p 6 4f 2 ) and first excited ( 5p 6 4f 5d ) configurations. Then, 
owards the application to NIR spectral feature of kilonovae, we 
ompute electric dipole (E1) transitions. This paper is organized as 
ollows. In Section 2 , we describe our computational procedures. 

e show our results in Section 3 , by providing intensive e v aluation
f energy level data and transition data. In Section 4 , we apply our
tomic data to the kilonova spectra and discuss the impact to the NIR
pectral features. Finally, we give conclusions in Section 5 . 

 C O M P U TAT I O NA L  P RO C E D U R E  A N D  

CHEME  

he calculations are performed using the GRASP 2018 package, which 
s based on the multiconfiguration Dirac–Hartree–Fock (MCDHF) 
nd relativistic configuration interaction (RCI) methods. More details 
bout these methods can be found in Fischer et al. ( 2016 ) and Grant
 2007 ). 
In the paper, only the main steps of the computational procedure
re described. The initial wave functions were generated in the same
ay as in the previous computations of lanthanide ions (Gaigalas 

t al. 2019 , 2020 ; Rad ̌zi ̄ut ̇e et al. 2020 , 2021 ; Gaigalas et al. 2022 ;
ynkun et al. 2022 ). At first, the MCDHF computations of the
round [Xe]4f 2 configuration were performed. These orbitals were 
ept frozen and used for the next steps of the computations. Further,
he 5d orbitals belonging to the first excited configuration set were
ptimized. 
The calculations for even and odd states were performed simul- 

aneously. In the next steps of the MCDHF computation, active 
paces (AS) of CSFs were generated by allowing single-double (SD) 
lectron substitutions from the 5s, 5p, 4f, 5d shells to the orbital
paces (OS): OS 1 = { 6s, 6p, 6d, 5f, 5g } , OS 2 = { 7s, 7p, 7d, 6f, 6g,
h } , OS 3 = { 8s, 8p, 8d, 7f, 7g, 7h } . When a new OS is computed,
he previous orbitals are frozen. The [Kr]4d 10 defines an inactive 
losed core and no substitutions were allowed from it. The MCDHF
alculations were performed in the extended optimal level (EOL) 
cheme (Dyall et al. 1989 ). Table 1 summarizes the calculations
erformed for even and odd configurations by showing their J and
arity values and the ASFs that were included in the optimization
rocess. Based on the orbitals from the MCDHF calculations, further 
CI calculations, including the Breit interaction and leading QED 

ffects, were performed. 
RCI calculations were performed in the extended CSFs basis. The 

lectron correlations were extended by opening closed 3d, 4s, 4p, 4d
hells step by step to find the most appropriate computational scheme
or energies and transition parameters calculations. The intermediate 
esults are described and discussed in Section 3 . The scheme chosen
or the final calculations include electron correlations when SD 

ubstitutions were allowed from the 4d, 5s, 5p and 4f, 5d shells to the
S 3 , single-restricted double (SrD) substitutions were allowed from 

he 4s, 4p shells to the OS 1 ( + 4d SrD4s4p scheme). The restrictions
n substitutions were applied, while allowing substitutions from the 
eeper core shells increases the AS very rapidly. The number of
SFs in the final even and odd state expansions distributed o v er the
ifferent J symmetries is 8 975 504 and 14 265 384 for even and odd
arity , respectively . 

 RESULTS  

he accuracy of the computed results was e v aluated comparing with
ata from NIST ASD (Kramida et al. 2024 ) and other theoretical
omputations. In the following sections, the influence of the correla- 
ions to the energy levels and transition data was studied. The most
ppropriate computational scheme was chosen for both (energies and 
ransition parameters) calculations. 
MNRAS 530, 5220–5227 (2024) 
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Figure 1. Differences between NIST ASD energy levels and those of the 
present GRASP 2018 calculations using different computational schemes (in 
cm 

−1 ). 

Figure 2. Differences between NIST ASD energy levels and those of the 
present GRASP 2018 calculations (in cm 

−1 ). 
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Figure 3. Differences between NIST ASD energy levels and those of the 
present GRASP 2018, and other calculations (in cm 

−1 ). 
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.1 Evaluation of energy spectra 

he influence of the correlations was studied by opening the closed
hells step-by-step for substitutions. To reduce the computational
esources, the importance of the correlations of the closed shells
as studied for the levels of the ground configurations with J = 4

since it is the ground level) and the levels of the first excited
onfiguration with J = 3. The contributions of the correlations are
resented in Fig. 1 . The figure shows that correlations from the 4d
hell are important. By opening the 4p shell the energies of the
round configuration almost do not change; the energies of the first
xcited configuration are too high. Restricting the substitutions from
he 4p and 4s shells (allowing only S substitutions; + 4d SrD4s4p
cheme) impro v es the agreement with the NIST data. When the 3d
hell is opened, the agreement remains similar. The importance of
orrelations for transition data was also studied and described in
ection 3.2 . 
Therefore, the + 4d SrD4s4p scheme was chosen to calculate the

nergy levels for both configurations. Fig. 2 presents the comparison
f the final results (using + 4d SrD4s4p scheme) with the NIST
SD. As seen in the figure, the differences for the energy levels of
NRAS 530, 5220–5227 (2024) 
wo configurations up to 12 000 cm 

−1 energy reaches 600 cm 

−1 . The
isagreement of other energies reaches 2500 cm 

−1 , and the largest
ifference (8200 cm 

−1 ) is for the level of the ground configuration
4f 2 1 S 0 ). The level 4f 2 1 S 0 is remote from the other levels of the
round configuration, its energy is 41 076 cm 

−1 . Therefore, other
dditional correlations are rele v ant for this level. The root-mean-
quare (rms) deviations obtained for the energy levels of the ground
onfiguration from the NIST data are 2732 cm 

−1 , but excluding the
evel with the worst disagreement (4f 2 1 S 0 ), the rms is 1404 cm 

−1 .
he rms for the first excited configuration is 618 cm 

−1 . 
The final results were also compared with other theoretical calcu-

ations. The comparison is presented in Fig. 3 . It should be mentioned
hat Safronova et al. ( 2015 ) studied only some levels of the ground
nd first excited configurations, while Froese Fischer & Godefroid
 2019 ) studied only energy levels of the ground configuration. The
ifferences of other theoretical results with NIST data for most
nergy levels are similar. The rms for energy levels of the ground
onfiguration by Froese Fischer & Godefroid ( 2019 ) from the NIST
ata with excluded level (4f 2 1 S 0 ) is 1777 cm 

−1 . The rms for energy
evels of the ground configuration by Carvajal Gallego et al. ( 2021 )
rom the NIST data with excluded level (4f 2 1 S 0 ) is 1392 cm 

−1 , and
65 cm 

−1 for the first excited configuration. The levels of the first
xcited configurations computed by Safronova et al. ( 2015 ) disagree
bout 4000 cm 

−1 . The final results of the energy spectra along with
he atomic state function composition in LS -coupling are given in
able 2 . 

.2 Evaluation of transition data 

he importance of correlations for transition data was also studied.
s it was mentioned abo v e, the importance of correlation effects was

tudied for 4f 2 ( J = 4) and 4f 5d ( J = 3) levels. In Figs 4 and 5 are
resented the contributions of the electron correlation effects to the
ine strengths for a few transitions. From the figures it is seen that
here are large disagreements between the Babushkin and Coulomb
orms. By analysing the impact of electron correlation to line strength
t is seen that the Babushkin form is more stable than the Coulomb
orm for all studied transitions. It is important to include correlations
rom 4d orbitals, and further opening the 4p and 4s core have a
maller effect and almost do not change by opening the 3d orbitals.
he same trend is observed for the remaining studied transitions, too.
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Table 2. Atomic state function composition (up to three LS components with 
a contribution > 0.02 of the total atomic state function) in LS -coupling and 
energy levels (in cm 

−1 ) for Ce III . Energy levels are given relative to the 
ground state. 

No. State LS composition E RCI 

1 4f 2 3 H 4 0.90 0 
2 4f 2 3 H 5 0.92 1421 
3 4f 5d 1 G 

◦
4 0.66 + 0.20 4f 5d 3 H 

◦ + 0.04 4f 5d 3 F ◦ 2626 
4 4f 2 3 H 6 0.92 2933 
5 4f 5d 3 F ◦2 0.73 + 0.17 4f 5d 1 D 

◦ 3507 
6 4f 2 3 F 2 0.90 4219 
7 4f 5d 3 H 

◦
4 0.70 + 0.16 4f 5d 1 G 

◦ + 0.04 4f 5d 3 F ◦ 4489 
8 4f 5d 3 F ◦3 0.89 5009 
9 4f 2 3 F 3 0.92 5125 
10 4f 2 3 F 4 0.61 + 0.30 4f 2 1 G 5435 
11 4f 5d 3 H 

◦
5 0.91 5709 

12 4f 5d 3 G 

◦
3 0.86 + 0.03 4f 5d 1 F ◦ 6578 

13 4f 5d 3 F ◦4 0.81 + 0.08 4f 5d 1 G 

◦ 6613 
14 4f 5d 1 D 

◦
2 0.69 + 0.17 4f 5d 3 F ◦ + 0.03 4f 5d 3 D 

◦ 6634 
15 4f 2 1 G 4 0.60 + 0.31 4f 2 3 F 7515 
16 4f 5d 3 H 

◦
6 0.91 7666 

17 4f 5d 3 G 

◦
4 0.89 8081 

18 4f 5d 3 D 

◦
1 0.88 9423 

19 4f 5d 3 G 

◦
5 0.90 9580 

20 4f 5d 3 D 

◦
2 0.87 + 0.03 4f 5d 1 D 

◦ 10 351 
21 4f 5d 3 D 

◦
3 0.67 + 0.22 4f 5d 1 F ◦ 10 579 

22 4f 5d 3 P ◦0 0.90 12 152 
23 4f 5d 3 P ◦1 0.87 + 0.03 4f 5d 1 P ◦ 12 223 
24 4f 5d 1 F ◦3 0.65 + 0.23 4f 5d 3 D 

◦ 12 862 
25 4f 5d 3 P ◦2 0.88 + 0.02 4f 5d 1 D 

◦ 13 212 
26 4f 2 1 D 2 0.85 + 0.05 4f 2 3 P 14 693 
27 4f 5d 1 H 

◦
5 0.89 17 558 

28 4f 2 3 P 0 0.91 18 449 
29 4f 2 1 I 6 0.91 18 764 
30 4f 2 3 P 1 0.91 18 817 
31 4f 2 3 P 2 0.86 + 0.05 4f 2 1 D 19 508 
32 4f 5d 1 P ◦1 0.86 + 0.03 4f 5d 3 P ◦ 19 570 
33 4f 2 1 S 0 0.89 41 076 

Figure 4. Contributions of electron correlation effects to line strengths of 
the 4f 2 3 H 4 − 4f 5d 3 G 

◦
3 transition. On x axis the computational schemes 

are marked: 1 – 5s5p ; 2 – + 4d ; 3 – + 4d4p ; 4 – + 4dSrD4s4p ; 5 –
+ 4dSrD3d4s4p . 

Figure 5. Contributions of electron correlation effects to line strengths of 
the 4f 2 3 F 4 − 4f 5d 3 F ◦3 transition. On x axis the computational schemes 
are marked: 1 – 5s5p ; 2 – + 4d ; 3 – + 4d4p ; 4 – + 4dSrD4s4p ; 5 –
+ 4dSrD3d4s4p . 
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herefore, the + 4d SrD4s4p scheme was chosen to calculate all E1
ransitions between two configurations. 

Recently, a new method based on the stationary second-order 
ayleigh-Schr ̈odinger many-body perturbation theory in an irre- 
ucible tensorial form (RSMBPT) has been developed to estimate 
arious correlations. This method was already tested on light and 
oderate complexity ions, taking into account the core–valence (CV) 

nd core (C) correlations (Gaigalas, Rynkun & Kitovien ̇e 2024a , b )
o compute the energy lev els. The e xpressions for estimating the
ore–core (CC) and v alence–v alence (VV) correlations have been 
erived and the papers are in preparation (Gaigalas, Rynkun & 

itovien ̇e, in preparation). Since using the regular GRASP 2018 com-
utational scheme ( + 4d SrD4s4p ) the agreement between obtained
ine strengths in the Babushkin and Coulomb gauges is quite poor, the
SMBPT method was applied for Ce III calculations. These studies 
ere carried out only for 4f 2 ( J = 4) and 4f 5d ( J = 3) levels to

educe the computational resources. In these computations, we use 
he same wavefunctions as described above. We open the core till
he 3s subshell. Thus using RSMBPT method we select the most
mportant configurations by the CV, C, CC, VV correlations impact 
ith the specified fraction (expressed in the percentage) of the total

ontribution (in this case 97 per cent). Other correlations, which 
annot be estimated using the RSMBPT method were included in 
he RCI calculations in a regular way. Further the transitions were
omputed between these levels. The results of these computations are 
arked as RCI (RSMBPT) 97 per cent . The line strengths in two

auges together with the cancellation factors (CFs), G S = 0 parameter 
nd accuracy classes according to the QQE method (Gaigalas et al.
022 ; Rynkun et al. 2022 ) are presented in Table 3 for few transitions.
s seen from Table 3 , by opening deeper core (up to 3s orbital), the

ine strength in Babushkin gauge has changed very little. Meanwhile 
he results and core correlations analysis show that the Coulomb 
auge is unstable and very sensitive to correlations. 

As is well known, the Coulomb gauge describes better the part
f the radial wavefunctions that is closer to the nucleus. We have
herefore tried to describe better this part by including the core
orrelations in the MCDHF calculations (Gustafsson et al. 2017 ). 
he wavefunctions were obtained in following way: the first steps 
etting radial wavefunctions for 1s,...,5d orbitals are the same as 
escribed abo v e. The orbitals belonging to the OS 1 −3 were optimized
MNRAS 530, 5220–5227 (2024) 
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Table 3. Comparison of computed line strengths ( S in a.u.) using different strategies. S B is the line strength in the Babushkin gauge, S C is the line strength 
in the Coulomb gauge. Accuracy classes (last column) match the NIST ASD (Kramida et al. 2024 ) terminology (AA ≤ 1 per cent, A + ≤ 2 per cent, A ≤ 3 
per cent, B + ≤ 7 per cent, B ≤ 10 per cent, C + ≤ 18 per cent, C ≤ 25 per cent, D + ≤ 40 per cent, D ≤ 50 per cent, and E > 50 per cent). 

Strategy State even State odd λ S B S C CF B CF C G S = 0 Acc. 

+ 4d SrD4s4p 4f 2 3 H 4 4f 5d 3 G 

o 
3 15202.69 3.90 11.1 0.268 0.00263 3.48 E 

RCI (RSMBPT) 97 per cent 4f 2 3 H 4 4f 5d 3 G 

o 
3 15541.07 4.14 25.4 0.332 0.00705 2.37 E 

new wavefunctions 
RCI (RSMBPT) 97 per cent 4f 2 3 H 4 4f 5d 3 G 

o 
3 6766.95 4.32 4.85 0.380 0.00740 25.2 C + 

RCI (RSMBPT) 97 per cent 4f 2 3 H 4 4f 5d 3 G 

o 
3 6410.19 4.37 4.52 0.380 0.00724 81.6 B + 

+ 4d SrD4s4p 4f 2 3 F 4 4f 5d 3 D 

o 
3 19440.90 2.58 9.02 0.205 0.00139 3.04 E 

RCI (RSMBPT) 97 per cent 4f 2 3 F 4 4f 5d 3 D 

o 
3 16128.81 2.63 14.0 0.245 0.00395 2.49 E 

new wavefunctions 
RCI (RSMBPT) 97 per cent 4f 2 3 F 4 4f 5d 3 D 

o 
3 6987.76 2.71 3.02 0.283 0.00496 27.4 C + 

RCI (RSMBPT) 98 per cent 4f 2 3 F 4 4f 5d 3 D 

o 
3 6726.20 2.77 3.46 0.288 0.00555 13.4 C 

+ 4d SrD4s4p 4f 2 1 G 4 4f 5d 1 F o 3 18701.34 3.12 10.7 0.263 0.00197 3.08 E 

RCI (RSMBPT) 97 per cent 4f 2 1 G 4 4f 5d 1 F o 3 20343.89 3.23 26.7 0.329 0.00530 2.17 E 

new wavefunctions 
RCI (RSMBPT) 97 per cent 4f 2 1 G 4 4f 5d 1 F o 3 7652.41 3.29 4.38 0.378 0.00666 10.6 D + 

RCI (RSMBPT) 98 per cent 4f 2 1 G 4 4f 5d 1 F o 3 7114.95 3.33 4.24 0.379 0.00697 12.4 D + 
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sing MCDHF in the extended optimal level EOL scheme. AS
as generated by allowing SD electron substitutions from the 4f,
d shells and S substitutions from 3s, 3p, 3d, 4s, 4p, 4d, 4s, 5p
o the OS: OS 1 = { 6s, 6p, 6d, 5f, 5g } , OS 2 = { 7s, 7p, 7d, 6f,
g, 6h } , OS 3 = { 8s, 8p, 8d, 7f, 7g, 7h } . Further using RSMBPT
ethod the most important configurations by the CV, C, CC, VV

orrelations impact with the specified fraction (expressed in the
ercentage) of the total contribution (in this case with 97 per cent and
8 per cent) was selected and performed RCI computations including
orrelations, which cannot be estimated using the RSMBPT method.
he transitions were computed between these levels and these results
re marked as RCI (RSMBPT) 97 per cent new wavefunctions and
CI (RSMBPT) 98 per cent new wavefunctions . The results are
resented in Table 3 . As seen from the table, using the RSMBPT
ethod with recalculated wavefunctions the agreement between two

orms is better. It should also be noted that the values of the line
trengths are close to those of the + 4d SrD4s4p strategy in the
abushkin gauge. Comparing the CF in both forms using different

trategies, it is seen that the CF is larger in the Babushkin gauge
n all cases. A small value of the CF [less than 0.1 or 0.05 (Cowan
981 )] indicates that the calculated transition parameter is affected
y strong cancellation ef fects. The v alues of CF for these given
ransitions are CF B > 0.205, and CF C > 0.00139. We also see that
F C changes much more than CF B using different computational

chemes, indicating that the Coulomb gauge is much more sensitive
o the correlations. So, after all the investigations and analysis, the
abushkin gauge should be more accurate and be closer to the exact
alue. Using the RSMBPT method for Ce III computations we do not
et good energy differences between levels of the ground and excited
onfigurations. Therefore, further investigations using the RSMBPT
ethod for more complex ions are needed, as such computations are

xtremely demanding even using standard schemes. 
Since no experimental transition data for the studied transitions

f Ce 2 + are available, the obtained data are compared with other
heoretical results. A comparison of the computed line strengths
rom this work and the results of Carvajal Gallego et al. ( 2021 ),
i ́emont et al. ( 2002 ), Wyart & Palmeri ( 1998 ), and Tanaka et al.
 2020 ) (see also Domoto et al. 2022 ) is given in Table 4 . There
re disagreements between the theoretical results. Comparing the
ine strengths computed in this work with the results by Carvajal
allego et al. ( 2021 ), Bi ́emont et al. ( 2002 ), Wyart & Palmeri
NRAS 530, 5220–5227 (2024) 
 1998 ), it is seen that they are in better agreement with the
abushkin form. Analysing the ratios between the Babushkin and

he Coulomb gauges given by Carvajal Gallego et al. ( 2021 ), it is
een the large disagreement between two gauges in their results,
oo. 

A comparison of the computed gf -values and other theoretical
esults is also shown in Fig. 6 . Here, we show only the gf -values of
he three transitions (whose wavelengths are shown in each panel)
hat are the strongest and important to interpret the spectral features
f kilonovae (Domoto et al. 2022 , see Section 4 ). The ‘astrophysical
f -values’ (Domoto et al. 2023 ) are also shown in the figure. The
nal results in the Babushkin gauge are closer to the values from
ther works. 
The final results (using the + 4d SrD4s4p scheme) of the transition

ata, as wavelengths, weighted oscillator strengths, line strengths,
nd transition rates of the E1 transitions, are given in Table 5
long with the G S = 0 parameter, and the estimated accuracy for line
trengths in the Babushkin gauge according to the QQE method
Gaigalas et al. 2022 ; Rynkun et al. 2022 ). The uncertainties of the
ine strengths were estimated using the QQE method, since exper-
mental data and other theoretical results with estimated error bars
re not available. The full table is available as online supplementary
aterial. 

 APPLI CATI ONS  TO  K I L O N OVA  SPECTRA  

ere, we apply the final results of gf -values of the Ce III lines to cal-
ulate kilonova spectra. To calculate synthetic spectra of kilonovae,
e use a wav elength-dependent radiativ e transfer simulation code

Tanaka & Hotokezaka 2013 ; Tanaka et al. 2014 , 2017 ; Kawaguchi
t al. 2018 ; Tanaka et al. 2018 ; Kawaguchi et al. 2020 ). The photon
ransfer is calculated by the Monte Carlo method. The setup of
imulation is identical to that in Domoto et al. ( 2022 , 2023 ), but
e adopt the gf -values of the Ce III lines computed in this work

Table 5 ). For more details of the simulation, we refer the readers to
omoto et al. ( 2022 ). 
Among the transitions between the states of the ground configu-

ation and the first excited configuration, it has been shown that the
hree transitions shown in Fig. 6 gives the strongest contribution to
he NIR spectral features of kilonovae (Domoto et al. 2022 ). Thus,
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Table 4. Comparison of computedline strengths ( S in a.u.) with results from Wyart & Palmeri ( 1998 ); Bi ́emont et al. ( 2002 ); Tanaka et al. ( 2020 ); Carvajal 
Gallego et al. ( 2021 ). S B is the line strength in the Babushkin gauge, S C is the line strength in the Coulomb gauge. B / C is the ratio Babushkin o v er Coulomb 
gauges. 

State even State odd Present Carvajal Gallego et al. ( 2021 ) Bi ́emont et al. ( 2002 ) Wyart & Palmeri ( 1998 ) Tanaka et al. ( 2020 ) 
S B S C S B / C S (CF) S S 

4f 2 3 H 4 4f 5d 3 F o 3 3.108E −02 9.391E −02 7.637E −02 8.46E −02 – – 1.227E −03 
4f 2 3 H 4 4f 5d 3 G 

o 
3 3.899E + 00 1.106E + 01 2.767E + 00 1.10E −01 6.230E + 00 7.313E + 00 

4f 2 3 H 4 4f 5d 3 D 

o 
3 1.150E −02 2.417E −02 4.291E −03 4.57E −01 1.324E −02 (0.056) – 2.086E −02 

4f 2 3 H 4 4f 5d 1 F o 3 7.346E −03 1.401E −02 1.580E −03 1.66E −01 6.613E −03 (0.019) 1.053E −02 9.677E −03 
4f 2 3 F 4 4f 5d 3 F o 3 1.757E −01 3.773E + 01 9.274E −02 6.53E −04 – – 8.591E −02 
4f 2 3 F 4 4f 5d 3 G 

o 
3 3.331E −05 1.748E −02 2.740E −03 4.14E −03 – – 2.194E −03 

4f 2 3 F 4 4f 5d 3 D 

o 
3 2.585E + 00 9.026E + 00 1.935E + 00 1.20E −01 – 4.056E + 00 8.588E −02 

4f 2 3 F 4 4f 5d 1 F o 3 6.923E −02 1.674E −01 2.513E −01 1.62E −01 – – 4.986E + 00 
4f 2 1 G 4 4f 5d 3 F o 3 1.515E −02 5.870E −02 2.905E −02 1.81E −02 – – 2.340E −01 
4f 2 1 G 4 4f 5d 3 G 

o 
3 3.637E −03 7.903E −03 2.107E −03 9.92E −03 – – 2.153E −03 

4f 2 1 G 4 4f 5d 3 D 

o 
3 2.641E −05 3.506E −04 5.961E −02 1.04E −01 – – 4.680E + 00 

4f 2 1 G 4 4f 5d 1 F o 3 3.122E + 00 1.066E + 01 2.118E + 00 1.29E −01 – 4.814E + 00 4.759E −01 

Figure 6. Comparison of the computed gf -values (black) with results from Carvajal Gallego et al. ( 2021 ), Bi ́emont et al. ( 2002 ), Wyart & Palmeri ( 1998 ), 
Tanaka et al. ( 2020 ), and Domoto et al. ( 2023 ) (gre y). F or the computed values in this work, the results using + 4d SrD4s4p scheme as the final values are 
shown. B and C indicate the results in the Babushkin and Coulomb gauges, respectively. Note that the filled symbols show the calibrated values based on the 
line strengths, considering the differences in theoretical energy levels to experimental energy levels, while the open symbols show the values as the results are. 
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lthough we have all the transition probabilities of the computed 
ransitions, we take the gf -values of these three lines to see their
ffects on the spectral features. As the line strengths suggest that 
he Babushkin gauge is more reliable, we adopt the gf -values in the
abushkin gauge in the simulations (i.e. the 5th column of Table 5 ).
Fig. 7 shows the comparison between the synthetic spectra (blue) 

nd the observed spectra of AT2017gfo taken with the Very Large 
elescope (VLT) at t = 1.5, 2.5, and 3.5 d after the merger (grey,
ian et al. 2017 ; Smartt et al. 2017 ). The observed spectra at t =
.5 d after the merger taken with the Hubble Space Telescope ( HST ),
hich are not affected by telluric absorption, is also shown (black, 
anvir et al. 2017 ). In the synthetic spectra, the absorption features
ppear around 14 500 Å, which are caused by the Ce III lines. These
ines are blueshifted according to the velocity of the line-forming 
egion at the NIR wavelengths (e.g. v ∼ 0.1 c at t = 2.5 d). Since our
alculated gf -values are smaller than those adopted in Domoto et al.
 2022 ), the absorption features in the new synthetic spectra (orange)
ecome slightly weaker (see the inset of Fig. 7 for the enlarged
iew at t = 2.5 d). Nevertheless, the absorption features are still
learly present, and the strength of the feature is broadly consistent
ith the observed spectra of AT2017gfo. This gives the further 

upport to the identification of the Ce III lines in the NIR spectra of
ilonova. 

 SUMMARY  A N D  C O N C L U S I O N S  

e calculated the energy levels of the ground and first excited
onfigurations for the Ce III using the GRASP 2018 code. The energy
ifferences between the final GRASP 2018 results and the NIST ASD
or two configurations up to 12 000 cm 

−1 reach 600 cm 

−1 . The
isagreement for other energies reaches 2500 cm 

−1 , and the largest
ifference (8200 cm 

−1 ) is for the level of the ground configuration
4f 2 1 S 0 ). The rms deviations obtained for the energy levels of
he ground configuration from the NIST data are 2732 cm 

−1 , but
 xcluding the lev el with the largest discrepanc y (4f 2 1 S 0 ), the rms is
404 cm 

−1 . The rms for the first excited configuration is 618 cm 

−1 . 
MNRAS 530, 5220–5227 (2024) 
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Figure 7. Comparison between the synthetic spectra using the final gf - 
values computed in the Babushkin gauge (blue) and the observed spectra 
of AT2017gfo taken with VLT (grey, Pian et al. 2017 ; Smartt et al. 2017 ) 
at t = 2.5 and 3.5 d after the merger as well as with HST (black, Tanvir 
et al. 2017 ) at t = 4.5 d after the merger. The orange lines are the synthetic 
spectra of Domoto et al. ( 2022 ). Grey shaded areas show the regions of strong 
atmospheric absorption. Spectra are vertically shifted for visualization. The 
inset shows the enlarged view of the synthetic spectra in the NIR region at 
t = 2.5 d. The curves in light colours show the original results, while those 
in dark colours show smoothed spectra for visualization. 
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We also computed E1 transition data between the levels of the
round and first excited configurations. The uncertainties of the E1
ine strengths in the Babushkin gauge are estimated based on the QQE
ethod described in Gaigalas et al. ( 2022 ) and Rynkun et al. ( 2022 )

iving the accuracy classes according to the NIST ASD (Kramida
t al. 2024 ). The line strengths were also compared with the results
f other calculations. The analysis of the line strengths shows that
he Babushkin gauge should be the more accurate, so we suggest to
se the Babushkin gauge with the assigned accuracy for the obtained
esults although the line strengths are assigned with E accuracy class.

Finally, we performed radiative transfer simulations for kilonova
pectra by using the calculated gf values. The synthetic spectra clearly
how the absorption features around 14 500 Å, which is caused by the
lueshifted Ce III lines. Therefore, our ab-initio atomic calculations
upport the identification of the Ce III lines in the NIR spectra of
ilonova. 
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