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Abstract:

Background and Objectives: Recently, computational fluid dynamics simulations were used to model cerebrospinal fluid 

(CSF) flow in a simplified subarachnoid space (SAS), in which SAS geometry was coarsened and smoothed, thereby, losing 

the periarterial spaces and bays common to SAS, which could play a crucial role for the resulting patient’s outcome after 

subarachnoid hemorrhage (SAH). Our objective was to develop a computational framework for CSF flow numerical finite 

element method (FEM) based model that incorporates detailed patient-specific cranial CSF space (cCSFS) combining 

ventricular system, SAS, and periarterial spaces reconstructed from the T2-weighted magnetic resonance imaging (MRI). 

Following model is useful when considering the clearance of unwanted substances such as leaked blood resulting from the 

aneurysmal rupture or when considering the drug spreading in CSF spaces. In addition, the inclusion of periarterial spaces 

allows evaluation of the direct contact between cerebrospinal fluid, parenchyma and artery walls.

Methods: A single, healthy, 42 years white old male was enrolled in this study. The 3D Slicer software was used for the 

cCSFS volume segmentation, while the COMSOL Multiphysics® v6.0 was used for CSF flow pattern prediction. The projection 

operations were used to analyze the cranial CSF space geometrical and CSF flow parameters.

Results: We demonstrated that the computational effort can be significantly reduced without cCSFS coarsening. This was 

achieved by using first-order finite elements instead of second-order ones. Lower finite elements order resulted in only 1.4 % 

difference in simulated transmantle pressures, and lower than 10 % difference in momentum in about 90 % of all elements, 

while the time required to model the CSF flow was reduced about four times from ~20 min to ~5 min, and the random access 

memory usage was reduced about five times from ~150 GB to ~30 GB. Our model showed that a constant net CSF flow of 500 

ml/day was maintained, while the transmantle pressure was 1.8 Pa.

Conclusions: The presented CSF flow model holds promise in becoming a viable tool for the timely prediction of CSF flow 

pathways after SAH.

Index Terms: Computational fluid dynamics, cerebrospinal fluid, subarachnoid space, patient-specificity, periarterial space.

I. INTRODUCTION

Computational fluid dynamics (CFD) and numerical methods have become one of the viable investigation methods allowing to test 

various cerebrospinal fluid (CSF) flow hypothesis, including investigations on CSF flow driving mechanisms in the perivascular 

spaces [1], [2], [3], [4], [5], [6], investigations on blood removal efficiency from CSF in post-subarachnoid hemorrhage patients [7], 

[8], [9], investigations on the CSF flow dynamics [10], drug delivery via CSF pathways [11] and to evaluate parameters that 

otherwise are impossible to evaluate in vivo, such as dynamics of transmantle pressure gradient under various conditions [12].

These modelling applications extend from modelling specific isolated anatomical structures, such as single ventricle, spinal canal, 

to encompassing whole subarachnoid space region, including cerebral ventricular system. In addition, some of these studies also 

incorporate time-dependent CSF flow disturbances due to breathing, cardio cycles etc.

Based on these studies, it can be concluded that numerical modelling of the whole subarachnoid space (SAS) requires extensive 

amount of computational power and time, not to mention time-dependent studies, which increases such costs even more. Usually, a 

compromise must be made between computational costs and complexity of both SAS and time-dependent phenomena.
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One of the major hurdles for the simulations is the sheer complexity of SAS shape and its internal structures [13]. The patient-

specific SAS representation (limited by today’s imaging resolution) is comprised of more than ten million voxels. The spatial scale 

of internal SAS structures is much smaller than the scale of the whole brain. In addition, SAS has many bays that are comparably 

long and thin regions protruding closer to the parenchyma and there are thin structures that envelope cerebrovascular system 

(perivascular spaces) [14], therefore, the accurate simulation of the fluid flow inside the SAS requires a substantial amount of 

computing resources and time.

Until now, the computational complexity was reduced by coarsening and smoothing out the structures of SAS, and as a result, 

losing spatial information of any thin structures such as bays or major perivascular spaces [7]. Under some high-pressure conditions, 

such as blood rush into SAS following arterial aneurysm rupture (aneurysmal subarachnoid hemorrhage (aSAH)), bays and 

perivascular spaces could play a crucial role for the patient’s outcome and, therefore, must be included in the CSF flow model. The 

importance of inclusion of perivascular spaces and bays in the CSF flow model for aSAH patients is clear, as CT scan data of aSAH 

patients shows that major portion of blood ends up in the perivascular spaces [15]. The importance of patient specific SAS cross-

sectional areas could be manifesting in aSAH patients. It was demonstrated that younger aSAH patients tend to develop vasospasms 

more often than the older aSAH patients [16]. Apart from other mechanisms such as higher vessel elasticity this could also be 

attributed to the smaller cross-sectional areas of SAS, as with age the cross-sectional area of SAS increases [14].

Therefore, the main goal was to develop a numerical CSF flow model that incorporates patient-specific 3D model encompassing 

cerebral ventricular system (CVS), cranial SAS (cSAS), and periarterial spaces, which are directly reconstructed from the magnetic 

resonance imaging (MRI) data with only minimal manual changes required to cut the non-anatomical connections, while all the 

details were kept up to the MRI resolution, to obtain the maximum morpho/topo correspondence (patient-specificity). A T2-weighted 

MRI scans were performed to enhance the visibility of periarterial spaces [14].

In this paper, we present a pilot finite element method (FEM) based model of CSF flow in the detailed, patient-specific cranial 

subarachnoid space, periarterial space and ventricular system, furthermore, we analyze how to optimize very demanding solution 

process, by inspecting differences in obtained numerical solutions with different finite element orders, namely P1 and P2 (additional 

information on element orders are provided in methods section mesh element order), and in addition we present the initial results 

obtained with our pilot model, that we hope would spark further discussions and development in this scientific multidisciplinary 

field.

II. METHODS

Approval of all ethical and experimental procedures and protocols was granted by Vilnius Regional Biomedical Research Ethics 

Committees (Protocol No. 2021/9-1370-847) and performed in line with the Declaration of Helsinki.

A. Subject selection

A single, healthy, 42 years old male subject from Vilnius University Hospital Santaros Clinics was enrolled for this study. The 

subject had no previous history of neurological or cardiovascular disorders.
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B. MRI scan protocol

The brain of the subject was scanned with Philips Achieva 3T MR scanner. During the scanning, the subject was lying supine 

with his neck in a neutral position. To maximize the contrast of the intracranial CSF, the MRI was obtained by performing the 

sequence of T2-weighted Drive HR with the following parameters: TE 226ms, TR 1.6ms, FA 90, section thickness 1.3 mm, voxel 

size 0.59x0.50x1.3 mm.

C. Segmentation

The 3D Slicer v5.1 software [17], [18], [19] was used for the cranial cerebrospinal fluid space (cCSFS) volume segmentation, its 

visual inspection and correction, while the COMSOL Multiphysics® v6.0 [20], was used for CSF flow pattern prediction and its 

visual inspection to identify intricate non-anatomical cCSFS connections. The cCSFS is a space composed of cranial subarachnoid 

space, periarterial space and ventricular system.

Fig. 1. The workflow chart. MRI scanner was used to obtain the MRI medical imaging data. Segmenting was performed on the medical imaging data 

to obtain the geometry of patient-specific cCSFS. Obtained geometry was used in the computational fluid dynamics model of CSF flow incorporating 

boundary conditions: CSF inflow (black loop curves at choroid plexus) and CSF outflow locations (black points close to sinuses). Mesh was generated 

(here only the fourth ventricle of the cCSFS is shown as mesh density was too high to see individual mesh elements for larger structures: surface 

mesh is in grey, while the volumetric mesh is in yellow, mesh edges are in white). Finally, the simulations were performed and the CSF flow field 

parameters were obtained for the analysis.

The final cCSFS segmentation was obtained in several steps. The initial segmentation of cCSFS was obtained using threshold 

method (in 3D Slicer), which resulted in a few non-anatomical connections, e.g., the direct connections between ventricles and the 

upper parts of the brain. The non-anatomical connections, which can be classified into obvious and intricate, were cut-off by using 

the manual cut-delete type segmentation tools (in 3D Slicer), removing only a minimal portion of cCSFS, just enough to cut the 

non-anatomical connection. The obvious non-anatomical connections were detected by visually inspecting the cCSFS segmentation 

(in 3D Slicer), while the intricate non-anatomical connections were detected and removed in the iterative procedure of CFD 

numerical solution and visual inspection of CSF flow patterns (in COMSOL), applying corrections on the cCSFS segmentation (in 

3D Slicer) and repeating this procedure until the final, anatomically correct cCSFS segmentation was obtained.
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The MRI scanning part was done by a professional radiologist, while the segmentation part was done by both field professionals, 

namely, radiologist and CFD modeler.

The full workflow chart is depicted in Fig. 1.

D. Numerical model of CSF flow

The main idea of this CFD model is to simulate the net CSF flow within the cCSFS. There are multiple ways to reach this goal. 

The most comprehensive and most computationally expensive way would be to solve the full Navier Stokes equations for the 

prescribed amount of heart pulses and evaluate the net CSF flow. Based on [7], the average of about 11 heart pulses were used to 

obtain net CSF flow (named as “frozen flow field”). However, our current detailed cCSFS would require a significant computing 

effort in order to obtain the net CSF “frozen flow field”. Based on [21], the nonlinear convective effects should be minimal in the 

SAS, and the mechanisms such as arterial pulsations effect on the CSF flow dynamics are still inconclusive [3]. Therefore, to obtain 

the net CSF flow we omitted all nonlinearities and solved the stationary case. However, the presented numerical model could be 

adapted to solve time-dependent phenomena.

1) Governing equations

Based on the Darcy’s law, the mean CSF fluid velocity, 𝐮, in the cSAS and CVS is determined as follows:

𝐮 = ―
𝜅
𝜇 ∇𝑝 (1)

where 𝑝 is the CSF pressure, ∇𝑝 is the CSF pressure gradient, 𝜅 is the cSAS and CVS permeability and 𝜇 is the CSF dynamic 

viscosity.

For the incompressible flow, the continuity equation is as follows:

∇ ∙ (𝜌𝐮) = 0 (2)

where 𝜌 is the CSF density, ∇ ∙  is the divergence operator.

2) CSF material parameters

The permeability of the cCSFS was prescribed as uniform in the whole area of CSF flow and was set to 𝜅 = 2.36∙10-8 m2 [21], 

accordingly, while the dynamic viscosity 𝜇 = 7∙10-4 Pa∙s and density 𝜌 =  993.45 kg/m3 of CSF was that of water.

3) Boundary conditions

A pressure of 10 [mmHg], corresponding to a normotensive intracranial pressure, was prescribed at the presumed locations of 

choroid plexuses, which acted as the inlet boundary condition for the generation of CSF flow [22]. For the CSF resorption, the point 

mass source boundary conditions were prescribed at points depicting the presumable locations of arachnoid granulations in Fig. 1. 

The point mass sources were prescribed in such a way that 80 % of the whole CSF mass flow of 500 ml/day [23] was directed 

towards the upper part of the brain, while the remaining 20 % was directed towards the lower part of the brain, while the CSF flow 

between both brain hemispheres was prescribed to be equal.
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4) Mesh

The mesh, representing the cCSFS, was generated with the FEM based COMSOL Multiphysics® software and it consisted of 

more than 19.5 million tetrahedral elements. The mesh element number density was close to 100 tetrahedral elements per 1 mm3, 

and it was almost uniform throughout the whole surface of cCSFS. Due to high mesh density, it was hard to visualize any comparably 

big anatomical structure; therefore, we only visualize the mesh of a smaller, zoomed in, anatomical structure of the fourth ventricle 

shown in Fig. 1.

5) Mesh element order

The solution accuracy depends on the mesh element order [24]. Tetrahedral finite elements are noted as P. The integration nodes 

of first-order P1 element are located only at the corners resulting in a total of four nodes per element, while second-order P2 elements 

have six additional integration nodes located at the middle of the edges. The interpolation in P1 elements is performed in terms of 

the linear shape functions, while the interpolation on the P2 element is performed in terms of the quadratic shape functions.

For general convection-diffusion driven problems, P2 mesh elements are expected to be the optimal choice, in terms of accuracy 

and computational effort. However, our case differs from the general case, as the surface mesh obtained from the segmentation is 

extremely dense. In general, when the mesh is dense enough, the lower order elements should provide similar results as the higher 

order elements. Therefore, it is important to evaluate whether the element density is high enough to provide accurate results, so that 

the significant computation time can be saved by using first-order P1 elements.

To evaluate the differences in solutions and in the computational effort required between the P1 and P2 order elements two 

numerical modelling studies were performed, of  which, in one of the studies mesh was composed of only first-order P1 elements 

and in the second study mesh was composed of only second-order P2 elements. In the case of first-order P1 elements, the mesh 

resulted in the 5.6∙106 number of degrees of freedom (DOF) solved for, while in the case of second-order P2 elements the number 

of DOF was 3.5∙107.

6) Solver settings

The numerical model of the mean CSF flow was solved with the commercial COMSOL Multiphysics v6.0 software, which uses 

Finite Element Method (FEM) as a basis for the numerical modelling. The stationary solver included the linear iterative Generalized 

Minimal RESidual method (GMRES) solver and the Smoothed Aggregation Algebraic MultiGrid (SAAMG) preconditioner. In 

addition, SAAMG was combined with Successive Over-Relaxation (SOR) line pre- and post- smoothers and a coarse PARallel 

DIrect SOlver (PARDISO). The relative tolerance of the stationary solver was set to 1∙10-3.

E) Methods for geometric and CSF flow analysis

To analyze CSF flow, we follow a similar procedure as developed in [7]. We have calculated projections starting from the full 

3D cCSFS model to the 2D xz plane and then to the 1D z axis (Fig. 2). z axis corresponds to the up/down axis, x axis corresponds 

to left/right axis, while the y axis corresponds to front/back axis. However, the projection method cannot be applied to evaluate the 

perimeter; therefore, it was evaluated by slicing the mesh at 1 mm intervals and evaluating the length of the resulting curves.
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Fig. 2. The scheme of projection operation. The projection of the selected parameter is calculated by integrating lines. Two steps are required to go 

from 3D->2D->1D representation. In our case, the projections from 3D to 2D were calculated on the front/back y axis, while from 2D to 1D it was 

calculated on the left/right x axis. Additionally, the spaces of interest (CVS and SAS) were separated.

For the evaluation of the CSF flow field parameters, the cCSFS was separated into two distinct parts, the cSAS and CVS. cSAS 

was composed of cranial subarachnoid space and periarterial space (not all periarterial space was reconstructed as the reconstruction 

was limited by MRI T2-weighted resolution). CVS has large regions where the flow is almost zero in z axis, therefore, it was filtered 

by applying >Umean filter, where Umean is the average CSF flow velocity in CVS, so that it would only include the space where the 

flow direction is mostly z axis dominant. In addition, CVS has two regions where the upward flow is dominant in one location and 

downward flow is dominant in other, therefore, the more important location with downward flow direction is used for the flow 

analysis. The following operations resulted in a filtered cerebral ventricular system (fCVS).

The hydraulic diameter was calculated as DH = 4∙S/P, where S is the cross-sectional area, P is the perimeter of the cross-section. 

After obtaining the DH it was easy to evaluate the Reynolds number as Re = ρuDH/μ.

III. RESULTS

Firstly, we present the geometric parameters of cSAS and CVS. Secondly, as the numerical simulations of the CSF flow in a 

patient-specific cSAS and CVS are time demanding tasks, we compare the results obtained with P1 and P2 finite elements and show 

that for this specific problem the computational time required could be reduced with minimal impact on the solution accuracy by 

using the P1 finite elements. Finally, we present the hydrodynamic parameters of the CSF flow in the cSAS and CVS and analyze 

the CSF flow results.

A. Geometric parameters

The volume and surface area values presented in Table I are obtained from our 3D model of the cCSFS. We note that the accuracy 

of these values is limited by the tomography imaging (in this case 3T MRI) resolution.

TABLE I. Cranial cerebrospinal fluid space geometric parameters.

Geometric entity: Volume (ml) Surface area (m2)

Ventricular system 18.3 0.015

Subarachnoid space 180.3 0.307

CSF space (cCSFS) 198.6 0.322
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The obtained volume values due fall into the expected range of 150-400 ml [7]. However, currently, there is no experimental data 

regarding the surface area of the cCSFS, which could be an important parameter for the interstitial transport of various substances 

[25].

B. Net CSF flow modelling

Two stationary numerical simulations of the net CSF flow in the reconstructed patient-specific cCSFS were performed using P1 

(4 node linear elements) and P2 (10 node quadratic elements), respectively. The net CSF flow was modelled based on Darcy’s law 

and continuity equations. All simulations were performed on a single Kaunas University of Technology (KTU) cluster node with 

2xAMD EPYC 7452 32-core processors and 512 GB of RAM. In both cases, the solution converged in 1 iteration, and for the P1 

elements it took almost 5 min., while with the P2 elements it took almost 20 min., consuming about 30 GB of random access memory 

(RAM) in P1 case and about 150 GB RAM in P2 case. Simulations provided spatial distribution (field) of pressure and its derivative 

values (velocity, etc.).

C. Comparison of the net CSF flow field results obtained by solving the model with P1 and P2 elements.

Several different approaches were used to compare the net CSF flow field values obtained by solving the model with P1 and P2 

elements.

Firstly, three longest streamlines originating in the choroid plexus and following the CSF flow paths in left, right and middle 

brain regions were calculated from the CSF flow solution, which was obtained with P2 elements. The overall similarity between 

CSF flow velocity field magnitude values of P1 and P2 solutions resulting on these streamlines was evaluated by calculating the 

correlation coefficient, mean value proportion and similarity coefficient based on [26]. The correlation coefficient for the CSF flow 

velocity field magnitude values [left, right, middle] paths was [0.9932, 0.9964, 0.9967], the mean value proportion was [0.9862, 

0.9879, 0.9925] and the similarity coefficient was [0.9635, 0.9728, 0.9701]. All these values indicate strong similarity between 

solutions obtained with P1 and P2 order elements.

Fig. 3. Pressure obtained on the streamline starting at the choroid plexus of the right ventricle and following a path throughout the right-brain 

hemisphere up to the arachnoid granulations. P2 solution in blue, difference in pressure between P2 and P1 solutions in orange.
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The small transmantle pressure (the instantaneous pressure difference between the lateral ventricles and the cranial subarachnoid 

space) value of 1.8 Pa was obtained that was sufficient to drive the prescribed net CSF flow rate of 500 ml/day (Fig. 3).

The difference between pressures obtained with P1 and P2 elements accumulated throughout the CSF flow path and its increase 

was proportional to the velocity (Fig. 3). The difference of obtained transmantle pressures was only 1.4% between P1 and P2 

solutions.

Finally, the volumetric differences between the CSF flow field values of the corresponding locations of P1 and P2 solutions were 

evaluated. To account for the varying mesh element size, the CSF flow velocity was multiplied by the mesh element mass and in 

this way the momentum, M (kg∙m/s), of the mesh element was obtained. Further on, the difference of M between P1 and P2 solutions 

were calculated. It was obtained that about 70% of the elements had the difference in momentum lower than 5 %, while about 20 % 

had it ranging from 5% to 10% while the rest of the elements had it higher than 10% (Fig. 4).

Fig. 4. The relative and cumulative ratio of element momentum, M (kg∙m/s) with the total system’s element momentum, which falls in the specific 

range of relative difference between P1 and P2 solutions.

All these different P1, P2 solution evaluation approaches showed, that the differences between the solution obtained with P1 and 

P2 elements are not significant, therefore, for these types of studies P1 elements can be used to reduce the computational effort and 

time.

D. CSF flow analysis

The CSF velocity magnitude projected on the XZ plane, Uxz, was used to visualize the modelled CSF flow patterns, which 

distribution in fCVS is shown in Fig. 5 a), while for cSAS it is shown in Fig. 5 b). From these patterns it can be deduced that the 

CSF flow velocity distribution for the fCVS was fairly symmetric around the flow path center (the flow path center is almost parallel 

to the x=0 axis). In the fCVS, the Uxz was highest at the aqueduct of Sylvius and reached about 0.4 cm/s, while in the cSAS it was 

highest at locations, which forms the CSF up flow from the CVS to the arachnoid granulations. Also, for the cSAS, some local 

differences of the velocities can be seen between the left and the right brain hemispheres, as the velocities were locally higher in the 

leftmost part of the brain Fig. 5 b). This can be attributed to local cSAS anatomical differences between brain hemispheres.
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Fig. 5. Projections on xz plane of CSF flow velocity magnitude, U, and projections on z axis of cross-sectional area, S, perimeter, P, hydraulic diameter, 

D, velocity magnitude, U and velocity z component, Uz and Reynolds number, Re, for fCVS a), c), e), g), i) and cSAS b), d), f), h), j), respectively.

Fig. 6. The cross-sectional area, S, of left and right brain hemispheres.
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The average velocity magnitude in the fCVS was 2∙10-2 cm/s, while in the cSAS it was 8∙10-4 cm/s, and the average velocity 

magnitude on the left-brain hemisphere was higher than on the right-brain hemisphere as it was 8.3∙10-4 cm/s, while on the right-

brain hemisphere it was 7.7∙10-4 cm/s. As the CSF flow rates were prescribed to be equal between brain hemispheres, the difference 

in average velocities is due to the difference in cSAS cross-sectional areas between brain hemispheres (Fig. 6). The average cross-

sectional area in main flow direction (z axis) in cSAS on the left-brain hemisphere was 5.85 cm2, while on the right-brain hemisphere 

it was 6.11 cm2.

The cross-sectional area of fCVS in z axis was fluctuating and reached the highest value of almost 0.73 cm2 at the fourth ventricle 

and the lowest value of almost 1.6∙10-2 cm2 at the aqueduct of Sylvius (Fig. 5 c)), while cross-sectional area of the cSAS on z axis 

in the cerebrum part of the brain fluctuated around the average value of 15 cm2 and in the cerebellum part of brain it fluctuated 

around the average value of around 8 cm2 (Fig. 5 d)). The average cross-sectional area of fCVS was 0.29 cm2, while of the cSAS it 

was 12.28 cm2, resulting in a cross-sectional area ratio cSAS/fCVS of 42.35.

The projected perimeter distributions on z axis in principle followed the cross-sectional area distribution (Fig. 5 c)) and Fig. 5 

d)), indicating of a similar hydraulic diameter throughout the z axis. This is shown in Fig. 5 e) and Fig. 5 f), where the hydraulic 

diameter for the fCVS was in a range from about 1 to 10 mm with the average value of 5 mm with a comparably low dispersion. 

The hydraulic diameter in most of the SAS was in a range of about 2 to 4 mm with the average of 3 mm and also with low dispersion.

The velocity in z axis in the fCVS was from 5∙10-3 cm/s to almost 0.4 cm/s and the Reynolds number of the CSF flow was in the 

range from 1 to almost 70 (Fig. 5 g)). The highest velocity and Reynold number was at the aqueduct of Sylvius, while the lowest 

velocity and Reynolds number was at the fourth ventricle. The z component of velocity in the cSAS, where it was relevant, was 

from around 1∙10-4 cm/s to 6∙10-4 cm/s and the Reynolds number of CSF flow was in the range from 0.05 to 0.3 (Fig. 5 h)). The 

highest z component of velocity was at the cerebellum part of the brain. Overall, the dominance of the z component of the velocity 

was decreasing going towards the arachnoid granulations.

Fig. 7. CSF flow magnitude on zy plane at several x locations, where periarterial spaces are present a) at x=-22 mm, b) at x=-24 mm, c) at x=-26 mm, 

d) at x=-28 mm.
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The velocity magnitude in the fCVS was similar to velocity’s z component and was in range from 5∙10-3 cm/s to almost 0.4 cm/s 

(Fig. 5 i)). The highest velocity was at the aqueduct of Sylvius, while the lowest velocity was at the fourth ventricle. The velocity 

magnitude in the cSAS, where it was relevant, was from around 0.5∙10-3 cm/s to almost 1.5∙10-3 cm/s (Fig. 5 j)). The highest velocity 

magnitude was at the cerebellum part of the brain. The CSF flow velocity in periarterial spaces was nonuniform and when comparing 

left and right brain sides it was also non symmetric (Fig. 7). The average velocity magnitude in periarterial spaces was around 1.5∙10-

3 cm/s, while in the subarachnoid space it was 7.7∙10-4 cm/s that is almost two times higher.

IV. DISCUSSION

In previous works it was shown that CSF flow dynamics could have influence on the patient outcomes after subarachnoid 

hemorrhage [27], cerebral ischemia [28], multiple sclerosis [29], or traumatic brain injury [30]. On the basis of the timely evaluation 

of the patient-specific CSF flow patterns clinicians could take appropriate decisions and measures, and improve various clinical 

evolutions and patient outcomes.

The inclusion of periarterial spaces is important, especially when considering the clearance of unwanted substances such as leaked 

blood from the aneurysmal rupture [27]. In addition, periarterial spaces allow evaluation of the direct contact between CSF, leaked 

blood and artery walls.

In this paper we presented a method/model that included cCSFS geometry comprised of CVS, SAS and to the maximum allowed 

extent by today’s current imaging techniques, the periarterial spaces, which was reconstructed from the high-resolution MRI scan 

data with a minimal manual intervention required to cut the non-anatomical connections. The resulting perivascular spaces were 

highly connected to the SAS and due to this, the CSF flow rate was similar between periarterial spaces and the cSAS, but the average 

velocity in periarterial space was about 2 times higher, which is due to the lower cross-sectional areas of periarterial spaces.

The minimal manual interventions were mostly in the areas between ventricles and the parts of the cSAS, however, whether these 

connections are truly non-anatomical remains to be discovered, as some studies on rats indicate that there could be direct connections 

between ventricles and the cSAS [31].

The obtained surface mesh follows the segmentation of the high resolution T2-weighted MRI. In most parts this creates an overly 

dense mesh, which would lead to the inefficient use of computational power. One way to reduce the density of this mesh is to use 

surface smoothing procedures. However, any meaningful attempts to smoothen out the resulting surface and in this way reduce the 

geometrical complexity by allowing larger triangles to be used and simultaneously retain bays and perivascular spaces, always leads 

to the problems of self-intersections and requires removal of many inside protrusions, making smoothing not applicable. Another 

option is to reduce the discretization order (P2 to P1 as an example) as we did in this paper. The CSF flow results obtained between 

P1 and P2 elements resulted in a difference, which are comparably low, and it is known that given enough mesh density both solutions 

should provide similar results [32]. In this paper we have showed that when using the minimally manually adjusted segmentations 

directly obtained from the high-resolution MRI, and when using finite element formulations to solve for Darcy flow equations one 

can use the P1 elements and expect a solution that in most parts should be within 10% of relative error from the P2 solution. In this 

way, effects on the increase in the computations required due to overly dense mesh, of which due to its specificity cannot be reduced 
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by the smoothing procedures, is reduced by the possibility to use the P1 elements. The uncertainties in CSF flow boundary conditions 

are at least an order of magnitude higher than the difference between P1 and P2 elements.

Although there are at least several studies involving the CSF flow dynamics in subarachnoid space [10], [11], [8], only the [7] 

provided an extensive analysis on geometric and hydrodynamic parameters that we can directly compare with. The average hydraulic 

diameter in SAS obtained in our study was about 3 mm, while in [7] it was 6.2 mm. This twofold difference is mainly a result of 

geometric interventions applied in their study to coarsen and smooth out the SAS in order to obtain a continuous (without gaps) 

SAS structure. Anatomically, SAS should be continuous as opposed to our non-continuous SAS, however, the regions, which lacks 

continuation means that the cross-sectional area of the SAS in these areas were lower than the MRI resolution and so the inclusions 

of these areas would reduce the hydraulic diameter even more. In our study we aimed to directly use the data provided by the MRI 

with minimal interventions, therefore, no additional connections were made in SAS to make it fully continuous.

Our obtained transmantle pressure value of 1.8 Pa is on par with the experimental and numerical modelling results performed by 

others. Based on experimental evidence in [33] it was postulated that the transmantle pressure was less than ~30 Pa, while based on 

the numerical modelling results of [34] transmantle pressure was about 0.2+-0.4 Pa.

Our obtained mean CSF velocity in periarterial space was 1.5∙10-3 cm/s. There are no experimental studies on humans that 

measures the CSF flow velocity in perivascular spaces, and based on the animal measurements the average CSF velocity in mice 

was about 2∙10-3 cm/s [35]. The theoretical considerations made by [36] suggests that in human perivascular spaces this velocity 

should be around ten times higher. To understand the underlying discrepancies the mechanism of CSF flow driving forces must be 

considered. Experimental studies on animals showed that the CSF flow throughout the perivascular spaces is driven by the arterial 

wall motion [35], later experiments have added more reliability to this claim [37]. It was also shown that the respiratory cycle is not 

the main cause for the unidirectional CSF flow throughout the perivascular space [35]. In [38] have shown that tracer injected into 

the human lumbar CSF, have spread throughout the whole brain’s subarachnoid space and the extravascular compartments, such as 

perivascular spaces. The spreading was faster than if only the diffusion would be responsible for it, showing that there is some 

additional mechanism driving the CSF flow. The fact that the tracer had higher concentrations in the regions close to vessels shows 

that the arterial pulsations must play a role in CSF bulk movement and as a result be closely related with that additional mechanism. 

There are at least two hypotheses on how this mechanism involving the arterial wall motion is acting: the peristalsis (both slow and 

high frequencies) and the shear augmented dispersion. It seems that high frequency (cardiopulmonary) peristalsis under right 

conditions [1] and the shear augmented dispersion [39] are good candidates for CSF driving forces. In addition, recent studies on 

mice [40] and humans [41] have shown that during sleep a slow oscillation (low frequency peristalsis) in vessel diameter (slow 

vasomotion) occurs and it increases velocity in the PVS up to levels similar to the bulk CSF flow and dispersion up to levels 

comparable to cardiac-driven oscillations. Based on the [25] the circadian (sleep-wake) cycle could be an important regulator of the 

resistance to flow in periarterial and downstream CSF flow locations. We can consider one important case: if the CSF velocity in 

human periarterial space should be much higher than we have obtained, this means that the resistivity to flow in the periarterial 

space and downstream should be reduced, resulting in higher CSF that comes from ventricles flow sink towards periarterial spaces. 
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The rate of CSF flow in subarachnoid space could still be the same only if the CSF that came into periarterial space and all the 

downstream locations would in the end up flowing again in cSAS.

Our obtained mean CSF velocity in cSAS of 8∙10-4 cm/s is almost twofold greater than that obtained by [7] of 4.5∙10-4 cm/s. This 

can be directly related to more than twofold lower hydraulic diameter of our cCSFS model.

A. Limitations and future work

Currently, due to technical limitations, the full in vivo CSF flow representation cannot be obtained, not even mentioning to do 

this in a timely manner [7]. Phase Contrast Magnetic Resonance Imaging MRI (PCMRI) is the state-of-the-art technique allowing 

estimation of CSF flow patterns; however, it is usually used to evaluate specific only 2D planes of interest (not full 3D), also it is a 

very time-consuming procedure, and the current resolution of PCMRI could be too low to measure CSF flow with enough accuracy 

[42]. Due to this the picture of full CSF flow pathway is not complete. The actual cCSFS should at least be composed of ventricles, 

subarachnoid space and perivascular spaces [22]. And although in our study we performed T2-weighted MRI, which is the best 

available technique for this purpose, it cannot capture all the perivascular spaces, therefore, current cSAS 3D anatomical model is 

limited by today’s imaging techniques.

In addition, up till now, there is no clinical data whether our made assumption of CSF flow rate distribution in upper brain region 

corresponding to 80 % and lower brain regions corresponding to 20 % of overall CSF flow rate and symmetric CSF flow rate 

between brain hemispheres is correct and therefore, more experimental data is needed to improve the knowledge on the CSF flow 

pathways.

In mice, periarterial space is an open nonporous space filled with fluid when surrounding large arteries [43]. This has been verified 

by experimentally observing a parabolic velocity profile across surface para-arterial spaces in vivo and a collapsed PVS postmortem 

(indicating no supporting tissue) [43]. It is postulated that the PVS becomes porous downstream along arterioles and capillaries. 

Similarly, the same can also be expected for humans. Our model does not encompass full glymphatic system, which is an 

interdependent system, therefore, currently, there is no added benefit to making well resolved model of part of the system, and 

therefore, to simplify things we assumed uniform permeability and a Darcy flow equation throughout the whole cCSFS.

CSF flow in open periarterial spaces should be solved using the Navier-Stokes equations, and in such a way the resistivity to flow 

in periarterial spaces due to their anatomical structure should be reduced several times [6]. However, several boundary layers in the 

computational mesh are required to resolve the flow gradients, which due to geometrical model complexity and mesh generation 

intricacies is hard, but not impossible. Therefore, future studies could be aimed in adding boundary layers.

Only one patient-specific case was analyzed. With more cases we may find out how well the obtained results generalize, however 

more emphasis should be made on the improvements on CSF flow pathways and resistance to CSF flow evaluation.

VI. CONCLUSION

A numerical CSF flow FEM based model was presented that incorporated patient-specific 3D model encompassing cerebral 

ventricular system (CVS), cranial SAS (cSAS), and periarterial spaces reconstructed from T2-weighted MRI. It was shown that 
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computational effort required for such a complex system can be sufficiently reduced with a minor impact on accuracy by using first-

order P1 elements instead of the second-order P2 elements.

Our model showed that a constant net CSF flow of 500 ml/day was maintained, while the transmantle pressure was 1.8 Pa. Also, 

our obtained mean CSF velocity in periarterial space was 1.5∙10-3 cm/s, while mean CSF velocity in cSAS was 8∙10-4 cm/s. Further 

on, the solution accuracy obtained enables timely predictions of CSF flow patterns that could find its use in clinical practice for 

patients of subarachnoid hemorrhage, cerebral ischemia, multiple sclerosis, traumatic brain injury or hydrocephalus.
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