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Abstract. The field of human-computer interaction has progressed very rapidly over the last few 

decades, creating another area of research - human-robot interaction (HRI). This paper describes 

the implementation of HRI using developed Lithuanian language synthesis and recognition tools. 

Lithuanian language has a very small population of native speakers, which makes training the 

synthesizers and automated speech recognition tools very complex. Different Lithuanian language 

dialects and non-native speakers also experience severely deteriorated language recognition 

performance. There are still many issues concerning the lower level of the HRI field. The current 

automated Lithuanian speech recognition does not take into account the speaker’s emotions. The 

issues of HRI are being considered. The task of developing HRI control system is discussed. HRI 

with the NAO V6 robot, a control system for verbal interaction, is discussed. The contribution of 

our research is related to the application of HRI to the pedagogical problem of teaching and 

motivating school children in the classroom. 
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1. Introduction 
 
Robots are used in various fields (Romero-Gozalez et al., 2020 and Alibegovic et al., 

2020). The number of humanoid robots, used to communicate with humans (Hedayati et 

al., 2023 and Kumazaki et al., 2023) and to solve problems in healthcare (Yoshida et al., 

2022), entertainment industry and education is increasing (Brinckhaus et al., 2021). 

Humanoid robots are being used to teach languages, practical engineering (Yi et al., 

2016), nutrition (Rosi et al., 2016), mathematics (Baxter et al., 2017) and general 

science, and help students learn spelling, storytelling and participate in memory games. 

Educational humanoid robots (Gupta et al., 2021) have been used in various educational 

settings and have appealed to a wide range of students, such as preschool children, 

elementary school students (Chu et al., 2019), high school students and engineering 

students (Alnajjar et al., 2019). Children generally respond positively to the robots. A 

positive impact on learning (Baxter et al., 2017) has been observed as well as higher 

participation, an increase in a student’s creativity, curiosity, knowledge and recall (Li et 
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al., 2016). HRI would benefit greatly from the use of sentiment analysis, which can 

categorize students’ emotions according to their type (positive, negative, neutral) and 

sometimes event intensity (very positive / negative, somewhat positive / negative, etc.) 

(Kapočiūtė-Dzikienė et al., 2022). 

 There is a growing need for systems that help humans and humanoid robots 

with artificial intelligence to communicate productively (Rosenberg-Kima et al., 2019). 

Emotion recognition is also being implemented in robots used for HRI. Emotion 

recognition based on human language has the most applications, not only in the context 

of direct communication between humans or human-computer interaction, but also in 

recognizing social cognitive abilities, diagnosing emotional deficits, etc. (Tamulevičius 

et al., 2020 and Tang et al., 2022). There are other problems with speech recognition 

because background noise is unavoidable in the real world. It significantly degrades the 

performance of speech-based applications, such as automatic speech recognition and 

speaker identification (Pandey et al. 2022). 

In order to achieve productive communication, there should be a way to 

communicate in the native language. Nowadays, the use of information and 

communication technology has become important not only when the relevant content 

emerges, but also when there is a possibility of using computers and other devices in the 

mother tongue, especially between older people and children. In this paper, 

communication between humans and humanoid robots is solved with the help of verbal 

measures. The developed control system uses the humanoid robot NAO V6 (Glas et al., 

2016). The theory, algorithms, hardware and software of the control system are 

presented. 

 As an example, the use of a verbal and non-verbal human-robot communication 

control system, using a humanoid with a communication control system to solve the 

problems of 7 – 10 year old children with skill development is presented. The humanoid 

robot communicating with the child educates the child, develops the child’s skills by 

teaching the child what decisions the child must make when moving an object Q that is 

in state A through environment S to state B with a minimum of effort, time and material 

costs, resources. The child’s education is achieved by communicating with the humanoid 

robot in Lithuanian speech recognition and synthesis engine (Laurinčiukaitė et al., 2018). 

 Our experience has shown that children have a great desire to communicate 

with humanoid robots. They communicate enthusiastically with the robot. Children are 

more interested in humanoid robots than in computers or virtual assistants. 

Communication in Lithuanian language is more natural, even though most children start 

learning English or other languages at an early age. Children who communicate with the 

robots, or even less motivated students, can start learning actively because of the desire 

to talk to humanoid robots. Using its programmed intelligence, the robot is able to 

engage children in the learning process, encourage them to actively participate, give 

them tasks that promote decision-making and provide the child with immediate 

feedback. By communicating politely, the humanoid robot also teaches children polite 

communication. Without the use of the imperative, which often occurs when giving 

instructions to other machines when the feedback is a completed task, a humanoid robot 

can form comments about correct and wrong answers by giving appropriate feedback. 
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2. Statement of the problem 
 

Humanoid robots can help solve humanity’s problems. It would be convenient to 

communicate verbally with robots. There is a need to research the possibilities of HRI 

systems with verbal language. In this paper, the theoretical and practical aspects of HRI 

communication are analyzed when verbal communication is used. Communication tools  

based on the Lithuanian language tools are developed. 

 The HRI system consists of three components: humans, robots and 

communication tools that ensure HRI. The first component is the human being. It is not 

possible to precisely describe the characteristics of a human being. The characteristics of 

a human depend on their knowledge, their ability to use this knowledge, their experience 

and many other factors that cannot be fully controlled by other humans. For these 

reasons, we use probabilistic methods to describe the characteristics of a person. 

 The second component is the humanoid robot. The humanoid must have some 

intelligence – information that mimics the natural knowledge of the human who created 

or assembled the robot. The robot’s capabilities can also be described by the depth of its 

memory, which helps to utilize the history of decisions made by a person and helps the 

robot to give advice to the person. The humanoid robot must be able to recognize the 

questions it receives from a person. The robot must be able to transmit information to the 

communicating person via verbal speech signals. The third component is the 

communication tool that ensures human-robot communication using speech and signals. 

3. Solving the problem 
 
A situation is analyzed in which humans and robots communicate verbally in Lithuanian. 

A situation is being analyzed in which the humanoid robot NAO V6 with Gentoo Linux 

operating system functions locally without using wireless or wired computers. The 

elements of the control system are installed on the humanoid robot’s computer. The 

block diagram of the interaction system is shown in Fig.1. 

 

 

 
 

Figure 1. Block diagram of the developed verbal HRI using humanoid robot NAO V6 
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 One of the elements of the control system is the human being – V with his 

intellect, with the knowledge KN in his head. A human is given a task u  by a humanoid 

robot, which he must fulfil by interacting with the robot. The person can give the robot 

three types of answers: a correct answer, an incorrect answer or the sentence I do not 

know. The second element of the control system is a humanoid robot R with intelligence 

I, which gives the person advice on how to behave when solving the tasks set by the 

robot, which were created by the robot programmer. It is generally accepted that 

intelligence refers to the simulation of human intelligence in machines that are 

programmed to think like humans. The elements of verbal HRI using the Lithuanian 

language are: A – Lithuanian speech recognizer (Greibus et al., 2017), which recognizes 

speech and converts it into understandable commands, codes and symbols for the 

humanoid robot, S – Lithuanian speech synthesizer (Laurinčiukaitė et al., 2018), which 

gives suggestions or advice verbally in using Lithuanian. A and S are installed in the 

hardware located in the head of the humanoid robot. The third element of the control 

system is communication tool, which ensures the communication and interaction 

between humans and robots on a verbal level. The NAO V6 humanoid robot was chosen 

because it is cost-effective and enables flexible HRI. 

Information about the decisions made by the person x(t-k; j = N ˅ Z) during the 

time k = 0, 1, … K. If the person answers I do not know j = N. If the person answers 

incorrectly – j = Z. If x(t, t-1, … t – K; j=T) – means that the person has solved the given 

task u correctly. 

 If the person is unable to answer correctly more than three times, the humanoid 

robot thanks the person for the interaction, ends the interaction with this person and 

starts interacting with another person. 

 

4. Human-robot communication system using NAO 
 
This section describes an HRI verbal control system with the humanoid NAO V6 that 

can help a human develop their ability to make rational strategic decisions. It is 

important to note that the same principles of verbal communication can be used for other 

languages. However, when using other languages, the correct synthesizer and speech 

recognition engine should be used. 

 The computer of the humanoid robot NAO V6 consists of: ATOM E3845 – 

1.91 GHz quad core GPU, 4 GB DDR3 RAM, 32 GB SSD. The robot has a 21.6 V 2.9 

Ah battery, which is sufficient for an operating time of 1 hour. The robot has a network 

card that allows the robot to be connected via a Wi-Fi network or via an RJ45 Ethernet 

connection. The robot has 2 stereo speakers. The robot has 4 omnidirectional 

microphones that operate working in the range of 100 Hz – 10 kHz. The omnidirectional 

microphones are used to detect the direction of the sound source and receive the voice 

signals from humans. Inside the humanoid robot, 2 OV5640 cameras are integrated. The 

robot has LEDs around its two eyes and on both sides of its head. These LEDs are for 

information purposes and with their help you can observe when the robot is listening to 

the speaker, when it is fully functional and ready for work. The robot also has additional 

LEDs in its feet and chest. All LEDs can emit different colored lights – the eye colors 

can be green, red, yellow, blue, white or any other RGB color combination. The force-

sensitive resistors are located in the robot’s feet and their working range is between 0 
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and 25 N. The force-sensitive resistors are used to program the robot’s walking to 

determine when the foot is fully on the ground. The inertial module, which consists of a 

3-axis gyroscope and a 3-axis accelerometer, is used to determine the current position of 

the robot, whether the robot is falling and at what speed it is moving. 2 ultrasonic 

sensors with a frequency of 40 kHz are used to measure distance, detect obstacles and 

communicate with other NAO robots standing in front of each other. The joints are 

equipped with 12-bit Hall effect sensors that are used to measure the rotation of the 

motors. The hands and the top of the head have capacitive sensors that act as touch 

switches. Both feet have bumpers, that function like buttons and are used as an 

additional measure to detect the obstacles in front of the robot instead of crashing into 

them. The humanoid robot has 25 degrees of freedom. The NAO V6 humanoid robot is 

58 cm tall and weighs 5.5 kg. 

 

 
 

Figure 2. Humanoid robot NAO V6 that was used in developing HRI in Lithuanian language 

 

  
The humanoid robot NAO V6 was used to develop HRI applications for 

stimulating children’s creativity with elements of a communication control system. The 

system’s software was created using the visual programming language. Visual tools 

enable the programming of high-level robot behaviors by professionals and non-

programmers. Visual programming languages have been used in industrial robotics for 

years. Their importance for social robotics has only recently been recognized when 

robots are to be used in therapy, education or other real-world applications (Baxter et al., 

2017). 

 Although several works have dealt with the design principles for virtual 

programming languages in general, their application to social robotics has hardly been 

discussed so far. The virtual programming languages for social and home robotics that 

exist today differ greatly in their structure and feature set. Therefore, it is helpful to 

observe how the existing systems are used (Baxter et al., 2017). 

 A number of visual tools have been developed for robotics in general, although 

some are intended for tasks such as system configuration and are designed for 

programmers rather than non-programming end users (Baxter et al., 2017). 
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 A widely used visual programming framework, especially for social robots, is 

Choregraphe, the Aldebaran software used to program the NAO and Pepper robots. 

Another visual language has been developed to enable non-programming therapists to 

program NAO robots, and RobotStudio is a visual programming environment designed 

to enable domain experts to develop applications for care robots, focusing on graphical 

interfaces on the robots touch panels (Baxter et al., 2017). 

 Choregraphe runs on Windows, Linux and MAC OS and offers some features 

for uploading content upload or monitoring. The implementation of NAO actions in 

Choregraphe is about connecting the elements of actions or movements (box) into a 

group that revolves around time or event. 

 A wide range of interactions are possible through wireless or wired 

communication, cameras, infrared sensors, microphones, loudspeakers and LEDs. The 

software structure is based on open source embedded Linux (Gentoo Linux) and 

supports programming languages such as C, C++, URBI, Python and .Net Framework. It 

also offers visual programming called Choregraphe. 

 Choregraphe is a cross-platform application that can implement NAO’s actions 

through visual programming. Unlike text-based programming, visual programming 

focuses less on grammar and programming is mostly done using the mouse rather than 

the keyboard to create nodes. 

 The programmed software robot decision control scheme is shown in Fig. 1. 

The human V receives a task u from a robot, that is a comment or an explanation 

followed by a question. The human must then tell the robot the answer, which is the 

decision. If the task is completed, the robot moves on to another task. If the task is not 

completed, the robot R gives the human a suggestion for a correct answer. After the 

human has listened to the suggestion, it must give an answer again. 

 The implementation was carried out with the Lithuanian speech synthesizer 

Liepa (Kasparaitis et al., 2023) and the recognizer LiepaASR for the humanoid robot 

NAO V6. Lithuanian is not one of the officially supported languages in the 

manufacturer’s list. Since the solution is based on artificial neural networks, which are 

widely used in speech signal synthesis today, it is essentially an aggregative approach – 

all knowledge about the generated speech signal is obtained by examining many speech 

examples, which can differ greatly in the contextual information they contain (Melnik-

Leroy et al., 2022). 

 The functional diagram of the NAO V6 humanoid robot Lithuanian synthesizer 

is shown in Fig. 3. It is based on the unit selection method (Kasparaitis et al., 2023) and 

is programmed in the C++ language. Unit selection synthesis uses annotated recordings 

of speakers. The customized synthesizer for the robot has two voices: male and 

feminine. Each speaker recorded about 3 hours of speech. Next, the samples were 

divided into synthesis units (Kasparaitis et al., 2023) that synthesize the text. Based on 

the phonetic and prosodic characteristics of the text, the most suitable synthesis units or 

their sequences are found in the sound base, which are connected one after the other to 

turn the text into a sound. The text is normalized before synthesis begins, that is various 

abbreviations, numbers, dates and similar text are replaced by complete words. The 

Liepa synthesizer outputs audio signals at a sampling rate of 22kHz. Each language 

model requires about 500 MB of memory. 
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Figure 3. Speech generation engine system 

 

 

 The Liepa synthesizer installed in the NAO V6 robot has such functions: 

 Synthesize text and play the sound through the speakers (text encoding must be 

UTF-8); 

 Synthesize text and write the result as an audio file to the selected directory; 

 It is possible to set or recall various parameter values that are currently used in 

the synthesizer: voice (male / female), voice speed, volume, pitch; 

 It is possible to get a list of Lithuanian voices installed in the robot; 

 Stop the current playback of the synthesized result; 

 

The synthesizer also sends signals about events to the application, for example 

that the playback of the synthesized text has started, has ended, the word or sentence has 

started or has ended. These events can be used by other applications working in the 

robot. 

It is possible to invoke the synthesizer and its functions from the Choregraphe 

environment, either from other robot applications or from a command line while 

connected to the robot. 

The NAO robot system is equipped with a speech recognition module. It can 

process more than twenty different languages. This is very handy for creating learning 

scenarios, but we have found that the limiting factor is the extensibility of the language 

scope. The implementation was made for recognition modules for language families with 

a small market (Estonian, Latvian and Lithuanian). 

The robot system offers the option of connecting audio inputs and outputs. The 

digital signal from the microphones can be processed internally by software modules. An 

additional speech recognition module was created based on an existing generic speech-

to-text engine (Greibus et al., 2017) developed for the Lithuanian language. This engine, 

shown in Fig. 4, can be extended and used for many other languages without additional 

restrictions, such as: Latvian and Estonian. 
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The robot module was written using in the C++ language as an adapter for the 

Pocketsphinx speech recognition program, which uses an acoustic language model 

created as part of the LIEPA project. We have also added utilities that allow the user to 

create language models for educational scenarios and dictionaries (grapheme-to-

phoneme) by users with no technical knowledge of automatic speech recognition. The 

module runs on the robot’s operating system and does not require a network connection. 

It provides the ability to recognize commands required to perform a step in a particular 

scene. 

 

 
 

Figure 4. Lithuanian speech recognition engine system used in NAO V6 robot 

 

  
 The module works asynchronously, that is it works in parallel with other sensor 

and programming logic. The module subscribes to audio signals from the robot’s event 

management system. It is predefined that the signals are 1365 samples long (16 kHz, 16 

bit) and the acoustic model requires about 20 MB of memory. The speech module 

manages the status of the recognition tools and selects the correct speech model and 

dictionary when required. When the engine provides recognition results, a new event is 

generated by the application via the robot event management system. With this module 

there are infinite possibilities to create HRI scenarios (Greibus et al., 2017). 

 To program the NAO’s behavior, we used Choregraphe, a visual development 

environment provided by the robot manufacturer Aldebaran Robotics. Choregraphe is 

one of the most important software tools used when working with the NAO robot. With 

Choregraphe it is possible to create programs, write dialogs or adjust the behavior of 

NAO. The interface is mainly drag and drop and allows the expert to create a sequenced 

combination of predefined or user-defined behavior boxes to manipulate the NAO’s 

joints or attributes. 

To enable the robot to interact with the students, applications were implemented 

with Choregraphe, which were installed in the internal memory of the NAO V6 robot. 

Custom behaviors were created that combine simple actions with a text-to-speech 
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engine. The robot application itself was written on a computer using the official 

Aldebaran robotics tool Choregraphe. In this tool, the entire robot application is defined 

using robot activities that describe the robot’s actions, start conditions and reaction to 

signals. The developed robot application is uploaded and installed in the robot via the 

Choregraphe tool. The operating system of the NAOqi robot has a module of the 

autonomous launchpad that starts and executes the robot application with the 

programmed activity or activities. The output of the robot depends on the programmed 

activity. The process described for uploading the application is shown in the Fig. 5. 

 

 
 

Figure 5. Running a humanoid robot NAO V6 application defined as an activity 

 

 
 The created robot software starts from the Start output, which is connected to 

the LiepaASRInit module. This module receives a signal at its Start input, which gives a 

signal to start the LiepaASRInit module. Once the robot has finished, the LiepaASRInit 

module stops and sends a signal from its Stop output to the Start input of the Speak 

module. The robot says the programmed text and then the module stops. As soon as the 

module has stopped, – it sends a signal from the Stop output to the Start input of the 

LiepaASR module. The LiepaASR module is responsible for recognizing words and 

phrases. As soon as words or phrases have been recognized, LiepaASR stops and sends 

the recognized text from the onEvent output to the input of the Switch module. The 

Switch module compares the received text with the list of possible responses. As soon as 

it has found the answer, it sends a signal via the output next to the recognized answer. 

 If the answer is correct – then the switching module activates the output next to 

the “correct” answer, which is connected to the speech module called “correct”. If the 

correct answer was given, the robot says the programmed text and finishes its work. If 

the switch module has received incorrect answers, – they are connected to the 

corresponding modules, which in turn are connected to the LiepaASR module. The robot 

makes comments, says its programmed text and continues to listen to the human’s 

answers. The program ends either by saying the correct answer or by saying an incorrect 

answer 3 times. 

 The official programming software of the robot manufacturer Choregraphe was 

chosen. Choregraphe is an official software development tool used for programming the 
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behavior of the humanoid NAO using visual programming. In the software, everything is 

programmed via events that are linked to other events in various connections and 

dependencies. 

 The robot application that controls the behavior of the humanoid robot NAO is 

started by activating the Start output, which is located at the top left and is called 

onStart. This output only sends a signal to start the programmed application. The 

OnStart output sends a signal when it receives a command to run the software. It is 

started by double-clicking the onStart output or by uploading the software to the robot, 

and the autonomous launchpad in the robot automatically sends a command to start the 

robot behavior, as shown in Fig. 5. At the beginning of the software, no data other than 

the start command is sent. 

 The LiepaASRInit module is a module that has 2 inputs: onStart – the module 

starts when it receives a signal at this input and onStop – the module is stopped when it 

receives a signal at this input. It also has 1 output signal: onStopped, which is activated 

as soon as the module has stopped or completed its task. The LiepaASRInit module is 

responsible for the correct initialization of the Liepa speech recognition engine. The 

module describes the correct grammar and vocabulary paths required for the Liepa 

recognition engine to correctly recognize Lithuanian words and sentences. By default, 

the Choregraphe software does not support the Lithuanian language in its official 

software. For this reason, the initialization of the Lithuanian language engines and 

additional actions are required to ensure the correct recognition of the Lithuanian 

language in the robot. 

 The LiepaASRInit module also has Python code that is used to describe the 

module, the required parameters and the paths to the required files. The LiepaASRInit 

module is only needed for a correct start of the Lithuanian speech recognition engine. 

The module itself does not receive or send any data or parameters. As soon as this 

module receives a signal at its onStart input, it starts, sets the correct parameters and 

paths for the Lithuanian speech recognition engine and stops after completing the tasks 

and sends a signal via the onStopped output. 

 The speech module has 2 inputs: onStart and onStop. It also has 1 input signal 

onStopped which is activated when the module has completed its task. In the speech 

module, the text to be spoken by the robot is written in Lithuanian characters using the 

Python code. The module starts working when it receives a signal at its onStart input. As 

soon as the module has spoken the entire written text in Lithuanian, it stops and 

automatically sends a signal at the onStopped output. 

 LiepaASR is a module that has 2 inputs: onStart and onStop. It has 3 output 

signals: onStopped, which are activated when the module has stopped working; onError 

– this output is used when an error occurs in the module and sends the information about 

the error in the form of text; onEvent – an output that sends the recognized words or 

phrases in the form of text. The LiepaASR parameters are described using the Python 

code within the module. 

 The switch module is a module that has 1 input onInput. This module has 4 

output signals: onDefault, if the recognized words or phrases are not described in the list 

and there are three additional outputs output1, output2, output3. This module receives 

text in the input and then compares it with the words or phrases in the list – the output 

next to it is activated. The possible options are written with the simple text between 

quotation marks. The switching module can also have several outputs, depending on the 

list of possible answers. 
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 Several situations have been analyzed in which HRI has been used with 7 – 10 

year old students to stimulate skills and creativity in making rational decisions taking 

into account the criteria of the task. 

 In general, any educational behavior could continue K cycles. In this case, the 

robot would have to give advice to the human, taking into account all the decisions made 

in the previous cycles (k = 0, 1, … K). 

 During the experiments it was found that the automated lessons encouraged 

interest in learning and that, people enjoyed interacting with the humanoid robot. 

Students actively participate in the learning process, they learn to make rational 

decisions, find the correct answers and also learn to concentrate to hear the task and 

articulate the words correctly, which is a common problem nowadays. 

 Such an HRI system can be used not only for developing various skills of 

students, but also for shopping malls, museums, libraries and guest services in hotels. 

 

5. The experiment 
 
43 people took part in the experiment. 82 % of the participants were male and the 

majority of the participants were between 14 and 23 years old. There were also 2 female 

participants aged up to 45 years. All experiments had the exact same settings, as shown 

in Fig. 6. 

 The majority of the experiments were conducted in the lecture classroom of 

Vilnius University. The room is not designed to minimize outside interference. The room 

has a rectangular shape with dimensions of 8 meters by 15 meters and a ceiling height of 

about 4 meters. There was no soundproofing or additional measures to reduce the noise 

coming from outside. The walls of the room are made of concrete, the windows are 

double-glazed and closed to minimize outside noise. The floor in the room was covered 

with laminate and the rooms are furnished with wooden and steel furniture, such as 

tables and chairs. During the interactions, all ventilation systems and temperature control 

devices in the room were switched off. The room temperature was around 21 degrees 

Celsius. Due to the room settings, the robot occasionally heard echoes during the 

experiments. 

 

 
 

Figure 6. Experimental room setting 
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 The humanoid robot NAO V6 was placed on a table in front of a human. The 

robot would use its internal microphones and speakers to interact with the human. 

During the HRI, the robot was active and would move its joints, creating additional 

external sounds. The human with whom the robot interacted sat at a distance of 50 

centimetres to 1 metre in front of the robot. The robot’s microphones were not calibrated 

before the experiments. 

The experiments lasted a year, as it was difficult to find willing participants 

who wanted to take part in the experiments. Almost all participants had no previous 

experience with humanoid robots such as the NAO V6. Before the experiment, all 

participants were instructed by the researcher on how to properly speak and interact with 

the robot and what to do if communication failed. Only the participant would operate the 

robot and the researcher would not intervene. 

 The experiment was conducted in different locations with very different 

acoustic properties, such as: a library, a laboratory, small rooms, classrooms, corridors 

and other real-life locations. 

 The robot would interact with the participants by teaching them the traffic rules 

in Lithuanian. The experiment would last about 35 to 45 minutes, depending on how 

quickly the participants would respond to the robot’s questions and how often they 

would give the correct answers. The robot would explain the theory, ask for 

confirmation and give answers. 

 89 % of the participants successfully completed all the tasks set by the robot. 

The other participants became too impatient because the robot did not hear their answers 

or the robot did not understand the participants’ answers. 

 Throughout the experiment, the error rate for individual words was over 17 %, 

which made the interaction with the robot very uncomfortable at times and very 

demotivating for the participants, as none of them had advanced knowledge of how 

automatic speech recognition machines work. All 11 % of the participants who did not 

fully complete the experiment gave up due to the awkwardness of the interactions – 

either the robot could not hear them due to background noise or the participants could 

not speak in clear Lithuanian as they either spoke too fast or did not pronounce the 

words correctly. 

 Although, some of the participants stopped the experiments, all participants 

were very engaged and were always interested in further functions of the robot, even 

besides the interaction in Lithuanian. 

 The engagement and results of the lessons were not measured, as most of the 

participants aged 14 and older had already covered the topic of traffic rules at school and 

had not improved significantly. 

 The same experiments were repeated with children aged 7 to 10 years. 

However, all children in this age group could not quite finish the 35 to 45 minutes of 

instruction with the robot because they ran out of patience and started asking the robot 

general questions and completely ignoring the interaction with the robot. This could be 

an area for further investigation. However the robot should be limited to 15-20 minute 

lessons for younger participants as they do not have the capacity to listen to a full 45 

minute lesson. 
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6. Conclusions 
 
HRI with NAO V6 verbal communication control system theory, principles and design 

methods are presented. The application of the HRI verbal communication system to 

enhance human creativity is presented. As described in the paper, with the developed 

control system, the NAO V6 robot can successfully interact with humans using the 

Lithuanian language. HRI would greatly benefit from incorporating more information 

about the person, such as: recognizing human emotions, both from sound and video, as 

well as using non-verbal speech cues, such as certain movements. 

 Adding new functions to the HRI would significantly improve the quality of 

communication. Adapting to the specific microphones of the NAO robot and eliminating 

the noise of the fans in the robot’s head would improve the quality of automatic speech 

recognition. It would be possible to use the 4 omnidirectional microphones to recognize 

the sound source, filter out the echoes and help the robot to maintain eye contact with the 

person while the interaction is ongoing. Furthermore, additional emotion recognition and 

synthesis would significantly increase the motivation of people interacting with the 

robot. 

 For a more pleasant HRI experience, it is necessary to develop local dialog 

tools in Lithuanian that can deal with incomplete sentences and unknown states in the 

spoken utterances and have the ability to complete or fill in the missing information 

when the speaker omits words. 
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