Search for Narrow Resonances in Dijet Final States at $\sqrt{s}=8$ TeV with the Novel CMS Technique of Data Scouting
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A search for narrow resonances decaying into dijet final states is performed on data from proton-proton collisions at a center-of-mass energy of 8 TeV, corresponding to an integrated luminosity of 18.8 fb$^{-1}$. The data were collected with the CMS detector using a novel technique called data scouting, in which the information associated with these selected events is much reduced, permitting collection of larger data samples. This technique enables CMS to record events containing jets at a rate of 1 kHz, by collecting the data from the high-level-trigger system. In this way, the sensitivity to low-mass resonances is increased significantly, allowing previously inaccessible couplings of new resonances to quarks and gluons to be probed. The resulting dijet mass distribution yields no evidence of narrow resonances. Upper limits are presented on the resonance cross sections as a function of mass, and compared with a variety of models predicting narrow resonances. The limits are translated into upper limits on the coupling of a leptophobic resonance $Z'$ to quarks, improving on the results obtained by previous experiments for the mass range from 500 to 800 GeV.
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Deep inelastic proton-proton ($pp$) collisions often result in the production of two or more jets of particles, emitted with large transverse momentum $p_T$ relative to the incoming beams. Within the framework of the standard model, the distribution of the invariant mass of the pair of jets having the largest values of $p_T$ (the dijet) is expected to decrease smoothly with increasing mass. Many proposed extensions of the standard model predict the existence of new states coupling to quarks and gluons, which would manifest themselves as resonances in the dijet mass spectrum. The first results on this topic were presented by the UA1 [1] and UA2 [2,3] experiments, collecting data at the Sp$\bar{p}$S at a center-of-mass energy of 630 GeV. These results were later extended to larger values of resonance masses above 1200 GeV. Using data scouting [24], searches for dijet resonances with mass above $\sim1.2$ TeV were recently performed by ATLAS [20] and CMS [21] using $pp$ collisions at $\sqrt{s} = 13$ TeV. No significant excess was found in any of these searches. A review of the results below 8 TeV can be found in Ref. [22].

Results obtained at different collider energies can be compared by translating the upper limits on the quark-quark resonance cross sections into upper bounds on the coupling constants $g$ of the new resonance to a pair of partons for a given model, as reported in Ref. [23]. That study shows that these searches are not sensitive to the presence of low-mass ($\lesssim 1$ TeV) resonances with small couplings ($g \lesssim 1$) to quarks. Similar conclusions can be obtained for quark-gluon and gluon-gluon resonances. The main experimental difficulties originate from the large cross section of multijet events at low dijet mass and the limited resources for processing and storing this data. Thus, the experiments are forced to increase the thresholds of their triggers, in order to keep an acceptable data volume despite the increasing collision rate. Since the ultimate technical limitation is the available bandwidth at which events can be recorded on disk, an alternative strategy is reducing the event size in order to increase the recorded event rate. This approach, first implemented at the LHC by the CMS experiment in 2011, is referred to as data scouting [24]. A similar data collection strategy has also been recently introduced by the LHCb experiment [25].

This Letter presents a search for narrow resonances decaying into two jets using $pp$ interactions at $\sqrt{s} = 8$ TeV. The study is performed on the scouting data collected with the CMS detector during 2012. The data set corresponds to an integrated luminosity of 18.8 fb$^{-1}$.

The analysis strategy follows a similar search performed on the standard data streams [19], which is only sensitive to resonance masses above 1200 GeV. Using data scouting, the present study extends the results of Ref. [19] down to 500 GeV.
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The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeters, each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector, its coordinate system, and the main kinematic variables used in the analysis can be found in Ref. [26].

Like events in the standard data stream, data scouting events selected by the Level-1 (L1) trigger are processed online in the high-level trigger (HLT) computer farm. Jets are reconstructed from the energy deposits in the calorimeters. A momentum value is assigned to every calorimeter tower, with the magnitude equal to the measured energy and the direction given by the line from the center of the CMS detector to the center of the tower. Using the FASTJET software [27], these momenta are clustered into jets with the anti-$k_T$ algorithm [28] with a size parameter of 0.5. The HLT selection requires the scalar sum of the jet transverse momenta ($p_T$) to be $\sum p_T > 250$ GeV, where only jets with $p_T > 40$ GeV and $|\eta| < 3$ are considered in the sum. This selection criterion translates into an accepted event rate of about 1 kHz at the HLT, at the highest instantaneous luminosity of 7.7 Hz/nb reached by the LHC in 2012. Scouting data are stored immediately after this selection. This event rate is comparable with the total allocated rate for the rest of the CMS physics program in the standard data stream. In order to sustain such a high rate in the data scouting stream, the amount of information stored for each of these HLT events is reduced to about 10 kB, consisting mainly of the four-momenta of the calorimeter jets reconstructed online, compared with an event size of about 500 kB for normal data taking. Thus the 1 kHz of data scouting events consumes only about 2% of the resources. Since no raw data are stored in the data scouting stream, it is not possible to perform an offline reconstruction of these events.

The scouting events are analyzed using standard CMS software tools. Jet momenta are corrected using the calibration constants derived from simulations, test beam results, and $pp$ collision data [29]. The energy density $\rho$ in the event in a unit of area $\Delta \eta \times \Delta \phi$ is also stored in the scouting record. Energies from additional collisions in the same or adjacent bunch crossings (pileup) are subtracted from the jet energies using an event-by-event and jet-area based correction [30]. All jets in this analysis are required to have $p_T > 30$ GeV and $|\eta| < 2.5$ and to pass a jet quality selection, based on the transverse distribution and magnitude of the energy deposits in the electromagnetic and hadron calorimeters. Additional requirements are applied to remove events where electronic noise mimics jets. Finally, the azimuthal angle between the two highest $p_T$ jets is required to be $\Delta \phi > \pi/3$. The latter requirement enforces the dijet event topology and suppresses the instrumental background originating in the calorimeters.

As in previous CMS dijet searches [16–19], geometrically close jets are combined into “wide jets.” In this process, the two leading jets are used as seeds and the four-momenta of all other jets are then added to the closest leading jet, if they satisfy the condition $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 1.1$, to obtain two wide jets, which then form the dijet system. By recovering the final state radiation from quarks and gluons, the wide-jet algorithm improves the dijet mass resolution.

The background from $t$-channel dijet events is suppressed by requiring the pseudorapidity separation of the two wide jets to satisfy $|\Delta \eta_{jj}| < 1.3$. This requirement maximizes the search sensitivity for isotropic decays of dijet resonances in the presence of QCD multijet background. We select events with $m_{jj} > 390$ GeV, for which the combined L1 trigger and HLT are found to be fully efficient.

Figure 1 shows the measured differential cross section as a function of dijet mass in bins of variable width.
corresponding to the dijet mass resolution [15]. The plot is limited to the mass range relevant for this study. To test the smoothness of the measured cross section, a binned maximum likelihood fit to the data is performed with the parametrization:

\[
\frac{d\sigma}{dm_{jj}} = \frac{P_0(1-x)^{P_1}}{x^{P_2} + P_3 \ln(x)},
\]

where \( x = m_{jj}/\sqrt{s} \) and \( P_i \) (\( i = 0, 1, 2, 3 \)) are free parameters. This functional form was used previously to describe both data and QCD predictions [8,10–19]. The fit to data yields a \( \chi^2 \) of 31 for 22 degrees of freedom. The difference between the data and the best fit function is shown at the bottom of Fig. 1, normalized to the statistical uncertainty of the data in each bin. No significant excess of events above the background fit is observed.

This search focuses on narrow resonances with intrinsic widths smaller than the dijet mass resolution. Three varieties of narrow resonances associated with representative simplified models are considered: Randall–Sundrum (RS) gravitons [33] coupling to quark-antiquark (qq̄) or to gluon-gluon (qq̄) pairs with coupling \( k/M_{Pl} = 0.1 \), and excited quarks [34,35] coupling to quark-gluon (qq̄) pairs with compositeness scales that are equal to the excited quark masses. The distribution of the dijet mass for signal events is modeled using the PYTHIA 8.2 [36] generator with tune 4C [37] for the description of the underlying event. The generated events are processed through a GEANT4 [38] model of the CMS detector. The jet energies in the simulated signal samples are corrected in order to match the energy scale observed in the online reconstruction in the following way: a small fraction of the scouting data, corresponding approximately to one million events, is also saved in the standard data record, to allow a jet-by-jet comparison of the offline and online reconstruction performances. The corrections are derived from this subset of the data sample by comparing the energy of jets reconstructed offline with the energy of the corresponding jets reconstructed at the HLT, calculated as a function of \( p_T \) and \( \eta \) of the offline reconstructed jet. The energies of online and offline reconstructed jets agree within \( \sim 2\% \) in the kinematic phase-space of this analysis. Figure 2 shows the qq̄, qq̄, and gḡ signal shapes for a resonance with mass of 900 GeV. The predicted mass distributions have Gaussian cores due to both QCD radiation and jet energy resolution and tails towards lower mass values primarily from QCD radiation. The contribution of this low-mass tail to the line shape depends on the parton content of the resonance. Resonances containing gluons, which emit QCD radiation more strongly than quarks, have a more pronounced tail. Neglecting the tails, the approximate width of the reconstructed dijet mass peak varies with resonance mass from 11% at 500 GeV to 7% at 1600 GeV.

A Bayesian analysis [39] is used to set upper limits on the signal cross section. A uniform prior for the positive signal cross section is assumed. We calculate the posterior probability density as a function of the resonance cross section for resonance masses between 500 and 1600 GeV, in 100 GeV steps. At each considered mass value, a signal-plus-background fit to the data is performed, with the signal production cross section left as a free parameter. The contribution of the background is taken to be the distribution given by the background component of the fitted function. The likelihood is formed using the following inputs: the reconstructed dijet mass distribution in data, the background estimate from the best fit of the background hypothesis to the data, and the simulated \( m_{jj} \) distribution for the resonance that is a histogram normalized to the resonance cross section.

The dominant sources of systematic uncertainty are the jet energy scale and resolution, the luminosity, and the estimation of the background. The uncertainty of 5% in the jet energy scale is derived from the results reported in Ref. [29] and from dedicated studies performed for the data scouting analysis. This uncertainty is propagated to the limits by scaling the dijet signal distribution by 5% up and down. The observed limits change by few percent when varying the jet energy scale uncertainty from 5% to 1%. The uncertainty in the jet energy resolution translates into an uncertainty of \( \pm 10\% \) in the resolution of the signal distribution [29], and is propagated to the limits by increasing and decreasing the width of the simulated dijet mass distribution shape for the signal by 10%. The uncertainty in the normalization of the signal resulting
from the uncertainty in the integrated luminosity is ±2.6% [40]. Uncertainties in the values of the parameters describing the background also contribute to the uncertainty in the signal strength and are taken into account in the limit setting procedure, as described below.

The above systematic uncertainties are incorporated in the limit calculation as nuisance parameters. Log-normal priors are used to model the jet energy scale, jet energy resolution, and luminosity uncertainties, while uniform priors are used for the parameters of the background function. The posterior function for the signal cross section is obtained by marginalizing over these nuisance parameters. The integration is performed independently for each of the background nuisance parameters in a range around the best-fit values that is large enough to accommodate a decrease in the likelihood by a factor of 1000 from its maximum value.

Figure 3 shows the observed model-independent upper limits at 95% confidence level (CL) on $\sigma_{BA}$, i.e. the product of the signal cross section ($\sigma$), the branching fraction to jets ($B$), and the acceptance ($A$) for the kinematic requirements $|\Delta \eta_{jj}| < 1.3$ and $|\eta| < 2.5$. The effect of the $m_{jj} > 390$ GeV requirement has been taken into account by correcting the limits, and therefore does not appear in the acceptance. In Table I, the limits are reported separately for narrow $qq$, $qg$, and $gg$ resonances, in the mass range between 500 and 1600 GeV. The data scouting exclusions for masses between 1200 and 1600 GeV overlap with those from the high-mass search performed with the standard data stream [19]. In the overlapping mass interval, the sensitivity of the data scouting search is found to be almost identical with the high-mass search sensitivity, and the results are found to be compatible with those of the high-mass search within ±2 standard deviations.

Additionally, we apply our search results to the following models of $s$-channel dijet resonances: excited quarks [34,35]; axigluons [41,42]; scalar diquarks [43]; new gauge bosons ($W'$ and $Z'$) [44]; and RS gravitons [33]. More details on the specific choices of couplings for the models considered can be found in Ref. [17]. The upper limits presented are compared to the parton-level predictions of $\sigma_{BA}$ without any detector simulation, in order to determine mass limits on new particles. The model predictions shown in Fig. 3 are calculated in the narrow-width approximation [22] using CTEQ6L1 PDFs [45] at leading order and a next-to-leading-order $k$ factor is included for the $W'$, $Z'$, and axigluon models [42]. New particles are excluded at 95% CL in mass regions for which the theoretical curve lies at or above the observed upper limit for the appropriate final state in Fig. 3. The RS graviton cross section can be compared to the average of the upper limits for $qq$ and $gg$ final states.

We exclude excited quarks, axigluons, scalar diquarks, $W'$ and $Z'$ bosons, and RS gravitons with masses between 500 and 1600 GeV. These limits cover regions not excluded by previous dijet resonance searches at hadron colliders, as follows: scalar diquarks with masses between 630 and 970 GeV [22]; $W'$ bosons with masses between 840 and 1000 GeV [22]; $Z'$ bosons with masses between 740 and 1000 GeV [17,22]; RS gravitons with masses between 500 and 1000 GeV [22].

Following the theoretical framework of Ref. [23], the model-independent upper limits on the cross section of $qq$ resonances are translated into 95% CL upper limits on the coupling $g_B$ of a hypothetical leptophobic resonance.

TABLE I. Observed upper limits at 95% C.L. on $\sigma_{BA}$ for resonances decaying to $qq$, $qg$, and $gg$ final states as a function of the resonance mass.

<table>
<thead>
<tr>
<th>Mass [GeV]</th>
<th>$qq$</th>
<th>$qg$</th>
<th>$gg$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>3.0</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>600</td>
<td>1.3</td>
<td>3.4</td>
<td>3.7</td>
</tr>
<tr>
<td>700</td>
<td>0.66</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>800</td>
<td>1.0</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>900</td>
<td>0.50</td>
<td>1.4</td>
<td>2.2</td>
</tr>
<tr>
<td>1000</td>
<td>0.44</td>
<td>0.65</td>
<td>0.85</td>
</tr>
<tr>
<td>1100</td>
<td>0.40</td>
<td>0.66</td>
<td>1.0</td>
</tr>
<tr>
<td>1200</td>
<td>0.25</td>
<td>0.49</td>
<td>0.70</td>
</tr>
<tr>
<td>1300</td>
<td>0.19</td>
<td>0.30</td>
<td>0.40</td>
</tr>
<tr>
<td>1400</td>
<td>0.10</td>
<td>0.19</td>
<td>0.29</td>
</tr>
<tr>
<td>1500</td>
<td>0.07</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>1600</td>
<td>0.05</td>
<td>0.07</td>
<td>0.10</td>
</tr>
</tbody>
</table>
FIG. 4. Observed 95% CL upper limits on the coupling $g_B$ of a hypothetical leptophobic resonance $Z'_B \rightarrow q \bar{q}$ as a function of its mass. The $Z'_B$ production cross section scales with the square of the coupling $g_B$. Figure 4 shows the upper limits obtained with the data scouting technique in the mass region from 500 to 1200 GeV, extending the coverage of previous CMS searches to below 1200 GeV. Previous exclusions obtained with similar searches at various collider energies are also shown. As a result of the large data set collected by the data scouting stream, the bound on $g_B$ is improved by up to a factor of 3 for resonance masses between 500 and 800 GeV, compared to previous searches. This corresponds to an order-of-magnitude improvement in the cross section limit.

In summary, a search for narrow resonances decaying into two jets was performed using data from proton-proton collisions recorded by the CMS experiment at $\sqrt{s} = 8$ TeV, corresponding to an integrated luminosity of 18.8 fb$^{-1}$. The novel technique of data scouting was used; by reducing the information stored per event, multijet events could be collected in sufficiently large samples that a sensitive search for dijet resonances down to masses as low as 500 GeV was possible. No evidence for a narrow resonance is found. Model-independent upper limits on production cross sections are derived for quark-quark, quark-gluon, and gluon-gluon resonances. Based on these results, new limits are set on an extensive selection of narrow $s$-channel resonances over mass ranges not excluded by previous searches at hadron colliders. Bound on the coupling of a hypothetical leptophobic resonance decaying to quark-antiquark are also provided, as a function of the resonance mass. The limits obtained are the most stringent to date in the dijet final state for narrow resonance masses between about 500 and 800 GeV.
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