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Santrauka
Silicio karbidas (SiC), galio nitridas (GaN) ir deimantas – tai plačiatarpiai

puslaidininkiai, pasižymintys unikaliomis savybėmis ir turintys plačias

taikymo galimybes aukštų temperatūrų, didelių galių elektronikoje bei

optoelektronikoje. Todėl šių medžiagų elektrinės bei optinės savybės

pastaruoju metu yra intensyviai tiriamos. Dinaminių gardelių (DG),

diferencinio pralaidumo (DP), diferencinio atspindžio (DA),

fotoliuminescencijos (FL) optinės nesąlytinės metodikos tinka tirti krūvininkų

dinamiką, kuri yra nulemta fundamentinių bei defektinių medžiagos savybių.

Pagrindiniai darbo tikslai buvo gauti naujų žinių apie krūvininkų

rekombinacijos ir difuzijos procesus plačiatarpiuose puslaidininkiuose (SiC,

GaN, deimantas), kompleksiškai panaudojant optinius metodus. Siekta ištirti

nepusiausvirųjų procesų ypatumus tankioje plazmoje skirtingo defektiškumo

medžiagose, skaitmeniškai modeliuojant krūvininkų dinamiką, nustatyti

dominuojančius krūvininkų rekombinacijos mechanizmus bei pagrindinių

fotoelektrinių parametrų - krūvininkų gyvavimo trukmės, difuzijos koeficiento

ir difuzijos nuotolio priklausomybes nuo sužadinimo ir temperatūros.

Darbe DG metodas buvo pritaikytas tarpjuostinių sugerties koeficientų

verčių nustatymui storuose SiC ir deimanto kristaluose naudojamomis

eksperimentinėmis sąlygomis (80-800 K temperatūrų intervale ties 351 ir 213

nm sužadinimo bangos ilgiais). Šis tikslas buvo pasiektas matuojant santykinį

difrakcijos efektyvumą, priklausantį nuo gardelės storio, ir savo ruožtu nuo

sugerties koeficiento.

Sukurta nauja eksperimentinė metodika gyvavimo trukmių pasiskirstymo

matavimui DP pagrindu, kur vietoj fotodetektoriaus panaudota CCD kamera.

Šios metodikos dėka pagerėjusi erdvinė skyra (~5 mm) leido parodyti, kad GaN

kristalai yra nevienalyčiai ir patvirtinti, jog nespindulinės rekombinacijos

sparta yra ribojama difuzinės krūvininkų pernašos į tarpkristalitines ribas, o

tūrinės rekombinacijos įtaka pasireiškia tik didelių kristalitų centruose.

Krūvininkų difuzijos koeficiento matavimai parodė, kad SiC ir GaN

difuzijos koeficiento priklausomybei nuo sužadinimo lemiamą įtaką turi juostų
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renormalizacija, fononų sąveikos su krūvininkais ekranavimas, bei elektron-

skylinės plazmos išsigimimas. Tuo tarpu deimantuose daug stipresnis difuzijos

koeficiento mažėjimas nuo sužadinimo (nuo 50 cm2/s iki 7 cm2/s, 300 K) buvo

paaiškintas elektron-skyline sklaida ir eksitonų įtaka, o žemose temperatūrose

(T < 150 K) – papildoma bieksitonų ir elektron-skylinių lašų įtaka.

Netiesiatarpiuose SiC ir deimanto puslaidininkiuose esant mažiems

sužadinimams rekombinacija yra ribota nespinduliniais defektais (gyvavimo

trukmės iki 700 ns kambario temperatūroje) ir paviršine rekombinacija (jos

sparta S =103-105 cm/s). Panaudojus tikslius krūvininkų dinamikos

modeliavimus su nustatytais sugerties bei difuzijos koeficientais,

priklausančiais nuo krūvininkų tankio ir temperatūros, gauta netiesinės

rekombinacijos sparta. 4H-SiC ji buvo nulemta fononiniu Ože rekombinacijos

procesu (su koeficientu C0=(5±1)×10-31 cm6/s), kuris prie žemų sužadinimų

buvo sustiprintas kulonine sąveika iki 10 kartų, bei susilpnintas prie didelių dėl

elektron-fononinės sąveikos ekranavimo. Deimante esant žemoms

temperatūroms netiesinė rekombinacija buvo sąlygota eksitonų, bieksitonų bei

elektron-skylinių lašų sustiprintos Ože rekombinacijos. Aukštose

temperatūrose stebėtas nespindulinės rekombinacijos sustiprinimas su Eth =

560 meV slenksčiu. Pastarasis efektas priskirtas defektų įtakotam eksitoniniam

Ože procesui.

FL efektyvumo ir DP matavimai parodė, kad GaN spindulinės

rekombinacijos sparta yra žymiai mažesnė už nespindulinę. Savo ruožtu 3C-

SiC bimolekulinės rekombinacijos koeficientas nuo krūvininkų tankio

nepriklausė (Brad = 2.05×10-15 cm3/s) bei sutapo su teoriškai apskaičiuotu.

Kompensuojančių defektų (aliuminio SiC ir boro deimante)

koncentracijos ir aktyvacijos energijos nustatytos stebint jų sąlygotos

defektinės sugerties padidėjimo dėl jų perkrovimo nepusiausviraisiais

krūvininkais. Perkrautų defektų sugerties signalo įsisotinimas leido nustatyti jų

koncentraciją (~1016-1018 cm-3 SiC, ~1014-1016 cm-3 deimante), o signalo

relaksacijos spartos priklausomybė nuo temperatūros – jų aktyvacijos energiją

(~200 meV SiC, 340 meV deimante).
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Introduction
Silicon carbide (SiC), gallium nitride (GaN), and diamond are extremely

promising wide band gap semiconductor materials for optoelectronics and high

temperature, high power electronics. SiC and diamond are the indirect bandgap

semiconductors, being more suitable for electronic devices and optoelectronics,

while GaN is a direct-bandgap semiconductor being also important in lighting

applications.

Among the over 200 SiC polytypes that have been identified, only three

of them are the most common: the only one cubic (3C-SiC) and the other two

hexagonal (4H- and 6H-SiC). Up to now, research and industry are mostly

focused on the hexagonal SiC polytypes. Although 3C-SiC is expected to have

superior properties than those of the hexagonal polytypes, its growth is

encumbered due to inclusions of hexagonal islands. Less expensive growth on

lattice-mismatched silicon substrates is complicated by generation of large

structural defect density.

GaN achievements are still limited by an absence of suitable substrates

for GaN layers as there is no bulk GaN single crystals commercially available.

Therefore, the whole technological development of GaN based devices relies

on heteroepitaxy. Most of the current device structures are grown on sapphire

or 6H-SiC. Since the substrate lattice parameters and thermal expansion

coefficients are not well matched to GaN, the epitaxial growth generates huge

densities of structural defects, with threading dislocations being the most

prevalent (up to 1010 cm-2). Actually this large density of defects in GaN

drastically limits the performance and operating lifetime of the devices.

Growth of thicker layers improves structural quality, but it is not a

commercially feasible solution due to expensiveness. Therefore, new solutions

as growth masks and amonothermal method have been developed.

The defect-free diamond is known to exhibit the largest values of

hardness, heat conductivity and carrier mobility of all the wide-bandgap

semiconductors. This makes the material attractive for production of high
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power devices and detectors for ultraviolet and ionizing radiation that could

operate under harsh environmental conditions. However, the development of

diamond electronics is hampered by several obstacles, such as a lack of

shallow dopants, relatively small single crystals, low crystalline quality of

heteroepitaxial synthetic diamonds. Synthetic diamonds are usually produced

by high-pressure high-temperature (HPHT) and more recently by chemical

vapor deposition (CVD) growth techniques. The latter technique for high

quality homoepitaxial diamond is not well established and suffers from slow

deposition rate, inclusion of impurities (mainly nitrogen, boron, silicon), large

dislocation density. Thus the deposition of synthetic diamond free from

morphological defects and impurities is still one of the major technological

challenges, which the scientific community has to face.

Due to growth-dependent parameters of the semiconductors,

characterization techniques are needed to evaluate the material suitability for

device applications and for optimization of the growth processes of the layers

and heterostructures. Numerous techniques are used to analyze structural

quality of SiC, GaN and diamonds, such as electron microscopy, atomic force

microscopy, X-ray diffraction, Raman spectroscopy. Optical and electrical

properties are studied by photoluminescence (PL), cathodoluminescence (CL),

electron beam induced current (EBIC), time of flight (TOF), and charge

collection techniques. Time resolved optical techniques, such as light induced

transient grating technique (LITG), differential transmittivity (DT), differential

reflectivity (DT), time-resolved photoluminescence (TRPL) have been shown

as versatile nondestructive tools for investigation of semiconductor wafers, as

these techniques provide straightforward information on carrier dynamics as

well as important parameters such as carrier/exciton lifetime, diffusion

coefficient and diffusion length.

The carrier recombination and diffusion is governed by defect density in a

material and also by intrinsic properties. Therefore, knowledge of carrier

dynamics enables characterization of samples in terms of growth technology

optimization and fundamental phenomena. The lifetime of nonequilibrium
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carriers is very sensitive to the existence of point, extended and surface defects

in the material bulk and its surface. It may also reach intrinsic limit, which can

not be improved by technological means (for example, nonlinear Auger

recombination process).

The recombination processes can be either radiative or nonradiative. The

ratio between the radiative and nonradiative recombination rates determines

the internal quantum efficiency of GaN and, therefore, has a key importance

for light emitting devices efficiency. The carrier diffusion coefficient and

diffusion length are crucial electronic parameters for operation of

optoelectronic devices.

The experimental part in this thesis is based on the known and modified

optical characterization methods. The combination of several experimental

techniques (LITG, DT, DR, PL) enabled investigation of carrier diffusion

coefficient and lifetime in wide nonequilibrium carrier density and temperature

ranges under precisely controlled generated carrier density and its in-depth

profile. Deeper insight into the carrier dynamics in these materials was

obtained by numerical modeling of the excess carrier transport.

Main goals

The thesis is aimed at gaining new knowledge on exciton and carrier dynamics

in SiC, GaN and diamond crystals and improvement of the experimental

techniques. The experimental studies that were performed by means of

contactless optical techniques: light-induced transient grating (LITG),

differential transmittivity (DT), differential reflectivity (DR) and

photoluminescence (PL) techniques are targeted at extracting important

parameters, characterizing carrier/exciton dynamics in the investigated

materials in wide excess carrier density and temperature ranges.
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Main objectives
1. To investigate carrier diffusion and recombination processes by monitoring

their spatial and temporal dynamics in a wide temperature and

nonequilibrium carrier density range for GaN, SiC, and diamond, exploring

a single- and two-photon carrier photoexcitation.

2. To develop advanced experimental tools for contactless characterization

of wide bandgap semiconductors in a wide temporal range - from ps to ms

- and with few micrometer spatial resolution, using different mechanisms

of light induced refractive and absorptive index modulation. In

particularly, to develop novel techniques for diffraction-based absorption

coefficient measurement, free carrier lifetime microscopy, and

photorecharged trap recovery.

3. To model the excitation- and temperature- dependent carrier diffusion

coefficient as well as linear and nonlinear recombination rates in SiC, GaN

and diamond, describing simultaneous impact of surface, bulk, linear and

nonlinear recombination processes.

Novelty and importance of the thesis
Even though there are already commercially available devices based on wide-

bandgap semiconductors: SiC, GaN and diamond, the interest in these

materials is continuously increasing. The processes taking place in these

materials are poorly analyzed and understood, in particularly due to a limited

amount of techniques applied for study of carrier dynamics.

Combination of various characterization techniques (light induced

transient grating, differential transmittivity, differential reflectivity,

photoluminescence) and high-quality materials (thick epilayers and bulk

crystals) provided by world-wide leading companies and universities, ensured

an extensive basis for this study. Further development of the time- and

spatially-resolved optical techniques was performed.



10

Nonequilibrium carrier density and temperature are the most important

parameters, describing device operation. Therefore, these parameters were

varied in very wide ranges of carrier density (1015-1020 cm-3), and temperature

(80-800 K). Wide nonequilibrium carrier density range was obtained by using

combined single- and two-photon absorption regimes. Precise control of the

nonequilibrium carrier density was performed by measurement of interband

carrier absorption coefficient by newly modified light induced transient grating

technique, while the absolute values of diffraction efficiency, differential

transmittivity and differential reflectivity were used for carrier density

determination.

High temporal resolution and wide delay range was obtained by

combining optical and electronic delay of the probe beam. This allowed

investigating both slow and fast recombination processes and their excitation

dependences by DT technique. Such measurements have not been performed

up to now in GaN. Comparison of photoluminescence efficiency with the

obtained differential transmittivity decay time provided radiative and

nonradiative lifetime dependences on nonequilibrium carrier density in GaN.

These features could not be obtained by time resolved photoluminescence due

to impact of carrier in-depth redistribution and reabsorption. The

measurements of absolute integrated photoluminescence efficiency provided

radiative recombination coefficient in 3C-SiC.

Carrier lifetime inhomogenity was revealed using either conventional

lifetime mapping technique or newly developed CCD camera based device for

carrier lifetime microscopy. Modeling of the lifetime inhomogenity together

with an inverse correlation between carrier lifetime and diffusion coefficient

temperature dependences allowed proving that the carrier recombination in

GaN is mainly limited by their diffusive flow to grain boundaries.

Carrier density and temperature dependent lifetime and diffusion

coefficient in SiC and diamond provided a new insight into the Auger

recombination and exciton/carrier interaction processes. Coulomb

enhancement and screening of Auger recombination was observed.
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Compensating acceptor density and their activation energy in 3C-SiC and

diamond was obtained by a newly proposed method: a full trap photo-recharge,

leading to differential absorption signal saturation, provided the acceptor

concentration, while the temperature dependences of recharged acceptor

recovery rate – the acceptor activation energy. Much lower carrier diffusion

coefficient at excess carrier density below the acceptor concentration was

explained by impact of internal space charge field between the immobile

recharged acceptors and electrons.

The points to be maintained
1. Ambipolar diffusion coefficient reduction at carrier densities above 1017-

1018 cm-3 (depending on T) in SiC and GaN is dominated by bandgap

renormalization, while diffusion coefficient increase at further increase of

carrier densities (1018-1019 cm-3) is determined by carrier plasma

degeneracy and screening of carrier-phonon interactions.

2. In diamond, diffusion coefficient reduction (at carrier densities ≥ 1015 cm-3)

is dominated by exciton formation (leading to 6.5 times lower diffusion

coefficient), electron-hole scattering, biexciton and electron-hole droplet

formation (at T <150 K), while the diffusion coefficient increase at higher

excitations (≥ 1019 cm-3) is caused by screening of Coulomb interaction and

carrier plasma degeneracy.

3. Carrier lifetime values in the 0.4-60 ns range for GaN layers with low

dislocation density are of nonradiative origin and determined by diffusive

carrier flow to grain boundaries and recombination there, while in SiC,

mono- and poly-crystalline diamonds the low-excitation lifetime is

limited by point defects.

4. Nonlinear recombination in 4H-SiC is dominated by phonon assisted

Auger process, being Coulombically enhanced at low (≤ 5×1018 cm-3) and

screened at high (≥ 1019 cm-3) carrier densities.

5. Compensating trap density in 3C-SiC and diamond can be determined by
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using their full photoneutralization by UV pump and subsequent

monitoring of their photoionization transitions by IR probe. Temperature

dependences of the recharged acceptor recovery time provided the

aluminum (3C-SiC) and boron (diamond) acceptor activation energies.

Layout of the thesis
The thesis is organized as follows. In chapter 1, an overview of some basic

SiC, GaN and diamond properties is presented. Some more advanced issues,

such as band structure, effective mass, absorption and refraction coefficients,

carrier mobility and recombination, are discussed in more detail.

In chapter 2, the experimental setups, used for optical characterization of

the samples under study, are described. These include light induced transient

grating, differential transmittivity, differential reflectivity, and

photoluminescence techniques.

Chapter 3 deals with precise determination of nonequilibrium carrier

density and its in-depth profile in the investigated bulk samples by means of

single- and two-photon excitation used in the work.

In chapter 4, the study of carrier diffusion coefficient in wide excitation

and temperature range is provided. Its dependences on carrier density and

temperature are modeled by means of electron, hole, exciton and phonon

interactions.

Chapter 5 deals with the study of carrier recombination. Photoexcitation

and temperature dependences of lifetime provide surface, bulk and nonlinear

recombination rates, the latter being of radiative or nonradiative origin.

Screening and exciton impact on these recombination processes is evaluated.

Also the modeling of carrier in-plane and in-depth profiles is investigated.

In chapter 6, the investigation of compensating trap recharge impact on

carrier relaxation and diffusion coefficient is provided. Compensating trap

densities and activation energies are determined. The thesis is finalized with a

concluding summary.
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1. Properties of SiC, GaN and diamond
In this chapter basic properties of investigated semiconductors are reviewed

(crystal structure, electronic band structure, effective masses, density of states,

phonon energies). Absorption, carrier mobility, diffusion coefficient, linear and

nonlinear lifetimes, and carrier dynamics follow afterwards. These more

advanced properties, being investigated in this work, are described in more

detail. Appropriate formulae are provided. Finally, results from previous

experimental studies of carrier mobility, diffusion coefficient, and

recombination are presented.

1.1. Basic properties of wide bandgap semiconductors

Wide bandgap semiconductors are superior versus commonly used

semiconductors with much lower bandgaps (Si, GaAs) in terms of much higher

operating temperatures, critical electric fields, saturation drift velocity, thermal

conductivity and other parameters (see comparison in Table 1.1, where data

were compiled from different references [1-9]). However, their growth

techniques and processing are much more complicated due to higher growth

temperatures and hardness. The most advanced techniques for SiC GaN, and

diamond growth are: chemical vapor deposition (CVD) [10,11], hydride vapor

phase epitaxy (HVPE) [12], high pressure and high temperature growth

(HPHT) [13]. Also other techniques (frequently used for conventional

semiconductors) such as growth from melt, vapor liquid solid deposition

(VLS) [14], sublimation epitaxy (SE) [15], physical vapor transport (PVT) [16]

are applied for growth occasionally.
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Table 1.1. Properties of some wide bandgap semiconductors at 300 K [1-9].
Conventional semiconductors, such as Si and GaAs, are included for

comparison.

Property Si GaAs 3C-SiC 4H-SiC 6H-SiC 2H-GaN 3C
diamond

Bandgap (eV) 1.12 1.4 2.36 3.26 3.02 3.452 5.45

Breakdown field
(MV/cm) 0.25 0.4 1.2 2.2 2.5 5 10

Saturation drift
velocity (107 cm/s) 1 2 1.2 2 2.5 2.5 2.7

Max. operating
temperature (˚C) 350 460 1200 1200 1200 600 1100

Melting point (˚C) 1410 1511 2830 2830 2830 2500 4373

Electron mobility
(cm2/V·s) 1350 8500 900 1000 400 1200 2200

Hole mobility
(cm2/V·s) 480 400 90 120 100 30 1800

Static dielectric
constant 11.8 12.8 9.7 10 10 8.9 5.5

Lattice constants
(Å) 5.43 5.65 4.36 a = 3.08

c = 10.08
a = 3.08
c = 15.12

a = 3.19
c = 5.19 3.57

Density (g/cm3) 2.3 5.3 3.2 3.2 3.2 6.15 3.5

Mohs hardness 7 4-5 ≥9 9.2-9.3 ≥9 ≥9 10

Heat capacity
(J/g·K) 0.71 0.327 0.69 0.69 0.69 0.49 0.52

Thermal
conductivity
(W/cm·K)

1.5 0.5 3.6 3.7 4.9 1.3 20

Thermal
diffusivity (cm2/s) 0.9 0.3 1.6 1.7 2.2 0.4 11



22

1.1.1. The crystal structure

The investigated SiC, GaN and diamond semiconductors can crystallize in the

different crystalline structures, where different order of Si-C, Ga-N and C-C

biatomic element stacking sequence can occur [17-19]. These crystal structures,

having the same atomic composition, are called polytypes. The stacking

sequence (of biatomic layers) of most simple polytypes, aligned in c- axis

direction, is shown in Fig. 1.1.

Fig. 1.1. Stick-and-ball models in the four simplest polytypes [18]. Cations: red
spheres, anions: blue spheres. The stacking sequence of the cation-anion bilayers
are indicated by the symbols A, B or C. The primitive basis vectors ai (i = 1, 2, 3)
are also shown. The cubic (c) or hexagonal (h) character of a bilayer is defined by
the nonparallel bond in this plane.

However not all polytypes are thermodynamically stable and often single

polytype can grow only under special growth conditions. When few polytypes

grow simultaneously, structural defects as stacking faults will appear (different

polytypes can also be generated by mechanical deformation). As different

polytypes have different electronic properties, stacking faults strongly

deteriorate device quality. Such problem is the most important in SiC [17]. The

most stable and easily grown are 2H-, 3C-, 4H- and 6H-SiC polytypes. Letter
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”H” indicates for hexagonal polytype, while “C” for cubic one. Hexagonal

polytypes have wurtzite structure (characterized by two lattice constants, a and

c), while the only one cubic (3C) has the zinc-blende structure. At this time

commercially available and applicable SiC polytypes are: 3C-SiC, 4H-SiC, and

6H-SiC, GaN polytypes: 2H-GaN, 3C-GaN [20,21], and cubic diamond

polytype 3C-C (2H diamond (lonsdaleite) was also obtained [22]). In this work

3C-SiC, 4H-SiC, 6H-SiC, 2H-GaN, and 3C diamond polytypes will be

investigated.

1.1.2. Electronic band structure

Different polytypes have different electronic band structure, i. e. the dependence

of carrier energy (E) on its momentum (k). The band structure of the most

common polytypes is provided in Fig. 1.2.

3C-C

3C-SiCE,
 e

V

2H-GaN

4H-SiC

k, a. u.
Fig. 1.2. Band structures of the most important polytypes according to [19,23,24].
Letters indicate Brillouin zone symmetry points.

Different band structure leads to different bandgaps, masses, mobility, exciton
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binding energies and so on (Table 1.2). The band structures also indicate that

SiC and diamond are indirect semiconductors as valence band maximum and

conduction band minimum are in different k positions. In GaN these extrema are

in the same position, leading to its direct bandgap. This favors direct (phonon-

less) valence to conduction band transitions and more effective radiative

recombination.

1.1.3. Effective masses and density of states

Many electrical semiconductor parameters, such as mobility, density of states,

exciton binding energy, are determined by electron and hole effective masses.

The effective masses for different materials [2,9,23-26] are provided in Table

1.2. Using their values, the density of states in conduction and valence bands

and exciton binding energies were calculated. The latter values were very close

to the experimental ones [27-29].

Table 1.2. Effective masses, density of states [2,9,23-26] and exciton binding
energies Eex [27-29].

Property 3C-SiC 4H-SiC 6H-SiC 2H-GaN 3C diamond
*
em 0.30 0.35 0.50 0.2 0.48
*
hm 1.11 0.63 0.61 1.5 0.31

ehm 0.24 0.23 0.27 0.18 0.19
*
cdm 0.73 0.77 2.3 0.2 1.9
*
vdm 1.4 0.94 0.92 1.5 0.8

Ncd, 1019 cm-3 1.6 1.7 8.7 0.22 6.5
Nvd, 1019 cm-3 4.1 2.3 2.2 4.6 1.8

Eex, meV
calculated 32 31 37 31 85

Eex, meV
experimental 27 20 78 28 80

Here ( ) 3/12*
zyxbcd mmmNm = is the density of states mass, where  Nb is the number

of equivalent minima in conduction band, ( ) 3/1*
zyxc mmmm =  is the one

conduction valley density of states mass (mx, my, mz are mass tensor
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components); *
em  and *

hm  are electron and hole effective masses [30]. Here *
em

is the isotropic effective conduction mass, which is calculated using mass

tensor components [31]:

( ) 3//1/1/1/1 *
zyxe mmmm ++= .           (1.1)

Analogically it is calculated for holes. Optical mass (reduced mass) is

described by a relation:

÷÷
ø

ö
çç
è

æ
+= **

111

heeh mmm
.           (1.2)

Commonly heavy and light hole bands are present with HHm  and LHm  masses,

correspondingly. Then average inverse optical hole mass is described by a

relation [31]:

( ) ( )2/32/32/12/1* //1 LHHHLHHHh mmmmm ++= .                                                     (1.3)

Exciton binding energy in hydrogenic approximation is calculated according to

Eex = 13.6 eV´meh/m0/es
2 relation [32]. Density of states are calculated for

holes as ( ) 2/32* /2/4 hTkmN Bvdvd pp=  (analogically for electrons).

1.2. Absorption processes

A large variety of energy states may occur in semiconductors, both in the form

of bands or in the form of discrete energy levels [31]. Pure semiconductors of

perfect crystallinity are characterized by a set of broad valence and conduction

electron bands and an abundance of phonon modes; discrete states occur in the

presence of impurities and lattice defects, and at low temperatures owing to the

possible binding of electrons and holes to excitons and excitonic complexes.

Various transitions are thus possible between these states, they are depicted by

arrows in Fig. 1.3. These include valence-to-conduction band transitions

(which lead to free carrier generation) (a), free carrier transitions (inter-

valence-band (b), inter-conduction-band (c) and intraband transitions between

the electronic levels of impurities (d), between impurity levels and conduction

bands (e), and between valence band and impurity (f) or excitonic levels (g).
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Also in the transparency range two-photon absorption can take place at high

fluences. In the latter case one photon transfers an electron to virtual level in

the bandgap, while other photon transfers the electron to conduction band from

the virtual level [33]. In this case two photons are needed to generate one

electron-hole pair. The transitions (a-g) can be either “direct” when vertical

transitions occur or “indirect”, when momentum conservation law needs

phonons.

Fig. 1.3. Various optical transitions in semiconductors [31]. See explanations in
the text.

The term “interband absorption” refers to an optical transition in which an

electron from the valence band is excited to 1) the conduction band or 2) an

excitonic state. In this work absorption processes will be studied in direct-

(GaN) and indirect-bandgap (SiC, diamond) semiconductors, in particularly

related to the experimental studies of the temperature dependences of

absorption coefficient in the spectral region above the bandgap.
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The absorption spectra of GaN and diamond are provided on Fig. 1.4. It is

clearly observed that in direct-bandgap GaN the absorption coefficient, a,

increases very sharply near the absorption edge (a), while due to lower

probability of the phonon assisted processes, the absorption coefficient

increases much slower in diamond (b).

The optical excitation mechanisms can be separated to intrinsic interband

electron-hole pair/exciton generation, when absorbed quantum energy is higher

than the bandgap Eg, while for lower excitation quanta absorption by defects

dominates.

The absorption coefficient in direct bandgap semiconductor is dominated

by direct electron-hole pair and exciton generation and can be expressed for

photons below, and above the bandgap as follows [32]:
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Here ( ) ( )0
22 //2 wew cnem geh h=P , ( )gex EEZ -= wp h/ , pcv(0) is the

interband matrix element for electron valence to conduction band transitions at

k =0. dcv(0) is the interband matrix element corresponding to transitions to the

electron-hole states, that make the exciton packet.

(a)    (b)

Fig. 1.4. Absorption spectra of GaN [34] (a) and diamond [35] (b) at different
temperatures. At low temperatures A, B, and C exciton peaks are observed in
GaN.
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At ħw <Eg only absorption to bound exciton states takes place, while at

ħw >Eg absorption to excitonic continuum and to conduction band appears at

the same time. Near the bandgap, due to absorption to excitonic continuum, a

is strongly enhanced as compared to the valence-conduction band transitions of

electrons [36], which is proportional to afree~[ħw –Eg]1/2. This leads to so called

Coulomb enhancement as acontinuum(w)=afree(w)C(w), where the enhancement

factor is C(w)=2Z/[1–exp(–2Z)]. Namely, this situation is observed for GaN

case (Fig. 1.4). The exciton peaks are broadened due to exciton-phonon and

exciton-defect interactions. For example, in GaN, Eex=24 meV leads to ~6

times Coulomb enhancement at RT.

Temperature and quantum energy E (in electronvolts, eV) dependence of

intrinsic band-to-band absorption (BBA) coefficient in indirect-gap

semiconductor can be approximated using temperature dependent excitonic

bandgap EGX(T), excitonic and interband absorption strengths (Aex and AIB),

exciton binding energy Eex and phonon energy Eph [33]:
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Here “+” sign corresponds to phonon emission, the “–“ sign for absorption,

nB =1/[exp(Eph/kBT) –1] is the Bose-Einstein phonon population factor. The

first term in the brackets corresponds to excitonic, while the second one for

free carrier interband generation.

Strong absorption coefficient temperature and quantum energy

dependence in SiC and diamond well above bandgap can be approximated

using temperature dependent energy gap Eg(T) (see figure Fig. 1.5), absorption

strength A, and phonon energy Eph [37]:
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The bandgap temperature dependence can be described by Passler formula

[38,39]:
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( ) ( ) ( ) ÷
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Here e = 3×10-4 eV/K, Qp = 450 K and p = 2.9 for both 4H- and 6H-SiC. The

formula is valid in 77-450 K range [39,40]. The same temperature dependence

of bandgap can be used for all SiC polytypes (different bandgaps must be taken

into account). In diamond, the bandgap temperature dependence is {5.476 –

0.64×exp(–1200K/T)} eV [35]. The temperature dependence of bandgap can

be also precisely fitted by vibrational energy function Eg D(T) [41]:
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Here aD accounts for atomic oscillator interaction (if aD =1 there is no

interaction), QD = 1000 ± 50 K is the Debye temperature and Eg 0 is the

bandgap at zero temperature, the same as in Passler formula [39].

The spectral dependence of absorption coefficient can be obtained by

[39]:

( ) [ ] [ ]2221
phgphg EEAEEAT +-+--= w

w
w

w
a h

h
h

h
.           (1.9)

The given above formulas can be used for approximations of bandgap and

absorption coefficient temperature dependences.

(a) (b)

Fig. 1.5. The bandgap temperature dependences of SiC polytypes [40] and
diamond [35].
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The incident light can be s-polarized if its electric field is perpendicular to

the plane containing the perpendicular to the sample surface and the incident

beam. The light is p-polarized if its electric field is parallel to the plane.

Reflectivity for air-semiconductor interface is described by Fresnel’s equations

for s- and p- polarizations. Corresponding equations are as follows [42]:
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Here, Q  and n are the incidence angle and the semiconductor refractive index

for the incident beam wavelength, respectively.

Sample absorption coefficient near absorption edge can be determined

from sample transmission spectra (in normal geometry, Q = 0), T, according to

the relationships following from the Fresnel’s equations:

2)4)1()1(( 2244122 ----- +-+--= RTRRTRRP ,
( )
( )2

2

1
1

+
-

=
n
nR ,   (1.11)

here ( )dP a-= exp  is directly related to sample thickness d and absorption

coefficient a. The photon energy dependent refractive index n determines

reflection coefficient R. Ordinary refractive index must be used for hexagonal

SiC polytypes (4H-, 6H-), as the absorption edge measurements are being

performed in the E^c geometry (the c axis is almost perpendicular to the

surface of the wafers). In a wide spectral range n can be described as:

( )( )( )22 149.51 G-+= EeVEn  according to [43]. Here EG is the energy of the

effective direct gap (its values are 7.3 eV, 3.4e V and 7.3-7.4 eV for SiC, GaN

and diamond, respectively [9]). Refractive index of 3C-SiC has very similar

value and spectral dependence [9] and weakly depends on temperature:

dn/dT = 3.6´10-5 K-1 at RT [9,41]. In GaN and diamond similar refractive

index spectral dependences can be found in [44,45].

http://en.wikipedia.org/wiki/Electric_field
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1.3. Carrier mobility

An important material parameter is carrier (electron or hole) mobility, which

in a nondegenerate semiconductor can be expressed as [30]:

mm
e tm *= , ( )( ) dxxfdxxTxf Fi iFm

2/3

00

2/311 /, òò å
¥¥

--= tt .         (1.12)

Here e is the elementary charge, m* is the carrier effective mass, x=E/kBT, kB is

the Boltzmann constant, tm is the carrier momentum relaxation time, which is

different for different carrier scattering mechanisms, with carrier energy (E)

and lattice temperature (T) dependent relaxation times ti(x,T). fF = [exp(x–xF)

–1]-1 is the Fermi distribution function (xF=EF/kBT). There are different

scattering mechanisms: scattering by ionized impurities (1), neutral impurities

(2), acoustic phonons (3), polar optical phonons (4), and nonpolar optical phonons

(5).

● Scattering by ionized impurities

The scattering by ionized impurities (ii) is described in [46] for the case of

electrons in the conduction band. The relaxation time is simply adjusted to the

case of the valence band by taking into account the p-type symmetry of wave

functions in place of the s-type wave functions, as discussed elsewhere [47]. As

a consequence, with respect to the conduction band, the relaxation time of the

valence band is multiplied by a factor of 1.5. The inverse relaxation time is

then:

( ) ( )[ ]
( )

( ) ,2,
216

1/1ln
3
21 2

2/32/1*2
0

4

s
is

I

ii

k
Em

eN
lV

eep
VVV

t
=

+-+
=                                   (1.13)

where i runs over light holes and heavy holes, NI=p0+2ND is the density of

charged ions in the p-type material, es is the relative static dielectric constant,

e0 is the vacuum permittivity, ls is the screening length (the reciprocal

screening length is being designated by q0) and k is the electron wave vector.

ls can be calculated for arbitrary degeneracy but, for nondegenerate case, it is:
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where NA and ND are the total densities of acceptors and donors, respectively. ħ

=h/2p is the reduced Planck constant.

● Scattering by neutral impurities

The scattering by neutral impurities (ni) is very important in wide bandgap

semiconductors. This is because the donor binding energy is i) sufficiently

large so that, at low temperature, the majority of impurities are neutral, and ii)

not too large, so that the Bohr radius of the bound electron allows scattering of

the electrons in the conduction band. The relaxation time can be calculated with

the simple approach of Erginsoy (in analogy with atomic physics) [48], or more

complete and reliable approach of Meyer and Bartoli [49]. The corresponding

relaxation times are then:
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where i runs over light holes and heavy holes, Nn=NA –ND –p0 is the number of

neutral impurities, w =E/EB, where EB is the impurity activation energy.

● Scattering by acoustic phonons

The relaxation time due to the scattering by acoustic phonons (ac) is reviewed,

for instance, in the work [30]. Because the acoustic phonons have a small, but

finite, wave vector and because the valence band is (almost) degenerate at k=0

both intra- and interband processes can occur. The total density of states, into

which a free hole can be scattered, is then proportional to (mh
*3/2 +  ml

*3/2).

Taking this into account, the scattering rate can be expressed as [50]:
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E
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TkCmm Balh

ac rpt h

+
=         (1.16)

where r is the crystal mass density, v|| is the velocity of longitudinal acoustic

phonons, and Ca is the acoustic deformation potential.
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● Scattering by polar optical phonons

For the polar optical phonon (pop) scattering the relaxation time calculated by

Callen (cf. Ridley) is being used [30]. The standard expression of relaxation

time for the conduction band is multiplied by 2 for the same reason as

previously mentioned for the ii scattering. The inverse relaxation time for holes

is then:
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where 1/ep=1/e∞ –1/es, hwop is the polar optical-phonon energy, and nB(wop) = l

/[exp(ħwop/kBT) – l] is the phonon occupation factor. The phonon emission

terms nB(wop) + 1 contribute only for E ≥ ħwop, otherwise they vanish. The

interband scattering is neglected for this mode [47].

● Scattering by nonpolar optical phonons

The scattering due to nonpolar optical phonons (nро) is either intra- or

interband [51]. In calculations, combined relaxation time of intra- and

interband scattering should be used [52]:
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where nB(w0) = l /[exp(ħw0/(kBT)) – l] is the phonon occupation factor and tnpo,ii

and tnpo,ij are the intra- (ii) and interband (ij) relaxation times due to nonpolar

optical phonons. The phonon emission terms nB(w0) +1 contribute only for E

≥ħw0, otherwise they vanish. In this approach, the summation over all possible

initial and final states is represented by an effective coupling constant (Dii+Dij)

which takes into account the intraband scattering (Dii) and the interband

scattering (Dji). It should be emphasized that these coupling constants have a
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rather “effective” meaning since they cannot be distinguished by comparison

with experimental results.

● Screening of carrier-phonon interactions

At high carrier densities pop and npo are subject to screening. This effect will

be stronger at low temperatures, as scattering includes smaller and smaller

phonon wave vectors, q. Therefore for non-polar (acoustic and nonpolar

optical) and polar phonon scattering processes coupling parameters become,

respectively [30]:

( ) [ ] ( ) [ ]222
0

2
222

0

2
2

/1
1~,

/1
~

qq
qC

qq
qqC polarpolarnon

++
- .         (1.19)

For arbitrary degeneracy, the inverse screening length q0 is calculated

according to:
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where summation over conduction and valence band states is performed, where

N(E) is the density of states per energy interval. In degenerate carrier plasma

q0
2 =e2/e0esN(EF) can be obtained. That corresponds to electron-phonon

coupling strength reduction with nonequilibrium carrier density as DN -4/3.

1.4. Carrier diffusion coefficient

An important parameter in carrier transport analysis is a diffusion coefficient,

D. It describes a number of carriers, going through a unit of area per unit of

time [53]. Electron (DNe) and hole (DNh) diffusion takes place when the

generated electron-hole plasma is spatially inhomogeneous. Bipolar carrier

diffusion is determined by internal electric field between electrons and holes,

leading to ambipolar diffusion coefficient [53]:
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Here De ir Dh are electron and hole diffusion coefficients, respectively. The

diffusion coefficients D are related to carrier mobilities µ via Einstein’s

relationship [53]:

eTkD Bii /m= ,                                                                                   (1.22)

where μi are electron or hole mobilities. Typically, hole mobility is much lower

than electron one. In that case (nonequilibrium carrier density also satisfies a

relation 00 , pnNNN he >>D=D=D ) ambipolar diffusion coefficient is related

to hole diffusion coefficient as:
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In case of n- or p-type semiconductors, at low injections monopolar minority

carrier (i.e. hole or electron) diffusion coefficient can be obtained.

Temperature and carrier density dependent hole diffusion coefficient can

be described by basic relations including scattering rate calculation [54]:
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Here x=E/kBT, xF=EF(DN)/kBT, and EF(DN) is the carrier density dependent

Fermi level, which can obtained by Nilsson approximation [55] with few

percent precision according to the relation:
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where density of states ( ) 2/32* /2/4 hTkmN Bvdvd pp=  is the main parameter and ti

are the appropriate carrier relaxation times as described above. The DEv(DN)

dependence corresponds to valence band renormalization due to free holes

[56].

In bipolar plasma electrons and holes are present simultaneously.

Therefore, their interactions such as mutual scattering [30,57] (electron-electron
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scattering in heavily doped, e.g. n-type, sample can also take place) and binding

to excitons (which can also lead to scattering processes [58,59]) must be taken

into account. In the case of excitons, the exciton scattering time, tEST, is

expressed as [59]:

.1111
exexcarrexphexEST ---

++=
tttt

                                                            (1.26)

Here different scattering mechanisms are taken into account: exiton-phonon

scattering (tex-ph), exciton-hole/electron scattering (tex-carr), and exciton-exciton

scattering (tex-ex).

1.5. Carrier recombination processes

Free carrier lifetime is one of the main physical quantities, which sensitively

reveals the fundamental and defect related material properties at various

temperatures and photoexcitation levels. This section describes the basic

recombination mechanisms and their relative importance at different excitation

intensities.

Instantaneous carrier recombination time (the annihilation time of one

electron-hole pair per unit of time) can be obtained taking time derivative of

carrier density DN as [60]:

tR(DN)= –DN(t)/(dDN(t)/dt).         (1.27)

The corresponding carrier recombination rate, with inclusion of classical

recombination mechanisms, can be written as [61]:
211 ),,(),,()( tzxNCtzxNBN SRHR D+D+=D -- tt .         (1.28)

Here tSRH is the bulk trap related Shockley-Read-Hall (SRH) lifetime [62,63],

B = Brad + Bnonr is the quadratic recombination coefficient (consisting of

radiative, Brad, and usually larger nonradiative, Bnonr, (it can be trap-assisted

[64] or Coulombically enhanced Auger process [65])), C is the Auger

recombination coefficient [61]. In Fig. 1.6 carrier transition for each

recombination process is depicted. The first term in Eq. (1.28) corresponds to

linear recombination, while the other two are nonlinear ones.
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Fig. 1.6. Schematic representation of the classical recombination mechanisms: a)
radiative (Brad),  b)  SRH  (tSRH),  c)  Auger  (C) and d) trap assisted Auger (Bnonr)
according [61]. EC, EV, and ED specify conduction, valence band edges and defect
levels, respectively.

The Shockley-Read-Hall (SRH) model describes electron-hole pair

lifetime, when they recombine through a defect level ED [62,63]. Defects can

be either extrinsic (impurity atoms) or intrinsic (point defects, dislocations).

The defect firstly captures one type carrier, then the another one. In this way

the electron-hole pair annihilates and the defect restores to its initial state.

During the capture processes the energy is transferred to phonons. Below, the

model is provided for the case when defect concentration is much lower than

the nonequilibrium carrier density, i.e. DNe ~DNh ~DN. Then the lifetime

formula is [62]:

( ) ( )( ) ( )NpnNppNnn dedhSRH D++D+++D++= 001010 /ttt . (1.29)

Here, ( )
ethpTe vN st /1= , ( )

hthnTh vN st /1= , *//8 eeth mkTv p= , and

*//8 hhth mkTv p=  are electron and hole lifetimes and thermal velocities,

respectively. For electrons (analogically for holes) the capture cross section is

described as: ( ) ( ) ( ) ( ) ( )cethFethE nn NvdEEfEgEvE
c

/ò
¥

= ss , where ( )Ens  is the

probability of transition from band level E to the defect level ED per second,

g(E) – is the density of states in conduction band. n0 and p0 are equilibrium
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electron and hole concentrations, respectively. ( )( )kTEENn cTcdd /exp1 -=  is

the electron concentration in conduction band when Fermi level is equal to ED.

( )( )kTEENp Tvvdd /exp1 -=  is the hole concentration in the valence band

when Fermi level is equal to ED. In n-type semiconductor, hSRH tt = , while in

p-type – eSRH tt = . This model predicts, that recombination on traps, which are

closer to the conduction band centre, is more effective as electron and hole

capture rates are similar in that case. In SiC and GaN such defects are known

to dominate. In SiC, the defects are carbon vacancies, which provide a discrete

level at ~0.7 eV below the conduction band [66], while in diamond the

dominating recombination center is nitrogen, being 1.7 eV below EC [67]. In

GaN structural defects, such as dislocations, are considered to be dominant

[68].

Under high injection conditions for deep traps, the Eq. (1.29) can be

simplified to ehSRH ttt += , while for the minority carriers simple form as

( ) ( )0000 / pnpn ehSRH ++= ttt  can be obtained.

The radiative electron-hole pair or exciton recombination occurs with

photon emission. In direct bandgap semiconductors the process can be

phononless, while in indirect bandgap ones it can be only phonon-assisted. The

process is described by radiative coefficient, Brad, with ~10-14 cm3/s values in

indirect [69] and up to ~10-10 cm3/s [70] in direct bandgap semiconductors,

respectively.

In direct-gap semiconductors, the radiative band to band free carrier

radiative recombination coefficient is [71]:
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Here ng is the refractive index value for hn = Eg photon energy. For example
/
0a (GaAs) = 2×104 cm-1, /

0a (GaN) =~ 1-2×105 cm-1 (300 K), and, thus, the

Brad value for GaAs is 1.4×10-10 cm3/s, and for GaN: 8×10-11 cm3/s.

For indirect-gap semiconductors [69]:



39

( ) ( ) ( ) ( )
2

2
/
02/32

/
0

32

,
4

g

g
ph

pdcd

g
bbrad E

Eh
hA

mmc
n

TB
-

==
n

ana
ap h

.         (1.31)

Here ( )[ ] ( )[ ]1/exp/1/exp -+= kTEkTEA phphph . The Eqs. (1.30,1.31) can be

simplified as:

Bradbb =2.3´10-18a0ng
2(Eg/1eV)3/2(300K/T)3/2(mcdmvd/m0

2)-3/2.           (1.32a)

Bradbb =2.2´10-20a0ng
2(mcdmvd/m0

2)-3/2Aph.       (1.32b)

These equations elucidate, that radiative recombination coefficient in direct

semiconductor depends on temperature as T -3/2, while in indirect ones it is

almost temperature independent. Experimentally few phonon replicas can be

observed, then ( ) ( ) ( )( )[ ].11/11/ qnnqnnA BBBBph +-++-= The phonon replicas

obey the sum of geometrical progressions, with nBq and (nB+1)q < 1 factors

(here nB and nB +1 are the factors for phonon absorption and emission,

respectively, and the (nB +1)q factor indicates how much the first phonon

replica is weaker than the dominant one phonon band).

PL intensity (IPL) in carrier plasma is proportional to DNh(DNe + n0) »

DN 2. Nevertheless, exciton luminescence can not be neglected at lower

excitations. The exciton density is DNex = DNh(DNe + n0)/n* and determines the

exciton luminescence as IPL EX µ DNex. Here n* =NDOS exexp(–Eex(DN)/kBT),

NDOS ex = 2(2pmehkBT/h2)3/2 is the exciton density of states [32], Eex(DN) = Eex 0–

aBR/2[DN 1/4 + (n0+DN)1/4] and Eex 0 = 13.6 eV´mred/m0/es
2 [30] are the

nonequilibrium carrier density dependent and unscreened ground state exciton

binding energies, aBR is the bandgap renormalisation coefficient, meh is the

reduced exciton mass. Eex reduces due to screeening [32] (at the same rate as

band gap renormalization in 3D case). Energies of higher bound exciton states

are Eex i= –Eex/i2, where i is the exciton level number.

The Auger coefficient, C, arises due to a recombination process, when

electron and hole recombines, providing their energy to other carrier (electron

or hole, which are called Auger electrons (holes)). The Auger process can be

either direct (phononless) or indirect, i.e. phonon assisted [72]. The latter one is

more probable as phonons compensate the Auger electron (hole) momentum,
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which absolute value has to be equal to the recombined electron-hole pair

momentum. Direct process can occur, when for the Auger electron higher

conduction bands are available, as carrier transitions in the same conduction

and valence bands have very small probability in wide-bandgap

semiconductors.

Trap assisted Auger recombination (TAAR) has similar recombination

rate carrier density dependence as in the case of radiative process, as

nonequilibrium carrier density is replaced by a constant concentration of

defects [64]:

BTAAR = CTAAR×NTAAR .         (1.33)

Here CTAAR is the TAAR recombination coefficient, while BTAAR is the effective

quadratic nonradiative recombination coefficient, NTAAR is the concentration of

the traps participating in this process. Also the nonradiative quadratic

recombination may arise from Coulombic (excitonic) enhancement of Auger

recombination [65], which can be described by Benh coefficient.

By solving a balance equation (1.34) [73], and taking into account the

temperature and excitation dependent ambipolar diffusion coefficient Da(T,DN)

and various recombination mechanisms, excess carrier profiles DN(z,t) in the

epitaxial layer can be calculated.
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Here carrier generation by the laser pulse is given by the term

G(z,t) = [aI0f(t)/hn ]×exp(–a z), ( )ò
+¥

¥-
= 1dttf . f(t) is the Gaussian pulse

temporal dependence, being determined by laser pulse full width at half

maximum (FWHM), tL:
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The boundary conditons at the epilayer front surface and at the epilayer-

substrate interface are as follows [60]: ¶DN(0,t)/¶z = SDN(0,t)/Da(T,DN) and

¶DN(d,t)/¶z =  –SinterDN(d,t)/Da(T,DN), where S is the surface recombination

velocity and Sinter is the interface recombination velocity.

1.6. Carrier dynamics in SiC, GaN and diamond

Carrier dynamics studies in semiconductors provide information about carrier

mobility, diffusion coefficient, various electronic transitions  and  recombination

rate of the nonequilibrium carriers [60]. These studies are important and give

information for fundamental materials science as well as for practical use of

materials in semiconductor industry, since the determined quantities correlate

with material quality, purity, doping level, etc.

Carrier mobility (for electrons and holes) is commonly obtained by Hall

measurements [74] in conductive materials (such as SiC, GaN, p-type diamonds)

and time of flight technique (TOF) [75] in semi insulating ones (such as n-type

diamonds).

In SiC and GaN Hall measurements were extensively performed on n- and

p-type material [76-82]. Commonly, donors have smaller activation energies

than acceptors, therefore, electron mobilities are measured in lightly doped

samples. On the other hand, hole mobility, measured in heavily doped p-type

samples, exhibits impact of impurities to carrier scattering, which complicates

discrimination of phonon scattering processes.

In Fig. 1.7 electron and hole mobilities of 3C-SiC are provided, while in

4H-SiC electron and hole mobilities are shown for comparison in Fig. 1.8. It is

clearly observed that mobilities in these polytypes have similar temperature

dependences and values, but in 3C-SiC, due to wide abundance of structural

defects leading to formation of potential barriers, the mobility is strongly

decreased. The mobilities in GaN are shown in Fig. 1.9. Similarly as in SiC, hole

mobility is also by order of magnitude smaller than electron mobility due to

large hole mass. The simulations of the mobility temperature dependences

indicate that acoustic phonon scattering, intervalley optical and polar optical
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phonon scattering are dominant in intrinsic SiC and GaN.

(a)    (b)
Fig. 1.7. Electron and hole mobilities in n-type (a) and p-type (b) 3C-SiC [76-78].
In n-type, different doping levels and different levels of Al compensation are
shown (curves 1;2 correspond to n0=1;5×1016 cm-3, curves 3-7 correspond to ND =
(1.8-10)×1018 cm-3, NA =(1.1-3)×1018 cm-3). In p-type: circles – ND ~ 3.5×1018

cm-3, NA ~ 5.5×1018 cm-3, triangles – ND ~ 5.0×1018 cm-3, NA ~ 2.0×1019 cm-3.

(a)  (b)
Fig. 1.8. Electron and hole mobilities in nitrogen (a) and aluminum (b) doped 4H-
SiC with theoretical approximations [79,80].

(a)   (b)
Fig. 1.9. Electron mobility in silicon doped n-type (a) and hole mobility in
magnesium doped p-type 2H-GaN (b) [81,82].
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In diamonds, Hall measurements are quite reliable only in heavily doped p-

type samples [25,51] (boron p-type dopant has 370 meV activation energy [83]),

as in n-type diamonds donors are very deep (phosphorus is the shallowest dopant

with ~600 meV activation energy [84,85]). Also weak acceptor impurity

activation prohibits mobility measurements at low temperatures. More reliable

technique to investigate mobility at low doping in diamonds is TOF, where

optically generated carriers are separated and drift in electric field [25,75,86-88].

Hole and electron TOF mobility measurements are provided in Fig. 1.10.

(a)           (b)
Fig. 1.10. Electron (a) and hole (b) mobilities in natural diamond [25,86]. Curves
show the results of calculations of drift mobility (solid line) and Hall mobility
(dashed line). Open circles are experimental data for drift mobility. Triangles and
closed circles are experimental data for Hall mobility.

In diamonds, only acoustic phonon, and intra/inter-valley optical phonon

scattering are possible as diamond is a nonpolar semiconductor (while SiC and

GaN are polar ones).

Carrier diffusion coefficient can be studied in a contactless way by LITG

technique [89], Fourier transient grating (FTG) [90], electron-beam-induced

current (EBIC) and spatially resolved photoluminescence [91]. Carrier diffusion

coefficient studies in SiC were performed by FTG and LITG techniques in 10-

550 K temperature interval [90,92]. In GaN LITG studies provided diffusion

coefficient in 10-300 K range at variable nonequilibrium carrier density [93,94]

(see Fig. 1.11).
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In diamonds, diffusion coefficient by LITG was studied only at high

excitation conditions at 213 nm wavelength [95]. The diffusion coefficient,

according Einstein relationship, led to 5 fold smaller ambipolar mobility in

comparison to that calculated from TOF mobilities. This effect was ascribed to

band-gap renormalization and electron-hole scattering and electron-hole droplet

formation at low temperatures. Recently the diffusion coefficient was measured

by photoluminescence technique and revealed increased values (~40 cm2/s) at

low excitations [96].

(a) (b)
Fig. 1.11. Carrier diffusion coefficient in GaN (a) and ambipolar carrier mobility,
calculated from ambipolar diffusion coefficient in diamonds at DN ~1018 cm-3 (b)
[93,95].

Carrier recombination can be either linear (SRH) or nonlinear (quadratic

and Auger). Determination of carrier lifetime can be obtained through

excitation of a high excess carrier density using a picosecond laser pulse and

subsequent monitoring of the temporal and spatial carrier dynamics. The

nonlinear time-resolved optical techniques, such as light-induced transient

grating (LITG) [89], time resolved free carrier absorption (TRFCA) [61],

microwave photoconductivity decay (MPCD) [97], time of flight [75] and

time-resolved photoluminescence (TRPL) [98], have been shown to be the

valuable tools for determination of carrier recombination rates.

Linear nonradiative SRH recombination in SiC was extensively studied

by time resolved free carrier absorption decay (TRFCA) [99,100], microwave

photoconductivity decay [101] and time resolved photoluminescence (TRPL)

[100,102]. In 4H-SiC lifetime increase with temperature was observed [100]
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(Fig. 1.12a), which was attributed to change of charge states of the Z1/2 lifetime

limiting defects, which are carbon vacancies [66,103]. Their density reduction

by post-growth annealing drastically increased lifetime up to 33 ms [103].

In GaN, lifetime measurements were performed basically only by TRPL

and LITG under band-to-band [36,104,105] and two photon absorption (TPA)

excitation [106,107]. At TPA conditions lifetime exhibited strong increase with

temperature (from few ns to ~20 ns [106]). This increase was attributed to

exciton radiative recombination suppression with temperature.

(a)  (b)
Fig. 1.12. Temperature dependence of carrier lifetime in 4H-SiC [100,102] (a) and
photoconductivity decay in undoped diamond [109] (b).

In diamonds, lifetime was studied by LITG [95,108] and TOF

[87,109,110]. LITG provided rather short lifetimes in 0.1-5 ns range (higher

lifetimes could not be determined due to carrier diffusion, surface

recombination and limited delay range). On the other hand, TOF measurements

provided lifetimes of ~100 ns [109,110] (see Fig. 1.12b) and even ~2 ms [87].

In heavily nitrogen doped samples, lifetime strongly reduced (to ~10 ps) as

nitrogen is ~1.7 eV deep lifetime limiting defect in diamond [67,111]. Electron

capture to the defect is much faster than the hole capture [67,109] (in Fig.

1.12b electron and hole photoconductivity components are distinguished).

Nonlinear recombination studies in literature are not so abundant due to

complicated evaluation of nonequilibrium carrier density and a need of precise

control of excitation energy density. In 4H-SiC Auger and bimolecular

coefficients were reported in [112]. Their values at RT were 7×10-31 cm6/s and
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1.2×10-12 cm3/s, respectively. Strong reduction of the Auger coefficient with

temperature (Fig. 1.13a) in that work was attributed to a direct phononless

Auger recombination process, having a temperature dependent threshold (see

inset in 1.13a for details). Bimolecular recombination coefficient was

considered to be related both to nonradiative TAAR and radiative processes.

(a)   (b)
Fig. 1.13. Nonlinear Auger recombination coefficient in 4H-SiC [112] and
bimolecular recombination coefficient in 2H-GaN [93].

In GaN, strong recombination nonlinearity may arise due to bimolecular

and Auger recombination. Brad was calculated theoretically to be 5×10-11 cm3/s

[70]. Similar values of Brad ~2×10-11 cm3/s were obtained experimentally by

LITG [93] and PL [36]. Therein, Brad exhibited T -3/2 temperature dependence

as predicted theoretically for direct-gap semiconductors (see Fig. 1.13b). On

the other hand, saturation of radiative recombination rate in GaN was not

investigated, while in InGaN alloys it was observed by PL technique at DN >

1018 cm-3 with rate: ~2×107 s-1 [113] and explained by momentum space filling

[114] and screening of electron-hole interaction [113]. Auger recombination

coefficient in GaN was predicted theoretically to be very small [115], C <10-32

cm6/s. Study of nonlinear recombination in diamonds have not been carried out

up to now.
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2. Samples and experimental optical techniques
In this chapter the sample information and applied experimental techniques are

described. In the first section, a list of samples is given in Table 2.1, where their

parameters are indicated. In the following sections light-induced transient

grating, differential transmittivity and reflectivity techniques, spectrally- and

time- resolved photo-luminescence setups are described. The newly developed

diffraction-based absorption coefficient measurement technique and time

resolved FCA lifetime microscopy are presented.

2.1. Samples under study

For investigation of carrier dynamics, numerous samples (see Table 2.1) were

provided by leading research centers world-wide: LiU (Department of Physics,

Chemistry and Biology, IFM, Linköping University, Sweden), UCBL

(University Claude Bernard Lyon, Villeurbanne Cedex, France), TDI

(Technologies and Devices International, Inc. An Oxford Instruments

Company, Silver Spring, Maryland, USA), Kyma (Kyma Technologies, North

Carolina, USA), IMO (Institute for Materials Research, Hasselt University &

IMOMEC, Diepenbeek, Belgium), UP (Université Paris 13, Sorbonne Paris

Cité, Laboratoire des Sciences des Procédés et des Matériaux, Villetaneuse,

France), HOYA (HOYA CORPORATION, Tokyo, Japan), IPTI (Ioffe

Physico-Technical Institute, St. Petersburg, Russia), CREE (Cree, Inc.,

Durham, North Carolina, USA), ISM (Institute for Superhard Materials of the

National Academy of Sciences of Ukraine), SΛMSUNG (Korea).

The samples were grown by different growth techniques, had different

doping level and thickness. That allowed to study the intrinsic and defect-

related processes of carrier diffusion and recombination. For detailed study of

recombination rate and diffusion coefficient temperature and excitation

dependences, the thickest and least defected samples were selected: 3C1, 3C2,

3C3, 4H1, GaN6, GaN7, C1 and C4. Compensating trap dynamics were

studied in aluminum and boron compensated 3C8-3C12 and C1, C2 samples,

respectively.
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Table 2.1. Investigated samples parameters, for details see references.

Sample Growth
technique

Grower Substrate Thickness,
mm

Impurities,
cm-3

Refs.

3C1 CVD HOYA Si, R. 160 N, ~1017 [116]

3C2 CVD HOYA Si, R. 240 N, ~1016 [117]

3C3 CVD LiU n+ 4H 60 N, ~1015 [118]

3C4 SE UCBL 6H 200 N, 3´1016 [119]

3C5 CVD UCBL 3C6 6.2 N, 7´1017 [120]

3C6 VLS UCBL 6H 2 N, ~1018 [121]

3C7 SE IPTI 6H 42 N, 5×1018 [122,

123]

3C8 SE IPTI 6H 35 Al, 1.3×1018 [124]

3C9-

3C12

SE IPTI 6H 10,30,

160,180

[N]-[Al],

(1-3)×1018

[122,

123]

4H1 CVD CREE n+ 4H 160 N,~4×1014 [100]

4H2 CVD LiU n+ 4H 60 N, ~1015 [118]

4H3 CVD CREE HE 360 SI

6H1 CVD CREE HE 400 SI

GaN1-5 HVPE TDI sapph. 9.9,17,41,

90,145

Si,

1-3×1016

GaN6 HVPE SΛMSUNG sapph. R. 200 Si, 1.3×1016 [125]

GaN7 HVPE Kyma sapph. R. 450 Si, 9.5×1015 [126]

C1 HPHT ISM HE 1000 N, 1017 [127]

C2 HPHT ISM HE 1100 N, 1017 [127]

C3 HPHT ISM HE 1000 N, 1018-19 [127]

C4 CVD UP HE 420 N, 4×1013

B, 1014

[128]

C5 CVD IMO HE 400 N, 5×1014 [129]

C6 CVD IMO Si, R. 1000 - [130]

C7 CVD IMO Si. R. 250 B, ~5×1018

Here R –removed, HE –homoepitaxy, sapph. – sapphire.
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2.2. Light-induced transient grating technique (LITG)

LITG technique is used to study dynamics of electronic, thermal, optical, and

mechanical properties of materials [131]. The experiments were carried out on

large variety of materials including solids, liquids and gases. The different

optical nonlinearities were employed for grating recording, such as free-carrier,

thermal, electronic polarization, acousto-optic, and others [131]. This work is

focused on free-carrier nonlinearities as being the most informative for study

of carrier dynamics in wide-bandgap semiconductors [132,133].

The main principle of light-induced transient grating technique is to

generate a transient grating in a material using the interference of two pump

beams and monitor the decay of the grating by measuring the diffraction

efficiency of the third (probe) beam. For the grating recording two coherent

Gaussian beams were used. The grating recording beams intersected at angle Q

in the sample plane, creating an interference pattern with a spatial period

L (see Fig. 2.1):

( )( )2/sin2/3 Q=L l .           (2.1)

Fig. 2.1. Formation of transient grating by interference of two coherent laser
beams [131]. KG is the grating vector.

The spatially in-plane modulated light intensity is:

( )( )L+= /2cos1)( 0 xmIxI p , ( )2121 /2 IIIIm += . (2.2)

It was used to generate nonequilibrium carriers. Here 210 III +=  is the total

fluence of the two incident beams, while m is the modulation depth of the
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interference pattern, which is commonly equal to unity. Therefore the carrier

density profile is as follows:

( )( ) ( )( )L+D=L+=D /2cos1//2cos1)( 00 xNhxIxN pnpa .           (2.3)

Here I0 =(1–R)Iinc is the total excitation fluence in the sample, a, R are the

interband (single-photon) absorption and Fresnel reflection coefficients for

excition beam with quantum energy hn ; Iinc is the incident excitation fluence

and DN0 = aI0/hn is the nonequilibrium electron-hole concentration near the

surface shortly after the excitation. The averaged over sample depth carrier

density shortly after single-photon excitation (i.e. at t <<tR) is [134]:

DNav = [1+exp(–ad)]×DN0/2.           (2.4)

For relatively thick samples (d >> d* =1/a) investigated in this work, the

relation simplifies to DNav = DN0/2. The generated carriers induced a complex

refractive index change (temporary modulation of a refractive index and an

absorption coefficient), which is proportional to the generated carrier density:

kinn FC D+D=D~ µ DN0. The changes can be calculated using the Drude

model, which treats electrons and holes classically as quasi-free particles (with

effective masses me
* and mh

*) oscillating in the electromagnetic field. Then the

refractive index and absorption coefficient changes and their proportionality

factors are as follows [42]:
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Here, w=2p/lp  is the probe frequency, Gw  is the frequency, corresponding to

the effective direct bandgap (EG =7.3 eV for 4H- and 6H-SiC, 3.4 eV for GaN

and 7.3-7.4 eV for diamond [9]), neh is the refractive index change due to one

electron-hole pair, ehm  is the reduced electron-hole effective mass, and np is

the refractive index for probe wavelength (for probing 1-st harmonic was used,

thus p=1). seh =se +sh is the free carrier absorption (FCA) cross section,
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consisting of electron (se) and hole (sh) absorption cross sections [61], tm is

the momentum relaxation time of carrier, having the probe energy, [30], c is

the speed of light in vacuum, e0 is the vacuum dielectric constant. When

shallow defects are present in a material, Da must be replaced by seh×DN

+sdef×Ndef, where sdef is the probe beam absorption cross section by a the

defect, with density Ndef. Free carrier absorption cross section temperature and

spectral dependences under different carrier scattering mechanisms in virtual

level [30] can be expressed as shown in Table 2.2.

Table 2.2. Free carrier absorption cross section temperature and spectral
dependences under various scattering mechanisms in virtual level [30].

Scattering mechanism Dependence

Acoustic phonons ~ ( ) ( ) 2/32/3 whkT
Optical phonons ~ ( ) ( ) 2/32/1 whkT

Polar optical phonons ~ ( ) 2/51 wh
Piezoelectric ~ ( ) ( ) 2/5whkT

Ionized impurities ~ ( ) ( ) 2/52/1 wh-kT

A standard experimental setup was used for recording light-induced

transient gratings (LITG) [89,135]. The layout of the setup is provided in Fig.

2.2. The spatially modulated structure of non-equilibrium carriers was

generated in a semiconductor by two coherent picosecond pulses using the

third/fifth harmonic (l3,5 = 351,213 nm) of a Nd:Yttrium Lithium Fluoride

(Nd:YLF) or that of a Nd:Yttrium Aluminum Garnet (Nd:YAG) laser

radiation. The grating recording beam passed a diffractive optical element - a

permanent diffraction grating with a fixed period, LG, and the two first order

diffracted beams were selected by a spatial mask. These beams passed an

optical telescope (two lenses with focal lengths of f1 and f2) and created

refractive index modulation in the sample, called a transient grating with

period L =LG/2×f2/f1. The diffraction from this grating was monitored by an



52

optically delayed probe beam at l1 = 1053 nm (1064 nm). The energies of

excitation, transmitted and diffracted beams were measured by Si

photodetectors. The excitation fluence was changed by an attenuator (A),

consisting of a half wave plate (l/2) for the excitation wavelength and a Beta

Barium Borate Glan prism (GP). In this way, the decay kinetics were measured

in a wide range of excess carrier density DN and temperatures (when sample

was placed in a nitrogen-cooled or a closed-cycle helium cryostat). The

reflection from a quartz plate provided the excitation energy calibration. For

the background scattered light measurements at photodetectors, an

electromechanical shutter was used. The diameters of the excitation beams

were few times larger than that of probe beams to ensure homogeneous in-

plane carrier density.

Fig. 2.2. Light induced transient grating setup. [P11]

The diffraction efficiency h of the probe beam primarily depends on a

phase modulation F of the beam by the grating [131], h µ

F2 = (2pDnd*/l1)2, and on a parameter ( )2
1

*
1 /2 L= ndQ pl , which describes

the propagation and overlapping of the diffracted beams inside the

photoexcited crystal. If the excited layer (d* =1/a) is thin and the distance

between the grating peaks L is large (L >> d*), then Q << 1, and multiple

symmetric diffraction orders are observed in the far field of diffraction (so

called diffraction on a „thin grating“ [131]). If the excited layer thickness

increases, and grating period L decreases, then the parameter Q may become

high enough, Q > 10. In that case, only one dominant diffraction order is

observed. This corresponds to probe beam diffraction on a “thick Bragg
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grating”. Light diffraction in the intermediate range of 1 < Q < 10 corresponds

to a transient regime between the thin and thick gratings, and will be further

called as an “intermediate grating” and described in section 2.3.”. For example

in SiC polytypes at common 351 nm wavelength (a = 290 cm-1 for 4H-SiC,

2260 cm-1 for 3C-SiC, and 1060 cm-1 for 6H-SiC [136]), the light penetration

depth d* and the chosen period L = 2.85 mm result in Q = 10.84, 1.39, 2.97

values, correspondingly, revealing the “intermediate grating” regime.

Probe beam diffraction efficiency on the thick Bragg grating is described

by Eq. (2.7) [131]:
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Assuming strong interband absorption ad >>  1, the carrier excitation

depth is small and the probe beam, incident at angle j, integrates the refractive

index change over the depth z (as well it integrates the nonequilibrium carrier

density DN0(z) µ I0(z)/hn). 

As light diffraction takes place on a transient free carrier grating which is

recorded in a relatively thin surface layer d*, the grating parameters are

changing with time. Firstly, the thickness d* may increase due to carrier

diffusion to the depth. Therefore, evolution of the grating in-depth profile

DN(z) must be taken into account. In addition, grating modulation Dn(x,t) µ

DN(x,t) decays due to carrier recombination and in-plane diffusion. A solution

of the continuity equation in case of linear recombination (Eq. (1.34)) provides

the modulated density dynamics DN(x,z,t), seen in the decay of its diffraction

efficiency:
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Here, tG is the grating decay time, tR is the carrier recombination lifetime, tD is

the grating diffusive erasure time due to ambipolar diffusion with coefficient
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D. In general case, when both refractive index and absorption coefficient

changes are substantial, the diffraction efficiency will be:
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For determination of D, the grating decay rates 1/tG must be measured at

least at two different grating periods (1/t1 for L1 and 1/t2 for L2) in order to

separate the diffusive and the recombinative contributions as:
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The diffusive decay can be dominant at small periods, if bulk carrier lifetime is

long enough, i.e. tR >> tD. The validity of the equation (2.11) is commonly

verified by plotting the dependence of the total grating decay rate, 1/tG, against

the grating period L, i.e. 1/tG = f(4p2/L2). The linear slope of this plot provides

D value, while the intersection with Y-axis corresponds to recombination rate,

1/tR.

Under two photon excitation, a value of two-photon absorption

coefficient b [cm/GW] and the excitation beam instantaneous power density

[33] P(t) = 2I0exp(-4t2/t2
2h)p -1/2t2h

-1 [GW/cm2] determine the generated carrier

density DN02 = ( ) nb hdttP 2/2ò
+¥

¥-
 = bI0

2/2hn. The factor )2//( 2 ptb hb =

describes a decrease of the incident fluence I(z) during propagation inside the

crystal (here t2h is the excitation pulse full with at 1/e intensity):

( ) ( )
( ) ( ) ( )[ ]L+=

+
= /2cos1where,

1
, 0 xIxI

xbzI
xIzxI p         (2.12)

and leads to a slightly decreasing carrier density DN(z) with the penetration

depth z:
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The above relationships allowed one to calculate an average carrier density

DNav = 1.5DN02/[1+bdI0] for which the diffusion coefficient was measured. The

carrier density equals to 1.5DN02 near the excited surface and the factor 1.5 is

due to the nonsinusoidal profile of the grating at TPA excitation.

The refractive index spatial modulation Dn(x) creates a phase grating in

the crystal, on which the probe beam diffracts with efficiency h(t):
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Equation (2.14) can overestimate the diffraction efficiency h at high excitation

fluences due to the depletion of pump beam (i.e. I(z) and DN(z) µ I(z)2 vary

with depth at two-photon absorption conditions). The exact value of the first

order diffraction efficiency at arbitrary modulation profile Dn(x,z,t) can be

calculated numerically according to [131]:
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This equation was used for fitting the measured dependence h(I0). Moreover,

the measured h value at a fixed excitation fluence (h µ DN2) allows

determination of the two-photon absorption coefficient (see Eqs. (2.14,2.15)).

At higher I0 the depth-averaged carrier density for LITG technique can be

calculated using (in analogy with (2.4)):

( ) ( ) ( )002
00

2 15.1,/, bdINdzzxNdzzxNN
dd

av +D»DD=D òò .          (2.16)

2.3. Diffraction based absorption coefficient measurement technique

Let us consider laser beam absorption in the media and deduce formulas for the

first diffraction orders on the intermediate grating (i.e. for the Bragg and anti-

Bragg beams). Approaching the thin grating regime, intensities of both
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diffraction orders become equal, while the anti-Bragg beam intensity vanishes

at approaching the Bragg diffraction condition.
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Fig. 2.3. Experimental scheme for diffraction based absorption coefficient
measurement (a) and formation of the diffracted Bragg and anti-Bragg beams (b).
The sample is positioned normally to the probe beam in order to get equal
reflection coefficients for both diffracted beams. [P11]

The Bragg diffraction angle is given by L= /)sin(2 1lj  [131]. The angle

2j  is between the transmitted probe and the first order diffracted beams (in a

typical case 2/3Q=j  as l1=3l3). As diffraction on an intermediate grating is

being considered, the first order Bragg beam IBR is stronger than the symmetric

anti-Bragg beam IABR (see Fig. 2.3a). Due to the Snell‘s law, the incident beams

inside the crystal propagate with a lower angle 11 /)sin()sin( njj =  (see Fig.

2.3b).

The Anti-Bragg beam electric vector can be obtained by integrating the

electric vectors of diffracted beams on the depth elements [131]. The phase

difference ( )zjD  of the beams, diffracted at the interface (z = 0) and at the

depth z varies with z, and is expressed by their path difference ( )zlABRD  (see

details in Fig. 2.3b):

( )
( ) ( )( ) ( ) ( ) .41/23cos/2cos1

,/2
2
1

2
111

11

jjjj

lpj

-»-=D

D=D

zzzl

lnz

ABR

ABR
(2.17)

The maximum j angles are deduced using the limit of internal reflection for

the Bragg and anti-Bragg beams as 2j = p/2 = arcsin(l1/L), which leads to l1
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= L. If using L = l1 = 1053 nm, j1 = p/4n1 » 0.3 rad can be obtained, thus

approximation by (2.17) leads to a negligible error of about 0.1 %. Therefore,

combining the phase difference from (2.17) and Bragg condition

L» 111 2/ nlj , a relation follows:

( ) [ ]( ) [ ]( )2
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2
11 41/2;241/ jpljplj -L==-L=D nqqzznz .    (2.18)

Here q is the parameter of phase shift for the Anti-Bragg beam. The phase

factor for complex electric vector becomes ( )( )zi jDexp , and the vector can be

expressed as:

( )( )zizEE ja D--=
·

2exp0 .                               (2.19)

Complex electric vector after averaging over the thickness and neglecting the

probe beam intensity losses with depth due to diffraction is expressed as:
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This equation was integrated analytically. For Bragg beam, q = 0 (all electric

vectors are phase matched as phase difference is multiple to wavelength, see

Fig. 2.3b) and the electric vector is equal to E0. The calculations provide:
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Here Q=q/a. At very low absorption coefficients, Eq. (2.21) leads to IABR/IBR

=sin2(qd/4)/(qd/4)2. A case of relatively weak absorption of the pump beam can

be approximated by condition ad < 8, then oscillating function of cos(qd/2)

can be eliminated by using a slightly slanted sample across the probe beam

waist (slant of Dd =  4p/q). For strong absorption (ad > 8), more simple

formula from (2.21) can be obtained, by assuming infinite sample thickness:
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The latter approximation gives an error of £5% for a determination at ad > 8

condition. For 200-400 mm SiC samples the ad > 8 condition is fully satisfied.

The Q value, determined experimentally, enables one to determine the

absorption coefficient by Eq. (2.22), as the other parameters are given by

experimental conditions. In figure 2.4 dependence of the calculated diffraction

efficiency ratio IABR/IBR versus absorption coefficient values for two grating

periods is presented. At very strong  absorption, Eq. (2.22) is approximated by

IABR/IBR = 1 – q2/a2. The upper limit for determination of absorption coefficient

is amax = 3q(L) and it corresponds to IABR/IBR = 0.9. Using L = 2.85 mm, l1 =

1053 nm, amax equals to 104 cm-1, while for L = 1.3 mm period the amax value is

5´104 cm-1. The lower limit for absorption coefficient is obtained from ad < 8

condition, at which the amin =  8/d ~  200 cm-1 can be determined for 400 mm

thick sample.
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B

R
/I B

R

a, cm-1

d = 400 mm

slope = 1.97

q(2.85 mm)=
3150 cm-1

q(1.3 mm)=
16670 cm-1

Fig. 2.4.  Dependence of the
diffraction efficiency ratio
IABR/IBR on absorption
coefficient for two grating
periods: calculations
according equation (2.21) are
shown by dotted lines, and
with averaged oscillating
function – by solid lines. The
dashed lines designate lower
and upper limits for
determination of the
absorption coefficient. [P11]

The calculations have shown that the proposed method allows determination of

high absorption coefficient using very thick wafers (ad > 8), when its value

can not be determined by transmission measurements or ellipsometric

techniques [43]. On the other hand, lower absorption coefficient (ad < 8) can

be extracted either by the proposed method or by conventional UV-VIS

spectrometry [43], as well by scanning the carrier density in-depth profile
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[137]. The method will be used for determination of the temperature-dependent

absorption coefficient in investigated thick crystals.

2.4. Differential transmittivity and differential reflectivity techniques

The differential transmittivity (DT) kinetics were used to determine the carrier

lifetime values tR at various excitations. The DT decay was given by (2.23a)

relation, where seh =se +sh is the free carrier pair absorption (FCA) cross

section, consisting of electron (se) and hole (sh) absorption cross sections [61]

(seh was considered to be isotropic as in cubic material). Q is the incidence

angle of the probe beam. The differential reflectivity (DR) kinetics provided

decay of the carrier density in the vicinity of the surface (in the depth

dobs~lp/4pn0 which is known as the effective observation depth of the material

refractive index for the reflected probe radiation [138]) according to the

(2.23b,c) relationships. The relationships were obtained using approximate

linearized equation: DR= –[dR(n)/dn]/R(n0)Dn when the refractive index

changes are that small that DR<<R is valid (Fresnel’s equations (1.10) were

used for s- and p-polarized probe beams).
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In (2.23c) strong enhancement of the signal appears near the Brewster’s angle

(QB=atan(n0)) as the factor ( ) ( ) 1cos1 22 -Q+pn  in the denominator approaches

zero. DRs is always positive, while DRp is positive up to QB and becomes

negative afterwards. At 0˚ both equations provide the same DR value. In this

work for excitation and probing in most cases both s-polarized beams were

used. At zero delay after photoexcitation (t=0) the integral in (2.23a) for
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infinite sample equals sehI0/hn in DT case, while

DR ( ) ( ) ( )1/0,40 2 -==D== ntdzNnt obseh  for Q ~ 0˚ case.

The average carrier density at single photon excitation is DNav =DN0/2.

While depth-averaged carrier density for TPA case is DNav = DN02/(1+bdI0).

In the measurements, nonequilibrium carriers were excited by an above-

gap optical pulse at lex =351 nm (or at 355, 266, 213 nm) from a Q-switched

Nd:YLF (Nd:YAG) laser, emitting 15 (25) ps duration pulses (see Fig. 2.5).

The optically delayed 15 picosecond duration probe pulse at 1053 nm was used

to monitor the fast DT and DR decays (up to 4 ns, with ~10 ps resolution),

while an electronically delayed 2 ns duration pulse at 1064 nm (from a diode

pumped Nd:YAG laser, triggered by the picosecond laser) was used for

monitoring of the long relaxation tails of DT (with ~2 ns time resolution).

Fig. 2.5. DT and DR experimental setup. [After P1,P2,P28]

Relative probe beam transmission or reflection (only from the excited

surface, as the reflection from the back surface was blocked) without excitation

is T0=Itransmitted0/Iincident, R0=Ireflected0/Iincident (when the shutter is closed) and under

excitation is T(t)=Itransmitted(t)/Iincident, R(t)=Ireflected(t)/Iincident (when the shutter is

opened). These coefficients were measured at various delay times of the probe

beam, t, using silicon photodiodes as the detectors (D2 – D4). For each data

point, the data was filtered by using a calibration detector D1 and taken if the

excitation fluence I0 was in the 1-3 % interval. These normalization and
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filtration procedures allowed to eliminate the laser beam energy variations and

increase the decay measurement accuracy.

2.5. Time-resolved free carrier lifetime microscopy

The commonly used optical techniques for point by point lifetime mapping,

such as time resolved photoluminescence (TRPL) [98,100], free carrier

absorption [61,100], and microwave photoconductivity decay [97,100] provide

high temporal resolution (<~ns) but are time consuming [61]. CCD camera

based photoluminescence lifetime mapping [139,140] has high spatial

resolution (~mm) and fast data acquisition, but the carrier lifetime is indirectly

determined from PL intensity proportionality to the lifetime assuming a single

exponential decay. Therefore a new setup was constructed, combining

advantages of temporal and spatial resolution, and using well known

relationship between the measured FCA signal and carrier density.

Fig. 2.6. The free carrier lifetime microscopy setup. [P25]

The experimental setup for time-resolved free carrier lifetime microscopy,

based on differential transmission (DT), is provided on Fig. 2.6. The

picosecond Nd:YAG Ekspla PL2143 (tL= 25 ps) laser 3rd harmonic at 355 nm
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(pump) generates carriers in a sample, while the 1st harmonic of a nanosecond

single mode Ekspla NL303G laser at 1064 nm probes the generated FCA

decay. The external synchronization pulse from an electronic delay generator

(Highland Technology P400) triggers the picosecond laser, while the same but

electronically delayed pulse triggers the nanosecond laser. A photodetector,

PD, controls average excitation energy in 1 % interval. The DA data are

recorded on a CCD camera (12 bit Thorlabs BC106-UV with 6.5 mm pixel

size) at different probe delay time, Dt. For probe beam attenuation, a l/2 plate

and a polarizer were used. The used lenses of F1 =100 mm and F2 =250 mm

focal lengths magnify the sample image on the CCD camera by 2.5 times, thus

one pixel can provides a 2.6 mm spatial resolution. The actual resolution of 5

mm was determined by measuring two-fold drop of transmitted probe intensity

near a thin foil edge. The setup successfully operated at ambient light

conditions as 20 dB infrared filter was used on the camera.

For carrier lifetime mapping, few hundreds probe pulses were measured

and averaged for each pixel with excitation on (shutter opened, Ii,wex(Dt)) and

off (shutter closed, Ii,woex(Dt)) at varying probe delay. The time dependent

differential transmission (DT) signal on each pixel was calculated according to

a relation [61]:

DTi(Dt)=ln[Ii,woex(Dt)/Ii,wex(Dt)]=sehDNs(Dt).         (2.24)

DNs(Dt)  = ò0
dDN(z,Dt)dz is the  integrated over depth nonequilibrium carrier

density (in cm-2); DN(z,Dt) is the spacio-temporal carrier density profile (in

cm-3). The carrier lifetime, tR, commonly calculated at 1/e signal drop (the

signal is assumed to decay exponentially, DTi(Dt) ~ exp(–Dt/tR) ) was

determined in each pixel, assuming Dt =t . About 40 seconds were needed to

obtain differential absorption image at a fixed delay. Therefore the setup

required about 10 minutes per full carrier lifetime image of 1×1 mm2 area, with

good spatial (5 mm) and temporal (~2 ns) resolution.
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2.6. Spectrally- and temporally-resolved photoluminescence

The excitation-dependent PL spectra (time integrated spectrally-resolved

PL) were obtained at Vilnius University by the time-integrated PL

measurements in 3C-SiC (see Fig. 2.7a) and GaN. The PL signal was collected

with the wide-diameter lens and focused to the double monochromator with

focal length of 0.6 m through the vertically adjusted polarizer. The slits of the

monochromator were set to 2 mm, resulting in the system resolution of about

5 meV. The PL signal was detected using the photomultiplier tube (PMT) and

recorded using boxcar integrator

[141].

In order to determine the

absolute radiative recombination

coefficient value in SiC the PL

intensity calibration setup was

employed (Fig. 2.7b). The high

gain Si photodetector (HGPD)

was positioned behind the

sample in order to block the 351

nm excitation beam. The detector

spectral response was fitted as ~hn -4.2 in 3C-SiC luminescence interval (hn  is

the PL quantum energy), and its calibration constant was 4.9×10-14 J/count at

2.36 eV. The generated light penetrated through the sample with tickness d and

reached the opposite side, therefore 3 percent of light intensity was lost, as

follows from the sample transmission, averaged over the PL band: Tabs =

òIPL(hn)exp(–a(hn)d)dn/òIPL(hn)dn. The PL emission, transmitted through the

sample, reached the detector sensitive area (see Fig. 2.7b), therefore light

collection efficiency for the used calibration setup is calculated as [71]:

[ ] ( )[ ]22 1/))/(atan(cos1 +-= ggdetcoll nnrrh .                                       (2.25)
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Here rdet is the detector active area diameter, and r is the distance to it (see Fig.

2.7b). rdet = 0.5 cm and r = 2.1 cm were used. The ratio of the detected and

generated light intensities is as follows:

IPL detect/IPL gener = Tabs´hcoll.         (2.26)

In SiC time-resolved PL (TRPL) measurements in Linköping University

(Sweden) were performed under relatively low excess carrier densities ΔN =

1016 -1018 cm-3, and in the temperature range T = 80-500 K. Free carriers were

excited using a diode pumped frequency tripled Nd:YAG laser with emission

at 355 nm, of 35 ns pulse width and repetition rate of 6 - 16 kHz. The signal

from the bandgap region was selected using either interference filters or a

monochromator and detected using photon counting setup.

Fig. 2.8. TRPL setup with a streak camera. [P18]

For GaN TRPL measurements in VCU (Virginia Commonwealth

University, USA), the decay transients were detected by a UV sensitive streak

camera system for excess carrier densities in the range from 1016 to ~1018 cm-3

(estimated at the very surface of GaN at the end of the excitation pulse). A

standard setup of time-resolved PL spectroscopy was employed using ~150 fs

frequency tripled pulses from a Ti-Sapphire laser at l =266  nm with

Hamamatsu streak camera.
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3. Carrier generation and absorption mechanisms
The knowledge of nonequilibrium carrier density is crucial for experiments in

which excitation and temperature dependences of carrier lifetime and diffusion

coefficient are studied. However, in literature the data for absorption

coefficients are rather scarce. Therefore, determination of temperature and

excitation dependences of absorption coefficients is the primarily task.

In this chapter free carrier, single photon absorption and two photon

absorption coefficients are studied by using absolute and relative differential

absorption signal and diffraction efficiencies at different excitation fluences

and temperatures. The calibrated DR and DT signals provided free carrier

absorption cross sections in SiC, GaN and diamond in section 3.1. Original

data on absorption coefficients at 351 nm and 213 nm are presented for three

SiC polytypes and diamond in section 3.2. Absorption saturation in GaN at 355

nm excitation is observed by DR in section 3.3. In section 3.4 two photon

absorption coefficients are calibrated by means of absolute diffraction

efficiency to provide the nonequilibrium carrier density and the FCA cross

sections. The chapter ends with a short summary.

3.1. Calibration of DT, DR and LITG signals

In this section determination of neh and seh values (which are proportionality

coefficients of refractive index and absorption coefficient to the excess carrier

density changes, see Eqs. (2.5) and (2.6)) are provided, as determination of the

nonequilibrium carrier density in TPA case is based on these calibrated values.

The dependences of Bragg diffraction efficiencies h  in SiC at L = 2.85

mm grating period were measured at various excitation fluences, as shown in

Fig. 3.1. The quadratic increase of diffraction efficiency with excitation was

used for extraction of neh values for the three SiC polytypes, corresponding neh

values are given on the plot (neh error is about 0.2´10-22 cm3). The

experimental values of neh in 3C2, 4H3, 6H1 samples were found very similar

to the calculated using Eq. (2.5) (neh = (8.4; 8.8; 7.3)´10-22 cm3 for 3C, 4H and
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6H, respectively; for calculations, meh = 0.24; 0.23; 0.27 ×m0 were taken from

Table 1.2). The DT and DR excitation dependences in 3C-SiC provided seh =

5.1×10-18 cm2 and rather the same neh value. Similarly in 4H-SiC and 6H-SiC

seh =1.0×10-17 cm2 was obtained at RT. FCA measurements in a 4H-SiC

epilayer and its substrate at various temperatures provided temperature-

dependent values of seh =(0.79+ 3.9×10-5×T 1.5)×10-17 cm2 (here, temperature

independent and dependent FCA components reveal carrier scattering (at probe

energy) by polar optical and acoustic phonons, respectively; see Table 2.2 for

details).

Knowledge of seh and neh values provided possibility to determine not

only the nonequilibrium carrier density at two photon excitation, but two

photon absorption coefficient as well (see section 3.4). Let us note again that

neh value can be calculated precisely using electron and hole effective masses

using Eq. (2.5).
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Fig. 3.1. Dependence of Bragg diffraction efficiency (a), and DR and DT signals
(b) on excitation fluence at t =0. g are the slopes of the curves in the log-log plot.
[After P11,P28]

3.2. Temperature dependences of absorption coefficients in SiC and

diamond

The largest a values, which can be determined from UV-VIS spectrometric

measurements in 0.2-1.0 mm thick samples, are of about 300 cm-1. It is clear
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that it is not possible to measure much higher a values at 351 nm in 6H- or 3C-

SiC due to large sample thickness. Therefore, implementation of a new

diffraction based technique was applied for determination of high interband

absorption coefficients in SiC (samples 3C2, 4H3, 6H1, correspondingly) and

diamond (sample C4) at main excitation wavelengths (351 nm and 213 nm).

The measured ratios of IABR/IBR diffraction efficiencies for different SiC

polytypes at 351 nm were used for extraction of absorption coefficient values

and their temperature dependences (Fig. 3.2). The used excitation energy

density for a determination was in the 0.1-2 mJ/cm2 range, thus decrease of the

probe beam intensity due to its diffraction was negligible, and a values were

calculated according to Eq. (2.22). Due to lower absorption coefficient in 4H-

SiC, the a increase with temperature was found the largest among the other

studied SiC polytypes, spanning over one order of magnitude (see Fig. 3.2a).
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Fig. 3.2. Temperature dependences of IABR/IBR diffraction efficiency ratio (a) and
the determined absorption coefficients in SiC at 351 nm and in diamond at 213 nm
(b). Fitting by Passler and Debye approximations for Eg(T)  are  denoted  by  solid
and dashed curves, respectively. For comparison, data at 351 nm [136] are given
as rhombs, while 355 nm data [137] – as open points. [After P11]

The fitting of a(T) dependences in SiC was performed under two different

simulation models, based on Eg(T) dependences (Eqs. (1.6-1.8)). Using Passler

approximation (Eq. (1.7)) (solid lines in Fig. 3.2b), phonon energies and slope



68

A values were determined (see Table 3.1). This is consistent with the average

acoustic phonon energies and slope A values, obtained from the fitting of

absorption edges according to Eq. (1.9) [P11]. Aref values were obtained from

[136]. Using Debye approximation (Eq. (1.8)), higher phonon energies (~70-80

meV) and slope A values (Table 3.1) were used (dashed lines) with respect to

those determined from the absorption edges. Thus the phonon energy of 60

meV for all studied SiC polytypes gives a reasonably good fit of the absorption

edges and temperature dependences of interband absorption coefficients. In

4H-SiC, a(T) =190 +9×10-5×T 2.5 cm-1 relationship was fitted with ~10%

precision in the 80-800 K range.

Table 3.1. SiC absorption coefficient approximation parameters at 3.53 eV.

In diamond, temperature dependence of a was fitted, using 160 meV

phonon energy [9], bandgap temperature dependence (see Fig. 1.5b) and A

=1.03×105 cm-1/eV2 parameter. The absorption coefficient was rather constant

at T <300 K, while at higher temperatures strongly increased due to increase of

phonon population.

Passler Eg(T) Debye Eg(T)SiC

polytype

Eg 0,

eV

Aref ,

cm-1/eV2

Aabs ,

cm-1/eV2
A, 

cm-1/eV2

Eph ,

meV 

A,  

 cm-1/eV2

Eph ,

meV 

3C-SiC 2.335 1200 1100 1250 63 1250 70

4H-SiC 3.232 3200 3100 3400 59 4300 82

6H-SiC 2.973 2700 4300 3100 63 3400 78



69

3.3. Absorption saturation in GaN

In GaN, due to its direct bandgap, absorption at 351/355 nm weakly depends

on temperature and is described by rather large coefficient, a0 =1.0×105 cm-1

[34], thus carrier in-depth redistribution after excitation is very important.

         In addition, absorption

bleaching takes place at high

excitations, and this will limit the

carrier density at the surface. Onset

of the latter effect can be evaluated

by monitoring DR signal at different

fluences, as the known value of neh

(1.36×10-21 cm3, see next section)

allows calculation of the

nonequilibrium carrier density at the

surface after photoexcitation.

In Fig. 3.3 the near surface

carrier density dependence on 355 nm excitation fluence is shown. The DR

peak values at different fluences provided the peak carrier density near surface

using Eq. (2.23b) and Dn = nehDN relationship. The DR signal value at

different delay after photoexcitation will provide average carrier density at that

time, which in turn will provide diffusion coefficient excess carrier density

dependence (see section 4.2). The generated carrier density near surface was

fitted using saturation of the absorption coefficient by analytical relation a(I0)

=a0/(1+zI0), where z =1.8 cm2/mJ was determined. This relation can provide

carrier in depth distribution at arbitrary fluences according a(z) =a0/(1+zI(z)).

3.4. Absorption at two photon excitation in GaN and diamond

The two-photon absorption in GaN (GaN6) was confirmed by a nearly

quadratic increase of the differential transmission (DT µ I0
2) associated with

the nonlinear carrier generation rate DN µ I0
2 (see Fig. 3.4a). The grating
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Fig. 3.3. Surface carrier density
dependence on excitation fluence at
zero delay in GaN7 sample.
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diffraction efficiency, h, increased twice steeper than DT with excitation

fluence (h µ I0
4). The relationships between DT and h signals and the carrier

density (Eqs. (2.15), (2.16), (2.23a)) allowed determination of the free carrier

absorption cross-section seh = (2.5±0.5)´10-17 cm2 at 1053 nm and the two-

photon absorption (TPA) coefficient b = 15±2 cm/GW at 527 nm (the factor b

(given by Eq. (2.12)) is equal to 0.85 cm/mJ). A similar b value of 17-20

cm/GW at 527 nm was obtained by Z-scan technique [142]. Rotation of the

excitation beam polarization provided the b angular dependence (see Fig.

3.4b). The dependence of b was described by a two-photon absorption matrix

element angular dependence according Ref. [143]: b(f)  = b^sin4(f)  +

b ||cos4(f) + Ycos2(f)sin2(f). The b^ = 15, b || = 17.8 and Y = 22 cm/GW values

(with ~15 % error) were determined from fit in Fig. 3.4b.
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Fig. 3.4. Dependences of light-induced diffraction efficiency, h, and differential
transmission DT on excitation energy fluence, I0, in GaN6 under two-photon
carrier excitation (a) and the two photon absorption coefficient angular
dependence in GaN7 sample (b). The indices g are the slopes of the curves in log-
log scale: expected ones (g = 2 and 4, dashed lines) and experimental (gexp< g,
solid lines). [After P12,P13]

The fitting of dependence h(I0) allowed one to obtain bdI0=0.34 (at 20

mJ/cm2), which led to the depth averaged carrier density of 0.77´1.5DN02 and

0.77DN02 for diffraction (LITG) and free carrier absorption, respectively (DN02

=bI0
2/2hn). Therefore, the depletion of the pump beam (see Eq. (2.12)) with
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depth provided the slightly decreased slopes g with excitation, as seen in the

dependences in Fig. 3.4a, for I0 ≥ 5-10 mJ/cm2. The TPA coefficient was found

virtually independent on temperature (within 10% error) as followed from the

dependence of diffraction efficiency on T. On the other hand, the FCA cross-

section had weak temperature dependence with T s (s = –0.15) both for SPA

and TPA excitations. The small seh value points out to carrier scattering

predominantly by polar optical phonons according to the relationship seh ~

T 0hn -2.5 (see Table 2.2).

A varying FCA signal strength for different probe beam polarizations

implies that the seh value is strongly anisotropic (Fig. 3.5a). The FCA cross

section in GaN7 sample was fitted by using seh(f)=seh ^ – (seh ^ –seh ||)cos2(f).

For 1053 nm probe, seh ^=2.2´10-17 cm2, seh || =3.4´10-18 cm2, and anisotropy

ratio S =s^/s|| = 6.5 were obtained. The same values of seh and S were

obtained under two photon excitation, i.e. in the carrier density range from 1015

to 5´1017 cm-3 (see Fig. 3.5a). This result can be attributed to the polar optical

phonon assisted FCA in valence bands, being excitation-independent at the

given probe wavelength of 1053 nm, thus seh » sh (se << sh [144]).

Polarization-dependent FCA measurements with the 527 nm probe were

performed at low and high carrier excitation conditions (i.e. using excitation

pulses at 527 nm or 351 nm wavelengths, respectively). At low excess carrier

density (~5´1017 cm-3) and 527 nm probing, the measurements provided

smaller seh values compared to those for the 1053 nm probe, and no

dependence on polarization: seh ^=seh || =  8´10-17 cm2 (Fig. 3.5b). This is a

clear signature that holes, responsible for FCA anisotropy at 1053 nm, do not

contribute significantly to FCA in the visible spectral range, or at least at 527

nm. Therefore, the electron-related transitions within the conduction band are

not forbidden, in contrary to the calculation-based predictions of se = 4.6´10-19

cm2 [144]. The measured significantly higher value can be ascribed to the

isotropic electron cross section se (the isotropy of se at low nonequilibrium

carrier density can be explained by isotropic conduction bands of GaN) as the
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hole absorption cross sections are smaller and strongly anisotropic:

sh ^=1.5´10-18 cm2, sh || =6.2´10-19 cm2 (S= s^/s|| = 2.4) [144]. The

contribution of direct inter-valence-band hole transitions at 527 nm cannot be

observed due to absence of appropriate valence bands (see Fig. 3.5c). At 351

nm excitation (high excess carrier density, DN ~ 2.6´1019 cm-3), the seh value

decreased up to 6 times (compare external and internal circles in Fig. 3.5b),

which can be attributed to screening of electron interband transitions, band

filling and renormalization, while residual absorption is probably related to

holes as predicted theoretically [144].
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Fig. 3.5. Polarization dependence of FCA cross-section for 1053 nm probe
wavelength at SPA (351 nm) and at TPA (527 nm) excitation conditions (a). In
(b), FCA anisotropy for 527 nm probe is given at low (external circle) and at high
excess carrier density (351 nm excitation, internal circle). In (c) direct (vertical
arrows) and indirect phonon assisted (diagonal arrows) transitions are
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which structure was taken from [144]. [P14]
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The experimentally measured dependences of probe beam diffraction

efficiency and induced transmission in diamond (sample C1) on excitation

fluence are presented on Fig. 3.6a. The nonlinear dependence of LITG signal

follows a h ~ I0
4 law, while the peak FCA signal depends on excitation fluence

quadratically, similarly as in GaN. The slope values in log-log plot were close

to expected ones (4 and 2, correspondingly) and thus confirmed two photon

carrier generation in diamond at 351 nm excitation.

The diffraction efficiency value of 0.0025 at I0=24 mJ/cm2 allowed

estimation of the corresponding excess carrier density DN0=1.5´1016 cm-3. In

turn, the constant b=30 cm/J and two-photon absorption coefficient b = (0.37 ±

0.07) cm/GW were calculated from the relationship given by Eq. (2.14). The

determined b value coincides quite well with that reported in [145] (0.3

cm/GW).

The diffraction efficiency was found nearly temperature independent in

80-800 K range, indicating a constant b  value in this range. Therefore, from

the measured temperature dependence of the FCA signal, the temperature

dependence of seh was determined. The calculated seh value was approximated

with seh =8´10-18×(T/300K)0.44 cm2 relationship (see Fig. 3.6b). The power

factor, being close to 0.5, points out to carrier scattering by nonpolar optical

phonons for probe quantum energy (see Table 2.2).

(a)
10 100

10-5

10-4

10-3

10-3

10-2

10-1

100

slope = 2.2

slope = 4.3

ln
(T

0/T
)

I
0
, mJ/cm2

D
iff

ra
ct

io
n 

ef
fic

ie
nc

y

300 K

(b)
100 1000

4x10-18

8x10-18

1.2x10-17

1.6x10-17

s eh
 (c

m
2 )

T, K

slope = 0.44

Fig. 3.6. Excitation dependences of diffraction efficiency and free carrier
absorption (a) and the temperature dependence of free carrier absorption cross
section (b). [P10]



74

3.5. Short summary

1. A new method, based on light diffraction on a transient free carrier

grating, was used for the determination of the interband absorption

coefficient at wavelengths well above the bandgap. The absorption

coefficient values in the range from 200 to 5000 cm-1 were measured for

three bulk SiC polytypes and diamond in the 80-800 K range.

2. The significant increase of indirect absorption coefficient with temperature

(by order of magnitude in 4H, by 3-5 times in 3C, 6H, and 3 times in

diamond) were approximated using corresponding phonon energies (~60

meV/160 meV) and the temperature dependent decrease of the bandgaps.

3. In GaN, saturation of differential reflectivity indicated the absorption

bleaching at reaching 1 mJ/cm2 excitation energy fluence for 355 nm

excitation wavelength.

4. Measurements of TG diffraction efficiency provided two-photon

absorption coefficients values of 15 cm/GW in GaN at 527 nm and 0.37

cm/GW in diamond at 351 nm. Two photon absorption coefficients were

found temperature independent and weakly dependent on polarization in

GaN.

5. The free carrier absorption cross sections seh in SiC and diamond

increased with temperature due to increasing scattering by phonons. In

GaN, seh was almost constant due to dominance of polar optical phonon

scattering.

6. In GaN, the polarization dependence of seh at 1053 nm wavelength was

rather strong (s ^/s|| = 6.5) due to the valence band anisotropy. FCA at 527

nm was isotropic, thus ascribed to electron transitions between the lower

and upper conduction bands, while at high nonequilibrium carrier density

electron transitions were suppressed due to screening, band filling and

renormalization. Under strong blocking of electron transitions, the

anisotropic features of hole-related FCA were observed.
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4. Carrier diffusion coefficient and mobility excitation and

temperature dependences
Carrier mobility and diffusion coefficient are very important for bipolar device

operation. However, no extensive studies of latter parameters can be found in

literature. Especially strong excitation dependence of carrier diffusion

coefficient in diamond was not studied up to now. Carrier diffusion coefficient

and mobility in SiC, GaN and diamonds are described in sections 4.1, 4.2, 4.3,

respectively. Short summary follows afterwards.

4.1. Carrier diffusion coefficient and mobility in SiC

In order to elucidate strong impact of excess carrier density on diffusion

coefficient in 4H-SiC, LITG decay kinetics at small grating periods were

measured, when the grating decay is diffusion governed (Fig. 4.1), i.e. tG

µL2/D (measurements at L = 11.4 mm provided the tR impact to tG).

The grating decay time

was determined from the

initial part of the decay

(Fig. 4.1) to ensure

nearly constant

nonequilibrium carrier

density DNav during the

measurement time. It was

clearly observed that the

decay rate becomes

slower with increase of

the excitation but at the

highest excitations it

revealed faster transient

again. Similar sets of

LITG decay measurements at different temperatures provided the excitation
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ensures almost purely diffusive grating decay: tG

≈tD << tR . [P24]
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dependences of the ambipolar diffusion coefficient Da(T,DN) at various

temperatures (see Fig. 4.2a). The data from Ref. [146] are shown for

comparison. They coincide with present measurements only at low excitations

(DN <1018 cm-3), while at high excitations (DN >1018 cm-3) the increase of Da

appears due to incorrect discrimination of diffusion coefficient from the

competing decay by Auger recombination, as the authors in [146] used

relatively large (~20 mm) grating period.
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Fig. 4.2. Excitation dependences of ambipolar diffusion coefficient Da at selected
temperatures (a) and temperature dependences of electron, hole, and ambipolar
mobilities at ~1015 cm-3 excitations (b). In (a): filled points are the experimental
data, lines are the fits according to equation (4.1), open points show data from
Ref. [80] at 296 K. In (b): full points are the experimental data in the n-type
epilayer (ma0) and substrate (mhs); the solid lines are mobility fits using parameters,
given in the text. Crossed points are hole mobility in the studied layer (mh0), as
derived from ma0 and meH. [P24]

An analytical approximation to Da(DN) was performed taking into

account the contributions of band-gap renormalization (BGR) and plasma

degeneracy [54], which can lead to reduction or enhancement of diffusion

coefficient, respectively:

( ) ( ) ( ) ( )[ ]3/118
2

3/218
10 10/)(10/)(1, NTaNTaTDNTD aa D-D+=D .      (4.1)

Here Da0(T) is the low-excitation, phonon-limited ambipolar diffusion

coefficient, and the two terms in brackets represent impact of plasma



77

degeneracy and BGR, respectively. The Da0, a1, and a2 are fitting parameters.

The a1 and a2 coefficients decrease with temperature by a power law,

describing quite precisely the impact of degeneracy (a1 µ T -1.5, because the

density of states increases with temperature as T 1.5) and confirming the

vanishing BGR effect at elevated temperatures (a2 µT -1, as carriers with

increased thermal energy more easily overcome the potential barrier of the

decreased bandgap [146]). The temperature dependence of the dimensionless

parameters a1 and a2 were fitted with 5% precision to the expressions

a1=135/T (1.3 – 18/T) and a2=113/T. The low-excitation ambipolar diffusion

coefficient, Da0, is determined by the electron (De) and hole (Dh) diffusion

coefficients: Da0 =2DeDh/(De+Dh) (see Eq. (1.23)). The individual diffusivities

can be calculated from the relevant ambipolar and monopolar mobilities

according to Di =mikBT/e (where i=a,e,h). Therefore, the determined values of

Da0(T), if combined with electron Hall mobilities me0=meH [80], provide the

low-excitation hole mobility mh0(T) in the layer (Fig. 4.2b). In this way, the

temperature dependence of all three low-excitation mobilities mi0 was fitted

with a simplified equation, 1/mi0 =1/mOPi+1/mACi, where mOPi

=OPi´[exp(Eph/kBT)–1] cm2/Vs is the optical phonon scattering term, mAC

=ACi´(T[K]) -1.5 cm2/Vs is the acoustic phonon scattering term, and Eph = 120

meV. The fitting parameters for i=a,e,h, respectively, are as follows:

OPi=6.5; 18.5; 3.9 and ACi =1.05; 7.8; 0.6´106 (see curves in Fig. 4.2b). These

fits led to the approximate relation ma » 1.8mh. The low-excitation ma0 values

(obtained from Da0) are slightly higher than ma at DN0=1016 cm-3 as they are not

influenced by the BGR effect. As the Hall measurements of hole mobility, mhH,

are not very accurate for 4H-SiC [79] due to the complex valence band

structure, the electrically and optically measured mh(T) dependences coincide

well only in 300-400 K range (Fig. 4.2b). It must be mentioned that the hole

mobility in the doped substrate, mhs, (i.e. of minority carriers, as DN0=1016 cm-3

<< n0=3.5×1018 cm-3), was found lower than that in the epilayer because of

additional scattering by neutral impurities (mNI), and the value of mNI= 125
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cm2/Vs at 300K was determined from the relationship 1/mhs =1/mh0+1/mNI. The

latter mechanism becomes dominant at 80-300 K temperatures according to

Ref. [79].

Similar temperature dependence of ambipolar diffusion coefficient was

observed in 3C-SiC at low excitations (Fig. 4.3a). The diffusion coefficient

decrease with nonequilibrium carrier density in 3C-SiC was also revealed (Fig.

4.3b).
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Fig. 4.3. Temperature dependence of ambipolar diffusion coefficient in 3C/SiC
and 4H-SiC (samples 3C3 and 4H2) at ~1016 cm-3 excess carrier density (a), and
ambipolar mobility in 3C-SiC (sample 3C2) at different excitations (b). [P8,P7]

Therefore, the optical measurements provided the temperature

dependences of ambipolar and hole (mh ~100 cm2/Vs at RT) mobilities, which

did not reveal the defect scattering features in lightly doped samples. On the

other hand, strong diffusion coefficient reduction at higher doping levels was

observed in low temperature wing in heavily doped 4H-SiC substrate.

4.2. Ambipolar and hole diffusion coefficient in GaN

In this section carrier diffusion coefficient studies in low doped free-standing

GaN layers (GaN6 and GaN7) were performed. Noting that the hole mobility is

much smaller than that of electrons (mh << me), the measurements at the

moderate excitation regime (DN = DNe = DNh >> n0) may provide an ambipolar

diffusion coefficient Da, while at low excitation conditions (DN << n0), the hole
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diffusion coefficient may be determined in GaN. Both cases were realized

experimentally, assuming that n0 ~1016 cm-3 is a standard value for undoped

HVPE GaN [125]. The small grating periods, L, ensured faster diffusive decay

than the recombination governed decay (tD << tR), thus a plot of 1/tG vs. 1/L2

for different L values provided D at various nonequilibrium carrier densities

and temperatures. In Fig. 4.4a the exponential decay of the LITG at 2P carrier

excitation is plotted for a fixed grating period L = 1.74 mm at different sample

temperatures. Similar measurements resulted in a set of diffusion coefficient

values for various nonequilibrium carrier densities (Fig. 4.4b). The latter data

at moderate excitation (DNe = DNh = 1017 cm-3 >> n0) provided the value Da ≈

2Dh = 1.6 cm2/s as well as a hole mobility mh = eDa/(2kBT) = 31 cm2/Vs. On

the other hand, deviation from ambipolarity at low excitations (DNe = DNh =

1015 cm-3 < n0) directly led to the hole mobility in c-GaN. Indeed, in m-GaN

diffusion coefficient dropped to very low values due to impact of recharged

acceptors with ~1015 cm-3 density (see explanation in chapter 6).
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coefficient in bulk m-GaN (b). Various decay times in (a) reveal dependence of
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Note that the excitation level, at which Da =1.5Dh, corresponds to the

doping concentration n0 (see Eq. (5.21)), and thus the fitting of D(DN) curve

allowed estimation of the equilibrium carrier density n0 ≈ 8´1015 cm-3 at RT in
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c-plane (sample GaN6) and 2´1016 cm-3 in m-plane (sample GaN7). Hole

diffusion coefficients of Dh^= 0.76 cm2/s and Dh|| = 0.65 cm2/s were determined

rotating the sample by 90 degrees to obtain orthogonal or parallel orientations

of the grating vector KG =  2p/L (which is in the plane of grating recording

beams) with respect to the c-axis. The slightly higher Dh^= 0.81 cm2/s value in

c-GaN sample is due to lower doping (n0 = 8´1015 cm-3).

Thus, according to formulas (1.16-1.18) and GaN valence band

parameters [24] diffusion coefficient anisotropy D^/D|| = 1.35 was obtained,

using the same deformation potentials for all valence bands. The calculated

anisotropy value is close to the experimentally obtained one of 1.17. Such

small anisotropy is caused by opposite anisotropy of the light- and split-off

valence bands.

For modeling of diffusion coefficient dependence on carrier density at

different temperatures (Fig. 4.5a), the equilibrium carrier densities are needed.

These values were calculated using a previously determined donor

concentration of 1.04×1016 cm-3 and acceptor of 2.4×1015 cm-3 [147] (with

activation energies ED = 25 meV and EA = 140 meV). The concentration of free

electrons vs. T was calculated according [148], revealing its decrease to

3.2×1015 cm-3 at 80 K and saturation above RT at n0 = ND – NA = 8×1015 cm-3.

In order to fit the hole diffusion coefficient temperature dependence (Fig.

4.5b), temperature-dependent scattering rates were used for acoustic (ac), polar

and nonpolar optical phonon (pop and npo, respectively) scattering (see Eqs.

(1.16-1.18)). Appropriate parameters were used for Dh, theor calculation: static

and optical dielectric constants er(0) = 10.4, er(¥) = 5.43, density r = 6.1

g/cm3, longitudinal velocity v|| = 8 km/s, heavy and light hole density of states

effective masses mHH/LH = 1.9/0.33 m0 [24], polar and nonpolar optical phonon

energies 91 meV and 80 meV, respectively [149]. The fitting provided acoustic

and optical inter/intra-valley deformation potentials, Ca = 9.6 eV and Dii+jj =

1.34´109 eV/cm, respectively. The dependence Dh, theor was also fitted by the

empirical (with 2% precision) relationship 1/Dh, theor = 1/Dap+ 1/Dop, where the
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Dap = 19.1×T -1/2 and Dop = 3.6×10-4´T[exp(Eph/kBT) – 1] correspond to the

acoustic and optical phonon (Eph = 91 meV) contributions, respectively.
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Fig. 4.5. (a) The measured dependences of diffusion coefficient D on
nonequilibrium carrier density at different temperatures (symbols) and the
modeled data (lines); at 80 K, the modeled curves with/without the impact of band
gap renormalization (BGR) are compared. (b) Experimental data compared with
theoretically calculated temperature dependence for hole (Dh, theor) and ambipolar
(Da = 2Dh, theor) diffusion coefficient (lower and upper solid curves, respectively),
which account for acoustic (ac), polar and nonpolar optical phonon (pop and npo,
respectively) scattering (dashed curves). [P13]

The carrier-density dependent ambipolar diffusion coefficient in GaN was

calculated using the relationship DEv(DN) = c ´ [3 meV (DN/1018)1/3 +

19 meV (DN/1018)1/4] [56]  for valence band modulation, which takes into

account the effect of BGR by adjusting the fitting parameter c. This factor c =

0.48 for GaN is lower than that for SiC (c = 1) probably due to higher density

of valence band states as well as the larger static dielectric constant er(0) = 10.4

in GaN (as opposed to 9.66 in SiC) which reduce the BGR effect [54].

The fundamental relations (1.15, 1,16, 1.18) allowed simulation of

temperature and density dependent hole diffusion coefficient in the

nondegenerate regime (this approach is valid in the whole temperature range

because even at 80 K the density of states in the valence band, Nvd = 5.5×1018

cm-3, is by an order of magnitude higher than the nonequilibrium carrier

density). At lower temperatures the spatial bandgap renormalization hindered
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carrier diffusion and thus led to lower than calculated Da values which

manifested itself as decreasing D(DN) with increasing carrier density at 80 K

(Fig. 4.5a). Moreover, the difference between Da =  2Dh, theor (T) dependence,

not accounting for BGR, and the experimentally measured Da(T) at T < 150 K

is also caused by BGR (Fig. 4.5b).
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Fig. 4.6. Determination of ambipolar diffusion coefficient by 1/tG =f(1/L2) plot in
145-mm thick GaN (GaN5) at room temperature and at I0 ~1 mJ/cm2 (a), and
carrier diffusion coefficient excitation dependences in GaN6 and GaN7 (b). In (a)
the inset shows kinetics at different periods. In (b) solid and dashed lines are fits
for m- (this work) and for c-plane GaN [94], respectively. Theoretical
calculations, assuming carrier density independent interaction with phonons, are
provided by dotted curve. [After P23,P19]

The diffusion coefficient dependence on nonequilibrium carrier density

in GaN at high 355 nm excitation is provided in Fig. 4.6. In Fig. 4.6a an

angular dependence is provided. The diffusion coefficient in m-plane (Fig.

4.6b) was determined from LITG decays at different time intervals, when

average carrier density at these time interval centers were determined from DR

decays at the same excitation fluences. The rather similar data in c-plane was

obtained by numerical carrier transport modeling [94]. The diffusion

coefficient value at ~1018 cm-3 carrier density is rather the same as at two

photon excitation (Fig. 4.5), however at higher excitations diffusion coefficient

starts to increase quite strongly. The diffusion coefficient dependence on

carrier density was fitted by D(DN) =D0(1+DN/Nx), where D0 =1.5 (1.3) cm2/s
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and Nx =2.2×1019 (1.8×1019) cm-3 for c- (m-) plane samples, respectively.

Theoretical calculations of ambipolar diffusion coefficient using equation

(1.24) provided dotted curve in Fig. 4.6b. This simple model does not fit the

diffusion coefficient excitation dependence as density of states in the valence

band is very large, Nvd =4.6×1019 cm-3. The main origin of much stronger

diffusion coefficient increase with excitation may be due to screening of hole-

phonon interaction by the generated carriers (see Eq. (1.19)).

4.3. Carrier diffusion coefficient and mobility in diamond

The measured grating decay times tG for different grating periods L (4.2 to 11

mm) were used to evaluate the diffusive grating decay time tD = L2/4p2Da and

determine Da values from the standard plot 1/tG vs. 1/L2 (Fig. 4.7). The

contribution of recombination to the grating decay was negligible at two-

photon excitation (tR  >> tD , thus tG ≈ tD), as evidenced by close to zero value

of 1/tG at large grating periods. The slopes of the curves in Fig. 4.7 indicated

the high Da ≈ 51 cm2/s value at low excitations and its decrease to ~ 20 cm2/s

at moderate ones at room temperature.

 The measured dependences

of diffusion coefficient on

excess carrier density at 300 K

(Fig. 4.8a) provided a value of

Da ≈ 51 cm2/s for the CVD

layer  at DN = 1015 cm-3

(~ 38 cm2/s value was obtained

for the HPHT sample due to

higher doping). Strong

decrease of Da was observed

with increase of excess carrier density, down to 6 - 10 cm2/s at DN ≈ 1018 cm-3.

The room-temperature Da value at the lowest excitations was found very

close to the DToF = 55 cm2/s value, based on ToF electron (2050 cm2/Vs) and
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Fig. 4.7. Determination of ambipolar
diffusion coefficient in CVD diamond C5 at
two-photon carrier excitation. [P6]
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hole (2250 cm2/Vs) mobilities in a CVD layer [75], while the mechanisms of

nearly tenfold decrease of diffusion coefficient at high excitation required more

detailed analysis. Temperature dependence of Da also confirmed density-

dependent effect on ambipolar carrier mobility, especially on low-temperature

wing (Fig. 4.8b), thus indicating possible contribution of carrier-carrier

scattering, exciton formation and the bandgap renormalization.

0 100 200 300 400 500 600 700 800
3
4
5
6
7
89

20

30
40
50

 6.0´1017

 2.5´1018  1´1019

 2.1´1015

 3.8´1015

 1.3´1016

 5.0´1016

 1.8´1017

D
a, c

m
2 /s

T, K

DN, cm-3

(a)
10 100 1000

100

1000

10000

m
a phon

m a eff

 6.0´1017

 2.5´1018

 1.0´1019

 2.1´1015

 3.8´1015

 1.3´1016

 5.0´1016

 1.8´1017

T, K

m a, c
m

2 /V
s

(b)

´6.5

Fig. 4.8. Excitation and temperature dependences of diffusion coefficient (a) and
mobility (b) in CVD layer (sample C4). In (b) ambipolar mobility fit (ma phon) is
shown by dashed line. Solid lines, showing effective mobility (ma eff), were
calculated using nonequilibrium carrier density dependent exciton concentration
and 6.5 times lower exciton mobility than ambipolar one. [After P26,C26]

In order to fit the low excitation phonon mobility, carrier energy and

temperature dependent scattering rates were used, taking into account for

acoustic, and optical phonon scattering. The equations (1.16), (1.18) and

parameters [84]: static dielectric constant es = 5.7, density r = 3.515 g/cm3,

longitudinal speed velocity v|| = 17.5 km/s, optical phonon energy

ħw0 = 165 meV were used in the calculations. Acoustic deformation potential

Ca = 4.95 eV, optical inter/intra-valley deformation potential Dii+jj =

1.5´109 eV/cm were obtained by assuming electron/hole masses equal to m0.
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As diamond has very large exciton binding energy (80 meV), exciton

formation at high excitations and low temperatures will provide not free

carrier, but exciton diffusion coefficient. In Fig. 4.9 the calculated relative

exciton density is shown. Exciton binding energy carrier density dependence

was calculated using BGN coefficients of SiC [56], i.e. Eex(DN)  ≈ 80  –

19×2×(DN/1018 cm-3)1/4 meV. It is observed, that at lowest temperatures (T <

200 K) and at used excitations all carriers are bound to excitons (see Fig. 4.9),

thus only exciton diffusion coefficient could be determined. At low

temperatures acoustic phonon scattering prevails, thus excitons will be also

subject to acoustic phonon scattering. Comparison of exciton and ambipolar

free carrier mobility, ma phon, (Fig. 4.8b) provided 6.5 times lower exciton

mobility, ma ex, value (ma phon was calculated using electron [25] and hole [86]

drift mobilities; resultant mobility

was divided by 1.2 factor). This

peculiarity can be explained by

higher exciton translational mass

(mtr =me
*+mh

*) and thus more

effective interaction with phonons

as mac ~ mtr
-5/2 (see Eqs. (1.16),

(1.18)), leading to ~5.6 times lower

exciton diffusion coefficient, if

assuming me
* ≈ mh

*. The exciton

model also accurately described the

kink of mobility around ~120 K.

Average mobility calculations were performed at different excitations, using

equation ma eff =1/[(DN – DNex)/DN/ma phon +DNex/DN/ma ex], where scattering rate

additivity was used (see Fig. 4.8b). Further mobility decrease at even higher

excitations and at T < 300 K can be attributed to exciton-exciton scattering rate

increase and formation of heavier biexcitons and electron-hole droplets (at 80

K m  ~ DN -0.24 was found).
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As electron and hole masses are very close, electron-hole scattering

(EHS) impact should be rather weak [30]. Nevertheless, at highest excitations

it can appear after Mott transition. Finally at the highest carrier densities,

bandgap renormalization and degeneracy effects should appear. Due to huge

variety of mentioned processes, their identification at high excitations is very

complicated and unambiguous. Moreover, contribution of electron hole droplet

formation below 173 K in ~1018-1019 cm-3 excitation range [150] should be

present. As droplets consist of few electron-hole pairs, their diffusion

coefficient will be rather low and excitation independent. Indeed, that effect

was observed – after ~300 ps delay after excitation. At such delays drops were

formed and their diffusion coefficient was ~7 cm2/s, while in the initial stage

diffusion coefficient was ~6 times larger due to carrier plasma degeneracy (in

confirmation to that, diffusion coefficient increase with carrier density as

~DN 2/3 was observed).

In polycrystalline diamond sample (C6), the grating decay was diffusion-

governed on the growth side and

recombination governed on the

nucleation side of the undoped

layer. Dependence of Da on carrier

density in the U-CVD is shown on

Fig. 4.10. Excitation-dependent

diffusion coefficient was observed:

its gradual decrease up to 1019 cm-3

of excess carrier density and

subsequent increase, similarly as in

monocrystalline diamonds. Hence,

the impact of structural and point

defects is practically insignificant

on the growth side. In contrary, the

diffusion coefficient on the nucleation side was rather low and difficult to

extract due to short carrier lifetimes (~100 ps). The low value can be explained
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Fig. 4.10. Nonequilibrium carrier density
dependences of ambipolar diffusion
coefficient in the C6 sample on the
growth and nucleation sides with large
and small crystallite sizes, respectively.
Open points are data for undoped CVD
diamond (C5). [P27]
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by additional scattering of carriers on grain boundaries [151] and more

abundant defect density in crystallites.

4.4. Short summary

1. The light-induced transient grating technique was demonstrated as a

powerful tool for determination of excitation-and temperature dependent

carrier diffusion coefficient (ambipolar mobility) at single- and two-

photon excitation conditions.

2. In undoped SiC, GaN, and diamond, temperature dependence of ambipolar

mobility, m(T) ~ T –(1.5-3), at low excitations was governed by acoustic and

optical phonon scattering, while in doped 4H-SiC, impurity scattering at

low temperatures contributed, leading to saturation of hole mobility at 100

cm2/Vs. At low excess carrier densities, transition from monopolar (Dh

=0.8 cm2/s) to bipolar (Da =1.5 cm2/s) regime allowed determination of the

doping level in GaN, namely n0 =8×1015 cm-3 and 2×1016 cm-3 in the used

crystals.

3. Small anisotropy of hole and ambipolar diffusion coefficient (up to 17 %)

was explained by the effective valence band parameters and opposite

anisotropy of the light- and split-off hole masses.

4. At high (>1017 cm-3) nonequilibrium carrier density many body effects,

such as exciton, biexciton formation, electron-hole scattering, bandgap

renormalization and degeneracy contributed to mobility value. These

effects were strongest in diamond, weaker in SiC, and the weakest in GaN,

leading to 7-fold, 2-fold and 1.1-fold reduction of the ambipolar diffusion

coefficient with respect to the low excitation value at RT.

5. The drastic decrease of carrier diffusion coefficient from 50 cm2/s to 7

cm2/s in diamond with increase of carrier density from 1015 to 1018 cm-3 at

300 K was explained by 6.5 times lower exciton diffusion coefficient, due

to twice larger exciton translational mass. Additional scattering on grain

boundaries of micrometer size crystallites on the nucleation side of

polycrystalline diamond resulted in D reduction up to two times.
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5. Carrier dynamics in SiC, GaN and diamond at high

photoexcitations
Carrier dynamics, or, in other words, their redistribution and annihilation after

photoexcitation, is an important issue for material characterization and its

suitability for device applications. SiC, GaN and diamond are prospective wide

bandgap semiconductors, being very promising for high power, high

temperature device applications. Therefore, their recombination features

should be extensively studied in order to forward their application and quality

improvement. The most important parameter of semicoductor material to be

investigated is the carrier lifetime, with its carrier density and temperature

dependences.

In this chapter, dependences of carrier recombination rate on temperature

and carrier density are described. Nonequilibrium carrier in-depth

redistribution due to their diffusion is considered using temperature and

excitation dependent carrier diffusion coefficient from previous chapter. In

section 5.1 carrier surface recombination impact is considered both analytically

(a new formula for surface recombination lifetime was derived) and

numerically. In sections 5.2, 5.3, 5.4, investigations of linear and nonlinear

recombination rate in SiC, GaN and diamond are presented, respectively. In

section 5.5, the ambipolar diffusion length is calculated using the determined

carrier density and temperature dependent carrier recombination rate and

diffusion coefficient. Carrier spatial lifetime distributions in structurally

inhomogeneous GaN and polycrystal diamonds are provided in section 5.6.

Finally, in section 5.7, the measurements of radiative recombination rate in 3C-

SiC and GaN are described using spectrally- and time-resolved

photoluminescence. The chapter ends with a short summary.

5.1. Surface recombination and modeling of carrier in-depth profiles

The effect of surface recombination on the carrier lifetime in wide-bandgap

semiconductors is rather important since quite long carrier lifetimes can be
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achieved in these materials. The surface contribution can be described by

surface-limited or diffusion-limited recombination pathways [152], which are

valid at stationary conditions, i.e. when the carrier density profile ( )tzN ,D  in a

layer of thickness d becomes independent of time (in this case, the partial

derivative by z of the carrier density profile is time-independent:

( ) 0,2 =¶¶D¶ tztzN ).

Upon reaching stationary conditions, the FCA decay kinetics becomes a

single exponential. In this case, bulk and surface recombination govern the

carrier decay with τSRH and τS lifetimes, respectively:

1/t= 1/tSRH +1/tS , ( ) DdSd effeffS //2/ 2pt += .                      (5.1)

Sproul [152] has shown that the latter equation is valid for non-zero surface

recombination on only one

surface (S1=0, S2=S or S2=0, S1=S,

with deff = 2d) or on both surfaces

(S1=S2=S, then deff = d). Here,

surface-limited or diffusion-

limited recombination may take

place, if the first term in Eq. (5.1)

or the second one dominates,

respectively. It was assumed that

the stationary conditions are

satisfied, and the generated

carriers fill the entire layer

thickness (see Fig. 5.1).

Nevertheless, in most

experimental cases the carriers are

excited on the front side of an epilayer, and the subsequent carrier in-depth

redistribution takes place. Therefore, Eq. (5.1) is not applicable until the

carriers redistribute spatially and reach the stationary conditions. Moreover,

excess carrier leakage from an epilayer to the substrate may take place upon
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Fig. 5.1. Numerical simulation of carrier
density profile evolution in 160 mm thick
4H-SiC epilayer at 355 nm excitation. For
modeling, typical 4H-SiC parameters were
used: S1 = 104 cm/s, S2 = 4×104 cm/s,
B = 1.2×10-12 cm3/s, C = 7×10-31 cm6/s
[112] and tSRH = 800 ns [100]. [P1]



90

reaching the stationary conditions, as the SiC epitaxial structures are usually

grown on heavily doped substrates with short carrier lifetimes. Escape of

excess carriers from the epilayer to the substrate can be taken into account by

taking a larger interface recombination velocity (IRV) value S2 at the epilayer-

substrate interface than the SRV at the front surface. Alas, carrier lifetimes

cannot be modeled by Eq. (5.1) in the case of different S1 and S2 values. Latter

drawback may be eliminated by using a newly modified relationship for tS

evaluation.

The analytical approach is derived from Eq. (5.1) by dividing the

stationary carrier profile of the layer of thickness d into two sublayers of

thickness d1 and d2, which are treated as separate films (d1 from z1 =  0  to xm

and d2 from z2 =xm to d ; here xm is the position of the maximum in the carrier

depth profile). Then the thicknesses of the sub-layers are d1=xm and d2=d-xm ,

respectively. Setting the SRV to zero at the imaginary interface at z=xm and

applying Eq. (5.1) to each sublayer (deff1 =  2d1 and deff2 =  2d2), the surface

lifetimes t1 and t2 in the two sublayers were obtained, respectively. Due to

profile stability at reaching the stationary conditions, there is only one common

lifetime (carrier density at z=xm must be equal in both regions at any time:

( ) ( )txzNtxzN mm ,0,0 +®D=-®D , thus 21 tt = ), therefore:

( ) .
2

,//2/
21

22
121 dxDxSx

DLSS

SD
mmmS ttt

tt
pttt

++
+

=+===      (5.2)

Here tDL=d2/p2D is the diffusion limited surface recombination time (on both

surfaces), tS1=d/4S1 and tS2=d/4S2 are the surface-limited surface

recombination times on the front and back sides of the epilayer. The xm

position was calculated from the condition 21 tt = . This formula can be

rewritten in a symmetrical form and provides 5 % accuracy (same as for Eq.

(5.1)) with respect to more strict numerical modeling at stationary conditions:

( )( )( ) ( )( )2
212121 2// SSDLSDLSDLSSDLS ttttttttttt ++++++= .  (5.3)
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To calculate the surface recombination time tS for various epilayer thicknesses

and different SRV values (Fig. 5.2) the modified relationship (5.3) was used.

Three cases are given in the figure. The S1=S2 case corresponds to a similar

quality of both surfaces (e.g. for quasi-bulk free-standing 3C layers); the case

of S2=10 cm/s stands for a negligible impact of the second interface (e.g. acting

as a p-n junction); while the S2=4´104 cm/s is the case of a huge impact of the

second interface (e.g. for an epilayer grown on heavily doped substrate). At

low values of S1 and S2 < S1,

the surface lifetime tS in a

thin layer is inversely

proportional to S1 and

corresponds to the surface-

limited recombination case,

while at high S1 values the

diffusion-limited case takes

place and leads to tS

independent of S.

Using typical values:

S1 = 104 cm/s and

S2 = 4´104 cm/s [112], the

surface recombination times

of 10-100 ns for thin 4H

layers (2.5-10 mm) were

obtained. For the thicker layers used in this study (40-160 mm), the diffusion

limited surface recombination provides surface lifetimes tS from 400 to 7000

ns. This result leads to an important conclusion that bulk carrier lifetimes of

microsecond duration in SiC (or diamond) can be accurately determined only

for the ³100 mm thick layers, since only for thick enough layers the condition

tS >tR is satisfied. Therefore, in this work very thick layers were used for

investigation of carrier recombination rate.
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Fig. 5.2. The calculated surface recombination
time for different epilayer thicknesses and
varying S1 and S2. The dashed line is guide to
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surface recombination (τS ~1/S1) from diffusion-
limited surface recombination (τS » const). [P1]
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As noted above, the analytical relationships (5.1) and (5.3) are not

applicable for the analysis of the carrier depth redistribution after short pulse

excitation. Calculations show, that carrier profile stabilization occurs only at

times, t > 2000 ns. Therefore, time-dependent carrier depth profiles for the

epitaxial layers must be calculated numerically by using Eq. (1.34) at

picosecond pulse excitation and varying the carrier generation conditions

(excitation wavelength, energy fluence, and layer thicknesses).

5.2. Excitation and temperature dependent carrier lifetime in SiC

FCA decay kinetics in the 4H1 epilayer were measured in a range of excess

carrier density from 1016 up to 5×1019 cm-3. Therefore, the condition for a

bipolar plasma was satisfied (DN0 >> n0). Carrier excitation in ~30 mm depth of

the 160 mm thick epilayer resulted in their nonhomogeneous in-depth profile;

therefore a numerical modeling of temporal and spatial carrier dynamics with

boundary conditions was required. By solving a balance equation (1.34),

excess carrier profiles DN(z,t) in the epitaxial layer was calculated, taking into

account the temperature and excitation dependent ambipolar diffusion

coefficient Da(T,DN) and various recombination mechanisms, both linear and

nonlinear. In the boundary conditions at the epilayer front surface and at the

epilayer-substrate interface (Eq. (1.34)) the surface recombination velocity, S,

was a fitting paramter, while the interface recombination velocity was fixed at

Sinter ~4×104 cm/s [112]. In calculations tSRH was the nonradiative trap-related

Shockley-Read-Hall (SRH) lifetime, tSRH = th + te (when DN >> Ntrap ~1013

cm-3 in the layer [100]), th and te are the corresponding hole and electron

lifetimes.

In Fig. 5.3a the calculated evolution of carrier density profile at T =700 K

is plotted (similar calculations were performed for all temperatures). At the

initial stage of decay, the nonlinear and surface recombination reduce the

carrier density at the front surface, while the diffusion after few microseconds

brings them up to the substrate, where their lifetime is much shorter. The latter
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was confirmed by direct measurement of carrier lifetime in the substrate, using

excitation from the backside (in this case the carriers do not reach the epilayer

because of their rather short diffusion length). A stationary carrier profile

evolves at ~15 ms, and its subsequent decay is determined by the bulk and

surface recombination.
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Fig. 5.3. Evolution of excess carrier density profile at 700 K in 4H-SiC (a). The
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excitation fluences I0. The solid curves are the numerical fits with excitation
dependent Auger coefficient C, while the dashed curves in (c) correspond to
unscreened Auger coefficient value, C0. [P24]

The experimental kinetics of FCA decay kinetics in the 4H1 epilayer at

various excitation energy densities I0 are presented in Fig. 5.3b,c. The low

excitation kinetics (Fig. 5.3b) were fitted by using S =(3±1)´103 cm/s and tSRH

=6700 ns in the bulk. The surface recombination rate in the epilayer was found
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to be temperature independent, what means that the capture cross section of the

surface traps does not change significantly with temperature. At higher carrier

densities, contribution of nonlinear Auger recombination leads to fast

transients of few ns duration (Fig. 5.3c).
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Fig. 5.4. (a) Temperature dependence of exponential decay tail nonradiative (tNR)
and bulk defect related (tSRH) recombination times at low excitation level (DN0
~1017 cm-3) and (b) temperature dependences of Auger coefficient (unscreened
value of C0 with its Coulomb enhancement factor BCE ~T -g). Open squares in (b)
show C(T) dependence and B value at 300K according to Ref. [112]. [P24]

The low-excitation lifetimes (tNR is determined from the exponential

decay tails, while tSRH accounts only for impact of bulk traps as determined by

modeling) both in the epilayer and substrate increase with temperature (Fig.

5.4a), thus confirming the dominant role of Z1/2 defect, related to carbon

vacancies [66,100]. The defect-related lifetime tSRH in the substrate was almost

carrier density independent, indicating that te << th and leading to

approximation tSRH ~ th (as DN << n0). In addition, the substrate doping (n0)

leads to Auger lifetime tA ~110 ns (as calculated from relationship 1/tA ~

Csubsn0
2, where Csubs =5×10-31 cm6/s [112]). Therefore the determined

nonradiative lifetime, 1/tNR =1/tSRH+1/tAUG, was used to analyze the

temperature-dependent defect-related SRH lifetime, tSRH(T), in the substrate.

The latter dependence (open squares in Fig. 5.3a) was found identical to one in

the epilayer. Consequently, ~190 times lower SRH lifetime in the substrate

than in the epilayer (Fig. 5.4a) clearly indicates that the hole recombination
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rate both in the layer and in the substrate is governed by the same defects

(therefore, in the substrate Ntrap ~2×1015 cm-3 was evaluated).

Finally, the lifetime was fitted with a simplified formula: tSRH

= t0×[1+100/{1+exp(Eat /kBT)}] with Eat =125 meV activation energy, where

t0=550 ns and t0=2.9 ns are the defect-related lifetimes in the layer and

substrate, respectively. The Eat energy reflects the thermal emission of

electrons from Z1/2 defect and reduction of the recombination rate at higher

temperatures.

The excitation dependence of Auger coefficient was derived from the

variation of the nonlinear carrier recombination rate with excitation, as

obtained from modeling by equation (1.34). At relatively low excitations

(<5×1018 cm-3), the Auger recombination follows a trend of a nonradiative

bimolecular recombination with a Coulomb (excitonic) enhancement

coefficient (BCE) [65]. At high excitations (>1019 cm-3) the Auger

recombination coefficient decreased, what was attributed to screening of the

carrier-phonon interaction by free carriers [30]. Therefore the resultant formula

for the Auger coefficient is as follows:

( ) ( )( ) ( )( )2
0 /1//, TaNNTBCNTC SCCE ´D+D+=D .           (5.4)

Here C0=(5±1)×10-31 cm6/s is the temperature-independent unscreened phonon-

assisted Auger recombination coefficient [72], BCE(T) =3.5×10-9/T 1.5 cm3/s is

the Coulomb enhancement coefficient of the Auger recombination, aSC

=7.8×1016 cm-3/K is the screening parameter (aSC =e0erkBKph/e2 [30], where e0,

er=10, kB, e are the static dielectric, relative dielectric, Boltzmann constants and

elementary charge, respectively; Kph=1.3 nm-1 is the obtained phonon

wavevector). Coulomb-enhancement decreases with temperature as T –1.5,

following the temperature dependence of the density of exciton states [65].

Similar reduction of Coulomb enhancement was observed in silicon [65]. The

temperature dependences of BCE and C0 coefficients are presented in Fig. 5.4b.

These coefficients at 300 K coincide rather well with data of Galeckas et al.

[112], while they reported a very strong decrease of C0 with temperature. The



96

obtained data pointed out to almost temperature independent C0. This

discrepancy is probably caused by the strongly increasing with temperature

carrier density and its varying in-depth profile, what was not taken into account

in Ref. [112] because of limited temporal resolution used. Moreover, a strong

reduction of the Auger coefficient with temperature in [112] was attributed to a

direct phononless Auger recombination process, having a temperature

dependent threshold. Present measurements indicate that only in the 100-250 K

range (see C0 peak in Fig. 5.4b) the direct Auger process may have a small

impact, while phonon assisted processes are dominant due to C0 temperature

independence.

A possible transition scheme for direct and phonon-assisted Auger

processes is shown in Fig. 5.5. A direct process requires precise carrier

wavector matching, thus is less probable than the phonon-assisted process,

when carrier wavectors (K) and

phonon wavector (KPH) are

superimposed.

       On the other hand, 3C-SiC

exhibited much shorter lifetime due

to lower quality and higher defect

density. Also strong lifetime

inhomogenity was observed. Using

the ( )ND D  fits and I0 values, the DT

and DR decays were numerically

fitted by equations (1.34) in order to

obtain the tSRH, S, B, and C values.

For this purpose all the measured

decays were combined: optical delay DR and DT and electrical delay DT

decays (the latter provided large tSRH values, Fig. 5.7). The resultant numerical

fits are provided in the figures 5.6 and 5.7 by solid lines. From these fits the

bulk lifetimes tSRH ~180 ns and ~60 ns were determined on the layer polished

and as-grown sides, respectively, while the surface recombination velocities
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Fig. 5.5. A scheme of phononless (1)
and phonon-assisted (2) Auger
processes in 4H-SiC. The band
structure scheme from Ref. [112] was
modified assuming more strong impact
of phonon-assisted transitions. [P24]
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were S = (4±1)×104 and (4±1)×103 cm/s. The determined B <~10-13 cm3/s was

very small and did not affect the modeled decay within the experimental error

bar. The same Auger coefficient, C=(4±1)×10-32 cm6/s, was determined on both

sample sides, using either DT or DR technique. The determined Auger and

bimolecular coefficients are by order magnitude lower than in 4H-SiC [112],

indicating that 3C-SiC is more suitable for devices working at high injections.
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Fig. 5.6. Excitation dependent fast decay transients on as-grown side of 3C1
sample, measured by DT (a) and DR (b) techniques. Relevant initial lifetimes and
excitation fluences, I0, are provided. [P28]
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Fig. 5.7. Excitation dependent slow DT decay components on as-grown (a) and on
polished (b) sides of 3C1 sample. [P28]

The surface recombination velocity in 3C-SiC was 10 times smaller on

the as-grown face in comparison to the polished surface due to polishing
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induced defects. Moreover, three times smaller tSRH value on the as-grown side

reveals higher defect concentration in the strained near surface region. This

pecularity indicates that the strain on the as-grown side possibly induces the

increase of the nonradiative recombination center concentration (nonradiative

centers are probably carbon vacancies [66]). Lifetime reduction with strain

increase recently was also observed by microwave photoconductivity in similar

sample [153].

Lifetime temperature dependences were nearly the same (see Fig. 5.8) in

different 3C-SiC layers, indicating presence of the same recombination defect

but with different density.
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Fig. 5.8. (a) Temperature dependences of carrier lifetime in 3C/Si (sample 3C2)
and 3C/SiC (sample 3C3) layers in 80-800 K range. g are the slope indices of the
linear fits to the curves in the log-log plot. (b) Temperature dependences of carrier
lifetimes, t, on the front and back sides of the 3C2 sample, measured by the time-
resolved DT technique. [P5,P7]

5.3. Excitation and temperature dependent carrier lifetime in GaN

Carrier lifetimes in different thickness GaN layers and bulk samples are

presented in this section. Firstly, relatively thin layers (GaN1-5) are analyzed

at interband excitation conditions, while 200 mm-thick c-GaN (GaN6) and 450

mm-thick m-GaN (GaN7) are investigated at two photon carrier generation.

Explanations of lifetime increase with layer thickness are provided.

In Fig. 5.9 the FCA decay kinetics are presented, from which the carrier

lifetimes, tR, in the thinnest and thickest GaN layers were determined. The
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carrier lifetime consists of radiative trad and nonradiative tnonr components:

1/tR = 1/trad + 1/tnonr. A contribution of radiative lifetime trad(T, DN)  =

(Brad(T) DN)-1 (where Brad(T) = 2´10-11´(T/300 K) -1.5 cm3/s is the bimolecular

recombination coefficient according [93]) to the measured tR value can be

evaluated by modeling the temporal carrier in-depth distribution, governed by

the carrier diffusion to the depth. The modeling showed that the exponential

tails of the FCA decay (see Fig. 5.9) provide the tR » tnonr values, as carrier

density substantially decreases with time to validate condition tnonr <<  trad (i.e.

DN drops to 5´1018 cm-3 for probe beam delay time t above 0.8 ns (Fig. 5.9a)

and to 1´1017 cm-3 for t = 60 ns (Fig. 5.9b), leading to corresponding trad

values of 10 ns and 500 ns at RT). Similar evaluation of trad by DN(z,t)

modeling was performed at different temperatures for experimental conditions

and allowed to attribute the measured tR values (Fig. 5.9) to the nonradiative

origin, tR » tnonr, in all 80 – 800 K range. It is worth noting that presence of the

initial nonexponential FCA transients (Fig. 5.9a,b) indicated impact of

radiative and surface recombination after generation in the surface layer.

0 100 200 30010-3

10-2

10-1

ln
(T

0/T
)

 80 K t=7 ns
 300 K t=24 ns
 500 K t=48 ns
 800 K t=62 ns

Electrical Delay, ns

d = 145 mm

0 1 2

10-2

10-1  80 K t=0.22 ns
 300 K t=0.42 ns
 500 K t=0.65 ns
 800 K t=1.1 ns

ln
(T

0/T
)

Optical Delay, ns

d = 10 mm

(a) (b)
Fig. 5.9. Fast and slow FCA decay components for different thickness HVPE GaN
layers (GaN1-5) at various temperatures: d =10 mm (a) and d =145 mm (b).
Excitation fluence was ~2 mJ/cm2 (a) and ~20 mJ/cm2 (b). [P9]

The temperature dependences of nonradiative carrier lifetime, tnonr(T),

measured in three GaN layers of different thickness (thus, at different TD
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density) revealed monotonous increase of lifetime with increasing temperature

in 80-800 K range (Fig. 5.10a). High excitation conditions (DN >1018 cm-3) and

high temperatures (up to 800 K) used in the experiments excluded the

noticeable contribution of excitonic recombination.

The anticorrelation between the tnonr(T) and Da(T) dependences (Fig.

5.10a,b) resembles a case of

diffusion-limited surface

recombination in bulk

semiconductors. In such a case,

the diffusive carrier flow to the

surface defects determines the

surface lifetime tS that is

inversely dependent on

diffusion coefficient, tS µ

d2/Da. The presence of

electrically active extended and

point defects at the grain

boundaries of hexagon columns

of GaN layers grown on c-plane

sapphire [151] must be taken

into account, and in particularly

the impact of threading dislocations (TDs). Thus the diffusive flow of carriers

to the grain boundaries may lead to interface recombination at dislocations or

point defects.

In order to calculate the carrier diffusion governed nonradiative

recombination time, a balance equation in cylindrical coordinates (r, z) was

solved. The hexagon columns were assumed to be cylinders to simplify the

calculations:
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Fig. 5.10. Temperature dependences of
nonradiative lifetime (a) and ambipolar
diffusion coefficient (b) for different
thickness GaN layers. The dashed curve in
(b) is a fit by a power function Da~T g. [P9]
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Here, the boundary conditions are defined in the hexagon center and its

interface, ( ) 0,0 =¶D¶ rtN ; ( ) ( ) aintercylcyl DStrNtrN /,, D-=¶D¶ r , respectively (see

inset in Fig. 5.11), and Sinter is the interface recombination rate on the cylinder

boundary. A numerical solution of this equation provided the interface

recombination time analytical approximation (with 5 % precision), tnonr, for

different values of S and grain radii rcyl:

intercylacylnonr SrDr // 2/122/3 -- += ppt .           (5.6)

Eq. (5.6) describes diffusion-limited (the first term) and interface-limited (the

second term) recombination times, respectively. Thus, at relatively large rcyl

values, the first term in Eq.

(5.6) determines the

nonradiative lifetime value,

being inversely proportional

to the diffusion coefficient Da

(as it was observed

experimentally, see Fig.

5.10). Using Eq. (5.6), the

measured temperature

dependences of nonradiative

decay times were fitted by

function tnonr(T)= a2/Da(T) in

Fig. 5.10a (a=6.71, 5.29 and 0.98 cm for 145, 90 and 10 mm layers, respectively).

The lifetime increase with layer thickness was described by tnonr~d 1.54

dependence.

Grain boundary length per surface area is ( ) ( ) cylcylcylGL rrrL /1/ 2 == pp  [cm-

1] (having in mind that each boundary belongs to two grains) and the average

distance between neighboring dislocations on the boundary is did =LGL/NTD.

Therefore rcyl =1/(NTDdid) and the Eq. (5.6) for diffusion limited case describes

the impact of dislocation density to nonradiative lifetime:
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Fig. 5.11. Dependence of nonradiative carrier
lifetime on screw TD density in HVPE layers:
points - experimental data, line - calculations
according to Eq. (5.6). The dashed line is a
power fit of the data, tnonr ~ NTD

g. The inset
shows the domain structure used for modeling
[151] (dots indicate TDs). [P9]
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( )aidTDnonr DdN 222/3 /-= pt .                   (5.7)

The experimentally measured lifetime dependence on TD density (Fig. 5.11)

confirmed the expected tnonr ~ 1/NTD
2 tendency (Eq. (5.7)). The latter equation

provided cylinder radii in the studied layers varying from 0.6 to 5.6 mm for the

10 and 145 mm thick layers. In this way, the model of carrier diffusion

governed flow to grain boundaries explained both the inverse correlation

between the nonradiative lifetime and diffusion coefficient, as well as the

quadratic lifetime decrease with TD density. The influence of Sinter was

observed to have a minor impact in this case (Sinter ~3´105 cm/s value was

assumed). Decrease of TD density with layer thickness was observed (Fig.

5.12), similarly as in other

works.

Under two photon

excitation of thick GaN6

sample the FCA decay

exhibited single exponential

kinetics in the 80-800 K

range and led to carrier

lifetime tR variation from

~10 to 120 ns with temperature (Fig. 5.13). The dislocation density was very

low (chemical etching and pit density analysis of similar samples provided NTD

=5×105 cm-2 on the Ga face [125]). The lifetime was found to be independent

of the excess carrier density in the range DN = 3×1016– 5×1017 cm-3 achieved at

2P excitation conditions. The contribution of radiative recombination to the

total carrier lifetime 1/tR = 1/trad +1/tnonr , where trad and tnonr are the radiative

and nonradiative lifetimes, respectively, was also estimated to be minor. The

estimation of diffusion-limited surface recombination for the studied 200 mm-

thick c-GaN layer provided value tS ≈ 100 ms at RT, which is far from the

experimental value of ~30 ns (Da = 1.6 cm2/s value was used for this

estimation according to Eq. (5.1)). Thus, surface impact can be neglected.
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m-GaN. [After P13,P17]

Therefore, recombination on the internal boundaries of GaN hexagonal

grains and on deep SRH traps must be considered. The resultant recombination

time tTOT, can be described by a relation tTOT
-1=tSRH

-1+tnonr
-1, where tSRH is the

recombination time on point defects, while tnonr=tinter + tdiff = p-1/2rc/Sinter

+p-3/2rc
2/Da (see Eq. (5.6)). The m-GaN sample contained similar dislocation

density (NTD =4×105 cm-2) and had similar lifetime (~40 ns at RT), but with

steeper temperature dependence (Fig. 5.13b). This may be and indication of

much lower Sinter value or more probably that the lifetime is determined only

by bulk traps. The decays at 355 nm excitation (see Fig. 5.14) provided even

higher 60 ns bulk lifetime, influenced only by surface recombination with S

=(5±1)×103 cm/s. Excitation increase diminishes S influence due to bleaching

(see section 3.3) as it is shown by modeled decays in Fig. 5.15. Furthermore,

lifetime decrease to ~45 ns was observed in the decay tails (Fig. 5.14b). This is

an indication of lifetime transition from bipolar to monopolar regime (see Eq.

(1.29)). Indeed, the TPA decay tails also exhibited this effect, with two-fold

lifetime reduction in minority carrier (hole) regime. Corresponding carrier

density profiles indicate that this occurs at 200 ns delay after 10 mJ/cm2

photoexcitation when carrier density drops to the doping level of  2×1016 cm-3
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(see Fig. 5.15). Note that if lifetime was diffusion limited, then it should

increase at low carrier densities due to diffusion coefficient decrease.
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Fig. 5.14. Fast (a) and slow (b) FCA decay components in m-GaN. Solid curves
are numerical fits, obtained using S =(5±1)×103 cm/s and tR =60±5 ns.

The SRH lifetime temperature dependence in m-GaN (Fig. 5.13b) was

fitted with an approximate relation: tSRH(m-GaN) =(3.5×10-4×T 2 +6) ns. The fit

in c-GaN was obtained using average grain size rc =  7.5 mm, an effective

interface recombination velocity of Sinter = 4×104 cm/s at RT (see section 5.6)

and tSRH(c-GaN) =1.8×tSRH(m-GaN). The Sinter ~scvthNtr ~ T -3/2 dependence

was used, where capture of carriers by

charged defects with their cross

section strongly dependent on

temperature was assumed; sc ~T -2

[30] was employed, vth ~T 1/2 is the

carrier thermal velocity and Ntr is the

interface trap density. Lower tSRH in

m-GaN indicates almost two times

higher deep trap density than in c-

GaN (doping is also ~2 times larger).

Such effect of larger point defect

density is typical for m-plane GaN [158]. The m-plane sample exhibited strong
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lifetime variations (in 30-50 ns range) due to inhomogeneous trap distribution,

and this led to not so “smooth” tR(T) dependence in Fig. 5.13b. More detail

carrier recombination studies on grain boundaries are provided in section 5.6.

5.4. Excitation and temperature dependent carrier lifetime in diamond

In this section carrier recombination in diamond is investigated. Fitting of

carrier density decays at two-photon and interband excitations provided insight

into the origin of defect-governed and intrinsic recombination rates.
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Fig. 5.16. FCA decay kinetics at various temperatures in C4 CVD diamond (a)
and the measured temperature dependences of carrier lifetimes at different
excitation levels, ∆N (b). In comparison, the results obtained at ∆N = 2×1015 cm-3

on the low nitrogen content HPHT sample C1 are shown. The dashed line in (b)
shows effective teff carrier-exciton lifetime. [After P26,C26]

FCA decay kinetics at different temperatures under TPA excitation (Fig.

5.16a) were approximated by a function

DN(t) = DN0/[exp(t/tR0) + BnonrDN0tR0(exp(t/tR0) – 1)],                         (5.8)

providing the defect-related lifetime tR0 at low excitations and the quadratic

coefficient Bnonr. As the FCA signal (proportional to instantaneous carrier

density value DN(t)) and its decay rate varied significantly during the decay,

the instantaneous carrier lifetime tR(DN)=  –DN(t)/(dDN(t)/dt) was also

determined by taking the time derivative of the carrier density at a delay time,

when DN has fixed values. The obtained tR(DN,T) dependences are plotted in
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Fig. 5.16b. It was observed, that at ~1.3×1015 cm-3 nonequilibrium carrier

densities the tR values coincide with the defect-related lifetime tR0, while at

high carrier densities tR decreases due to Bnonr impact. The highest carrier

densities (1018-10   cm-3 ) were achieved using 213 nm excitation.

The low-excitation tR =720 ns value at RT is of the same-order of

magnitude as that of ~2 ms deduced indirectly from time-of-flight experiments

in other high quality and high purity CVD diamond [87], while it clearly

exceeds the 100 ns lifetime reported from transient photocurrent measurements

in homoepitaxial CVD films, grown on Ib type HPHT substrates [110]. In

comparison with HPHT samples, the carrier lifetime of 720 ns is by two orders

of magnitude larger than that in heavily nitrogen doped ([NS]>1018 cm-3)

HPHT type Ib diamonds (lifetimes in representative C3 sample were found

very short, ~20-300 ps, similarly as in [95,108]: ~200-500 ps). Indeed, it is

well known that nitrogen defects are efficient lifetime killing defects [67]. In

low nitrogen-content HPHT IIa diamond (sample C1) the lifetime of 360 ns

was found twice shorter than in the CVD sample (sample C4).

Note that the measured recombination time, tR0, of the electron-hole pairs

can be determined by the hole capture time, th, to the nitrogen related traps

(which can be single or aggregated defects [67]), as the electron capture to the

defects is much faster (te << th) according to [67], i.e. tR0 = th + te ≈ th.

Consequently, using the relationship 1/tR0(300K) = spvth pNT, (here

vth p = (2.55kBT/mh
*)1/2 = 9.1´106 cm/s and sp » 10-16 cm2 are the hole thermal

velocity and hole capture cross section to the defect, respectively [67]) for the

measured tR0(300K) = 720 ns (CVD) and 360 ns (HPHT) values the

corresponding densities of tentatively electrically active nitrogen were

calculated: NT = 1.5´1015 cm-3 and 3.1´1015 cm-3. It should be noted, that the

latter NT value for HPHT crystal C1 is ~10 times lower than the single

substitutional nitrogen density determined by optical measurements (NN

=4.3´1016 cm-3). However, the opposite tendency (NT >> NN) is obtained for

the CVD sample, therefore contribution of other kind lifetime limiting defects,

19
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presumably dislocations, cannot be excluded. Similar temperature dependences

of lifetimes in CVD and HPHT diamonds point out to an impact of the same

recombination center of unknown origin (Fig. 5.16b). Thus, the role of

nitrogen related defects seems to be negligible.

The temperature dependence of tR0 (Fig. 5.16b) pointed out that in the

high temperature region the unknown trap capture cross section sp is rather

constant while at low temperatures it is enhanced by an order of magnitude.

Consequently, other recombination mechanisms come into play, for example,

defect (the same as for FC) assisted recombination of excitons [159] as at T

<150 K all carriers are bound to excitons. Therefore at 1.3×1015 cm-3 excitation

the effective lifetime can be described as

teff =1/[(1–DNex/DN)/tFC + DNex/DN/tex LT],           (5.9)

where constant free carrier tFC =700 ns, and temperature dependent exciton

tex LT =0.17×T 3/2 ns lifetimes were used for fit in Fig. 5.16b.
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Fig. 5.17. Lifetime dependences on nonequilibrium carrier density at selected
temperatures in low (a) and high (b) temperature wings. Vertical bar separates
TPA and SPA excitation regimes. [After P26]

Analysis of tR(T) dependences (Fig. 5.16b) point out to decreasing with

excitation carrier lifetime, especially at low (T <150 K) and high temperature

(T > 450K) wings. These tendencies are shown in Fig. 5.17 for some

temperatures. At two photon excitation conditions (DN <3×1017 cm-3) the
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dependences can be simulated with effective nonradiative quadratic

recombination coefficient Bnonr (see curves in Fig. 5.16a). Indeed, the Bnonr

values at low and high T are essentially higher than those at 300 K. The

temperature dependence of Bnonr (Fig. 5.18a) was plotted, adding data for other

diamonds (monocrystalline HPHT (sample C1) and microcrystalline CVD

(sample C6)). The Bnonr value was found strongly increasing at high

temperatures with 560 meV activation energy, while in the low temperature

wing (250 to 80 K) the Bnonr value increased with cooling, providing the 42

meV deactivation energy. The Bnonr coefficient was fitted by the following

relationship:

Bnonr [cm-3] =4´10-5´exp(–E1/kBT) +0.3´10-11´exp(E2/kBT),              (5.10)

where E1=560±30 meV, E2=42±2 meV. It should be underlined, that the same

Bnonr (T) tendencies were observed in diamond samples of completely different

technology (HPHT and microcrystalline CVD), indicating that these

recombination features probably are caused by the intrinsic diamond properties

or commonly abundant unidentified defects.
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Fig. 5.18. Temperature dependence of an effective nonlinear recombination
coefficient in differently grown diamonds (a). Here, data for HPHT and MC-CVD
(samples C1,C6) are provided for comparison. In (b), temperature dependences of
exciton lifetime and effective Auger coefficient are given. Solid lines are fits to
the dependences. [After P26,C26]

The fitting of lifetime in full excitation range was obtained using effective

Auger coefficient, C0, at low temperatures and activatedly reducing with
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temperature exciton lifetime, tex HT, at high ones. They were found from

equations (5.11a) and (5.11b), respectively:

( ) ( )[ ] ( ) ,1/1 32
0 N

NNNNNNC
N eff

FCFCexexloc D
+DD+DD+D=

D tt
       (5.11a)

( ) .111

HTexLTexex N ttt
+=

D
      (5.11b)

Here Nloc=8.4×1019  cm-3 is the average local electron-hole pair density in the

diamond exciton. Exciton density calculations were provided in section 4.3.

High temperature exciton lifetime was fitted with an equation: tex HT=5×

10-5×exp(490meV/kBT) ns.

Strong increase of Auger coefficient at low T (see Fig. 5.18b) can be

explained by formation of biexcitons and electron-hole droplets, having 1.5 ns

lifetime (see Fig. 5.17a). Room temperature C0 value and the carrier density in

droplets, ~1020 cm-3 [160], provided 0.25 ns lifetime, being 6 times lower than

the observed in droplets. This can be a consequence of local modification of

the band structure by the droplets (strong renormalization and screening).

At high temperature wing exciton lifetime activatedly decreased with

temperature with 490 meV threshold (see Fig. 5.18b). Such short exciton

lifetime probably indicates for some kind of nonlinear excitonic Auger process

of unknown origin or impact of trap assisted Auger recombination process

[64]. Latter is under question as large concentration of some type of traps must

be present in quite pure CVD diamond.

Kinetics of FCA decay at 213 excitation are provided in Fig. 5.19. They

were modeled using the nonlinear recombination parameters and surface

redombination velocity, S ~105 cm/s. The fast FCA decay components slow

down with dealy due to carrier density dilution and their redistribution much

further from the surface. The S value is quite large, indicating for huge surface

trap density, which probably arises due to mechanically damaged subsurface

layer [161]. Therefore special treatment of surfaces is very needed for

applications, requiring thin diamond layers.
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5.5. Carrier diffusion length in SiC, GaN and diamond

Using the excitation-dependent recombination rate [tR(T,DN)-1 = tSRH
-1 +

C(T,DN)×DN2] and excitation-dependent diffusion coefficient Da(T,DN)

approximations, the ambipolar diffusion length, LD(T,DN)  =

[Da(T,DN)×tR(T,DN)]1/2 was obtained at selected temperatures (see Fig. 5.20).

The diffusion length in 4H-SiC (sample 4H1) of 20-30 mm remains

almost constant up to 1017 cm-3 excess carrier densities and weakly depends on

T.  At higher excitations, a significant drop is observed due to nonlinear Auger

recombination which is partly compensated later on by degeneracy. To obtain

the corresponding plots for hole and electron diffusion lengths, the data in Fig.

5.20 should be scaled by 1.34 and ~2.5, respectively.

In CVD 3C-SiC (sample C1) ~2.5 times shorter diffusion length at carrier

densities below 1019 cm-3 was obtained near the surface of the as-grown side

versus the central part due to larger nitrogen and nonradiative point defect

concentrations. At higher carrier densities, decrease of LD is due to nonlinear

recombination. In comparison, EBIC technique provided hole diffusion length
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of 1.5 mm in sublimation grown sample [162]. This indicates much better

quality (mainly in terms of lifetime) of CVD 3C-SiC.

In HVPE GaN (GaN6), the diffusion length was found very long (2-3

mm) in comparison to the published data (< 1 mm [163,164]). The observed LD

increase is due to diffusion coefficient transition from monopolar to bipolar

regime.

In diamond (sample C4), LD value peaked at 50 mm for 1015 cm-3 carrier

densities and T »300 K, while at higher DN and temperatures the LD value

drastically decreased to 1 mm due to nonlinear recombination. The low

injection value of diffusion length, LD =  8 mm at 10 K, determined by

cathodoluminescence technique [165] and LD = 30 mm at 300 K, determined by

photoluminescence [96], are in good agreement with the determined ones by
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LITG. Therefore, the strongly carrier density dependent intrinsic lifetime and

diffusion length can have adverse impact on diamond devices working at high

temperatures and injections.

To summarize, the diffusion length at low carrier densities is determined

by nonradiative defects and intrinsic carrier scattering phenomena, while

decrease of LD at high carrier densities is governed by increase of nonlinear

recombination rate (as observed in SiC and diamond). On the other hand, the

opposite effect was observed in highly excited GaN due to rather weak

nonlinear recombination rate, relatively high doping and quite strong increase

of diffusion coefficient due to screening of hole-phonon interactions. In SiC

and diamond, increase of LD can be also observed at the highest excitations and

lowest temperatures, when carrier plasma degeneracy takes place. In 4H-SiC

and diamond, LD is by order larger than in 3C-SiC and GaN mainly due to

much larger lifetime and diffusion coefficient. Therefore, 4H-SiC and diamond

are the most mature for production of bipolar devices.

5.6. Spatially resolved carrier dynamics in GaN and diamond

In this section, spatially resolved carrier dynamics are presented for bulk 200

mm thick GaN sample (GaN6) and 1.0 mm thick polycrystalline CVD diamond

(C4). Numerical simulations reveal impact of recombination on grain

boundaries and in the grains.

The DT images for bulk GaN (sample GaN6) are shown in Fig. 5.21 at

three fixed delay times. At small delay (2 ns), the signal spatial distribution is

quite homogeneous due to position independent carrier generation, while at

longer delays the ongoing recombination discloses the carrier lifetime

inhomogeneity. The inhomogeneity factor (i.e. a ratio of spatially-averaged

standard deviation to an average signal) increases with time and equals to 0.1,

0.3 and 1.0 at 2, 30 and 70 ns delay times, respectively. The carrier lifetime t

was determined for each pixel assuming the exponential decay of the DT signal

(DTi(Dt) ~exp(–Dt/tR)) and taking the time interval Dt =tR. Of about 40

seconds were needed to obtain the DT image at a fixed delay, and of 10
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minutes per full carrier lifetime image, with good spatial (5 mm) and temporal

(~2 ns) resolution.
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100 mm
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Fig. 5.21. Images of differential absorption signal in GaN, i.e. DT(Dt) at different
relative pump and probe delays, Dt. [P25]

The measurements of DT images at various delay times provided the

lifetime mapping (Fig. 5.22a) with tR values varying in a wide range (from 10

to 70 ns). Moreover, the spatial distribution of lifetimes resembled islands of

long lifetime (50-70 ns), surrounded by regions of reduced lifetime (20-40 ns);

in some areas, the lifetime dropped even to 10 ns (see enlarged view in Fig.

5.22a with points 1-3). Lifetime maps did not depend significantly (±20%) on

the excitation fluence in a range from 1.0 to 6.4 mJ/cm2.

In Fig 5.22b, the spatially-resolved FCA decays were compared for

selected pixels. It was found that the decay rate varies with time in areas of

lifetime maxima (point 1) and surrounding rings (point 2). In the maxima, the

initial decay is slow (~70 ns) but becomes twice faster at longer delays, while

in the rings the opposite tendency was observed (it increases from 20 to 40 ns).

Note that in the regions with the shortest lifetime the decay is almost

exponential (point 3). On the other hand, spatially-averaged lifetime over the

full area (85×70 pixels, Fig. 5.22c) has shown very similar lifetime value of 40

ns, as those in the decay tails of points 1 and 2.

To explain the FCA decay rate peculiarities, a model of diffusion-limited

recombination on grain boundaries was used (see section 5.3). In order to

precisely calculate the carrier diffusion governed nonradiative recombination

decay rate at various lateral positions, a modified balance equation (5.5)
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in cylindrical coordinates was solved, including a term with bulk lifetime in

grains (tRBULK
-1=tSRH

-1+trad
-1) and carrier density dependent diffusion

coefficient, D(DN) (see section 4.2):
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The photogenerated carrier density in-depth profile was described by a relation

DN(z,t=0) = a(z)I(z)/hn, where a(z)= a0/(1+zI(z)) is the excitation dependent

absorption coefficient, described in section 3.3. A numerical solution of Eq.

(5.12) provided dynamics of spatial carrier redistribution within the grains and

on the grain boundaries. Consequently, the total lifetime is an average of all

contributing processes: 1/tTOT = 1/tnonr + 1/tRBULK.

The numerical modeling confirmed that the decay time increase in point 1

is due to the fact that the carriers must be delivered to the grain boundaries

(point 2) by diffusion from more distant and less defective regions. To simulate

the recombination processes in these areas, the equation (5.12), was solved for

a 18 mm- large grain (rcyl =9 mm). The calculated lateral carrier profiles are

shown in Fig. 5.22d for various times after photoexcitation, while the

corresponding carrier in-depth profiles are given in Fig. 5.22e. Using the

carrier density profiles, the decay kinetics in the near grain boundary (point 2)

and defect free area (point 1) were calculated by Eq. (5.12), neglecting the bulk

term and using large interface recombination velocity, S =4×104 cm/s (Fig.

5.22b, dashed curves). In such a case, the calculated curves are slower than the

experimental ones: the initial part of the measured decay of 58 ns (in point 1)

does not correspond to the solely diffusion-limited 300 ns time. Therefore, in

order to obtain a good fit to the experimental data in the central part of the

grain, the impact of bulk recombination (tRBULK =70 ns) in the crystallites was

added, in addition to the diffusion-limited recombination on the grain

boundaries, and the latter calculations (see solid curves in Fig. 5.22b) fitted
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well the experimental data. The fast exponential decay of tnonr ~12 ns (in the

point 3) was attributed to ~6 mm grain size (the same S value was used).

Spatially-averaged FCA decays were simulated (Fig. 5.22c), and their

decay tails of 40 ns provided an average effective grain size of about 15 mm

(the grain coalescence probably leads to different interface trap density on

different grain edges, thus randomizing the lifetime pattern). Note that the

latter decay time remains constant at Dt > 30 ns, in spite of that the carrier

density in this time interval varies in the 1018-1019 cm-3 range (according to Fig.

5.22e). Therefore, not dependent on excitation the total lifetime tR points to

constant values of diffusion- limited recombination time (tnonr =const) and bulk

recombination time (tRBULK =const).

The tRBULK lifetime is probably related to the intragrain nonradiative traps,

as photon emission to the air does not effectively contributes to the carrier

density reduction. This peculiarity can be explained by large minimal effective

radiative recombination time according [166]: trad
*=tsatfreabsfextrfenh, where

tsat ~25 ns is the saturated radiative lifetime (see next chapter for its

evaluation), freabs is the reabsorption factor (freabs= dph/d*×[1–exp(–d*/dph)],

dph =2 mm [105] is the photon mean free path, d* is the carrier distribution

thickness), fextr=1/(4nGaN
2)=0.037 is the light extraction efficiency factor [113]

from GaN to air (nGaN=2.6 is the refractive index for 3.4 eV GaN PL peak

[113]), and fenh ~1/(1+tsat/tnonr) is the inverse number of times the photon

reabsorption process occurs. Finally, calculations led to trad
* >~400 ns value,

being much larger than the determined experimentally. In confirmation to the

above explanation ~40 ns carrier density independent (in 1016-1017 cm-3 range)

average lifetime was observed in the sample at two photon excitation

conditions (see Fig. 5.13a). Therefore, recombination rate on the nonradiative

traps in the grain bulk and on their edges is carrier density independent in 1016-

1019 cm-3 range.

Carrier dynamics under interband carrier excitation (213 nm) was studied

in two freestanding microcrystalline CVD diamond layers: an undoped C6 and
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B-doped C7. The average grain size, determined by scanning electron

microscopy (Fig. 5.23), varied from dgrain ~1-2 µm to ~130 mm on the

nucleation and growth sides of the undoped layer, while in the B-doped layer

the grain size at the growth side was ~40 µm (the average grain area,

~pdgrain
2/4, was obtained dividing the total investigated area by number of

grains in it).

For carrier excitation, a Nd:YAG laser was used. Its 5-th harmonic

pulse l5=213 nm generated the carriers in the bulk via interband transitions,

providing their density in 5×1017 - 3×1019 cm-3 range. Interband carrier

generation at l5 in a d  =1/a5 =3.1-µm thick surface region (here a5 = 3200

cm-1, section 3.1), provided free carriers, and their lifetimes and diffusivities

were measured on the both sides of the studied samples.

(a)      (b)
Fig. 5.23. Microcrystalline structures on the growth side of the undoped (a) and
B-doped CVD layers (b). The bars on the figures indicate a 200 mm length. [P27]

Differential transmittivity and reflectivity signals exhibited linear

excitation dependences, thus the signal decay time directly reflected carrier

lifetime. Decay kinetics for the undoped CVD sample are shown on Fig.

5.24a,b. Decay time on the growth side exhibited very strong position

dependence, while such dependence on the nucleation side was much weaker.

This effect is probably due to more pronounced variation of grain size on the

growth side, as can be seen in Fig. 5.23a. Lifetime dependence on excitation, if

measured in the selected place with the longest lifetime, was rather weak (Fig.
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5.24b), thus the decay of 3-5 ns is determined by nonradiative recombination,

consisting of recombination on structural, point defects, and surface.

(a)
0 1 2 3

10-3

10-2

 growth side
 nucl. side

1.8 ns

ln
(T

0/T
)

Delay, ns

0.77 ns

4.6 ns

0.2 ns

4.2 mJ/cm2

    (b)
0 1 2 3

10-2

10-1

4.2 mJ/cm2, 4.7 ns

23 mJ/cm2, 3.1 ns

ln
(T

0/T
)

Delay, ns

growth side

0.74 mJ/cm2, 5.2 ns

(c)
0 .2 0 .4 0 .6 0 .8 1 .0 1.2 1 .4

0 .90

0 .75

0 .60

0 .45

0 .30

0 .15

x , m m

y,
 m

m

0 .5
1 .0
1 .5
2 .0
3 .0
4 .0
6 .0

t , n s

(d)
5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0

0

2 0

4 0

6 0

8 0

1 0 0

1 2 0

1 4 0

co
un

ts

t R ,  p s

 n u c l .  s id e

      (e)
0 2 0 0 0 4 0 0 0 6 0 0 0

0

1 0

2 0

3 0

4 0

5 0

co
un

ts

t R ,  p s

 g r o w th  s id e

Fig. 5.24. Carrier lifetimes on the growth and the nucleation sides of the undoped
layer C6, measured at I0 =10 mJ/cm2 excitation fluence (a), DT kinetics at different
I0 values (b), lifetime spatial variations on growth side with 40 mm resolution (c)
and lifetime statistics on the opposite sides of the layer (d,e). [P27]
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Initial slightly faster decay can be a consequence of some different grain

sizes (and consequently, lifetimes) as well of surface defects. Note that the

impact of surface defects leads to the decreased lifetimes, as revealed by DR

kinetics.

To evaluate the statistical distribution of lifetimes (the average value of

lifetime is needed to correlate it with average grain size), it was measured in

280 points. For this purpose in each point the DT values were measured at two

different delay times (0.5 ns and 2.5 ns for the growth side and 0.1 ns and 0.4

ns for the nucleation side, respectively), thus providing a simple way for carrier

lifetime determination. An almost Gaussian lifetime distribution was

determined on the nucleation and growth sides (see Fig. 5.24d,e), with the

average lifetime values, tav, of 160 ps and 2600 ps, respectively (the lifetime

fitting as A´exp[-2´((t – tav)/s)2] was used, here s =70 ps and 2200 ps,

respectively). Consequently, the average lifetime on the nucleation side is ~15

times smaller than that on the growth side, while the grain size on the

nucleation side is about ~100 times smaller (few mm with respect to few

hundred mm on the growth side). It can be concluded that in the case of large

grains the recombination is governed by bulk non-radiative traps, as the carrier

diffusion time to grain boundaries (tD =dgrain
2/(22×Da)) is much larger (~0.1 ms

and ~1 ms, respectively), while on the nucleation side an impact of diffusion-

limited recombination on grain boundaries is possible, as tD =100-400 ps.

Indeed, lifetimes up to 100 ns were observed in ~100 mm large grains of

purified CVD diamond at 266 nm excitation wavelength [110]. For

comparison, in bulk HPHT diamonds lifetimes were in 150-330 ns range. The

large variation of lifetime values (especially on the growth side) might be a

consequence of different growth orientation of the grains and consequently

different point defect incorporation probability [84].

In the boron-doped diamond sample (B-CVD), the lifetime values

exhibited a rather narrow distribution on both sides. Lifetime value on the

nucleation side was 3 times smaller partially due to smaller grains there when
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compared to the growth side. However, by order of magnitude shorter lifetime

on growth side of the B-CVD in comparison to the U-CVD indicates for much

higher defect density in the B-CVD (i.e. dislocations, other diamond phases),

which is caused by high boron concentration [167]. For DT measurements

(Fig. 5.25a) in this sample a 523 nm probe was used, as the layer transmission

for the 1064 nm probe was not detectable due to a relatively high boron

concentration. DR measurements (Fig. 5.25b) provided 97 ps on the growth

and <10 ps on the nucleation side. Note that DR decay in the undoped layer

provided lifetimes of 250 ps on the growth and <10 ps on the nucleation sides.

The growth surface lifetimes are comparable for both samples, but are much

shorter than the bulk lifetime, probably due to similar but large surface trap

densities.

(a)
0 400 800

10-2

10-1

130 ps

ln
(T

0/T
)

Delay, ps

532 nm probe

380 ps
growth side

nucl. side

B-CVD I0=4.2 mJ/cm2

(b)
0 100 200 300

10-3

10-2

24

D
R

/R

Delay, ps

1064 nm probe

growth side
97 ps

24

13

4

nucl. side
<10 ps

I0, mJ/cm2

Fig. 5.25. Differential transmittivity (a) and differential reflectivity (b) decays on
the growth and nucleation sides of B-doped CVD layer C7. [P27]

5.7. Radiative recombination in 3C-SiC and GaN

In this section, measurements of radiative recombination rate in indirect-gap

3C-SiC (3C1,3C2) and direct-gap GaN (GaN7) samples are presented. In 3C-

SiC the radiative recombination coefficient was found to be constant, while in

GaN it was strongly dependent on carrier density. Saturation of radiative

recombination rate in GaN was observed.

The PL intensity measured in 3C-SiC by the photodiode or PMT at

different excitation levels is shown in Fig. 5.26a.
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Fig. 5.26. Integrated PL intensity measured by the photodiode or PMT (a) and
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lines in (a) correspond to the linear fits in log-log scale. The dashed curve (IPL FC)
in (a) was calculated neglecting exciton impact (IPL EX), which is shown by dotted
curve. [P20]

The integrated over depth time-dependent PL intensity decay (Fig. 5.26b)

was calculated at RT as [36]:

IPL(I0,t) = BradhnPL× [ ] ( ) ( )( )ò +DD+
d

ehloc zntzNtzNnN
0 0

* d,,/1 .          (5.13)

The unity in square brackets corresponds to free carrier luminescence case,

while Nloc/n* corresponds to exciton one at thermal equilibrium [36,168]. Here

Nloc(DN) = 1/(paB
3)´(Eex(DN)/Eex0)3/2 [168] is the average local electron-hole

pair density in the exciton, aB=es m0/meh´0.53Å=2.2 nm is the exciton Bohr

radius (es = 10, Nloc(0)=2.9´1019 cm-3). The time-integrated PL intensity in the

central part of Gaussian excitation beam was calculated as IPL(I0)  =

( )ò
¥

0 0 d, ttII PL . The integration was performed numerically up to 900 ns, when

signal drops more than two orders of magnitude, leading to less than one

percent error. The IPL(I0) approximate relation (fitted in 0.1 to 55 mJ/cm2

excitation interval), averaged over radial coordinate, provided generated PL

energy, IPL gener(I0):
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Here the fit parameters are: a = 1.47, b = -0.011, c = -0.069 and the integration

constant is A = 2.00´1026 s/cm5. Excitation beam radius of 220 mm was used.

The absolute IPL gener(I0) integral (Eq. (5.14)) approximated the

experimental PL dependence recorded by HGPD (while the IPL gener(I0) curve

recorded by PMT was normalised). It was observed that at high excitations, the

slope (g) of the PL dependenses decreases due to nonlinear recombination. If

latter was absent, the slope would be close to 2. The relationship (5.14)

together with Eq. (2.26) were used to calculate Brad. From the numerical fits of

experimental dependences, Brad = 2.05×10-15 cm3/s value was obtained, being

very close to the theoretical one, namely 2.38×10-15 cm3/s [P20].

In order to fit the PL spectra dependences on excitation (Fig. 5.26b), BGR

and band filling (BF) were taken into account (here exciton impact was

neglected due to high carrier densities). An average phonon energy Eph =  80

meV was used to calculate the spectra following Ref. [33]:
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  (5.15)

The spectrum depends on carrier density and normalised quantum energy, xn =

hn/kBT. The upper sign in the sum provides phonon emission terms, while the

lower ones correspond to the phonon absorption. fFN and fFP are electron and

hole distribution functions with electron and hole concentration dependent

quasi Fermi levels, xFN(DN)=EFN(DN)/kBT and xFP(DN)=EFP(DN)/kBT,

respectively. They were approximated by Nilsson approximation [55], taking

corresponding 3C density of states for conduction and valence bands [23] at

RT. xg = Eg/kBT, xph = Eph/kBT are the normalised bandgap and phonon energy,

respectively. The integration of spectrum SPL (which is normalised by carrier

density squared, see Eq. (5.15)) over emitted quanta energy gives the same
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integral value at different excitation levels despite the spectrum broadening,

which justifies an assumption of a constant Brad value at different carrier

density. It was assumed that the same phonons participate at different carrier

energy, as well carrier masses and bandgap values do not change significantly.

However, the increase of carrier masses and hence the density-of-states at high

carrier densities [169] may cause decrease of Brad at high carrier densities.

It was found that the PL peak shifts due to BGR and simultaneously

broadens due to BF (see Fig. 5.26b, where fitted PL spectra correspond to

average 2.8´1019, 1.9´1019, 6.9´1018, 3.4´1018 and 1.0´1018 cm-3 carrier densities

from top to botom). The PL spectrum broadens at high excitations up to 20 %

and bandgap reduces by 40 meV. This indicates that the PL peak at high carrier

densities may lead to incorrect bandgap value. Broadening of the one phonon

assisted band, measured at FWHM, was compared to the theoretical

calculations.  Finally, the low Eg 0= 2.374 ± 0.01 eV and its BGR coefficient

aBR = (1.23 ± 0.15)´10-6 eVcm3/4 were determined. The determined bandgap

renormalisation coefficient confirmed the theoretically calculated one: aBR =

1.20´10-6 eV×cm3/4 [56]. The determined bandgap value agreed rather well with

the obtained from absorption spectrum: Eg 0 = 2.36 eV [170].
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Fig. 5.27. Room temperature photoluminescence spectra in differently grown 3C-
SiC layers at carrier excitation by 355 nm (a) and correlation of the band edge
emission intensity in 3C-SiC with FCA lifetime (b). [After P16]

The PL spectra in different 3C-SiC layers (see Fig. 5.27a) at RT revealed

the same band edge emission peak at 2.28 eV and much weaker signal at 2.92
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eV from the underlying 6H-SiC substrate (the latter spectral component was

found strongest in the thinnest 3C6 layer and absent in bulk 3C1). The PL

spectra in 3C1 CVD layer, measured on both sides and different areas of the

wafer, confirmed its good homogeneity. On the other hand, the PL intensity

varied strongly for the layers grown by different epitaxial techniques. This

feature was analyzed by comparing the PL intensity of a sample with its carrier

lifetime value, determined by DT technique. A linear correlation between these

parameters was found (Fig. 5.27b) because:

( ) .~/2exp~
0

2
0 RRradPL dttNBI tt-ò

¥
                        (5.16)

The ratio of 6H-SiC and 3C-SiC PL peaks (see Fig. 5.27a) can be

approximated by R6H/3C = t6H/t3C´B6H/B3C´exp(–a*d) relation, where the

effective absorption coefficient is a* = a355 + a425. Here a355 determines the

part of excitation beam penetrated to the substrate, while a425 – the absorption

of emission from 6H at 2.92 eV, when it propagates throught the 3C-SiC layer

towards the detector. In 3C, light penetration depth, 1/a, is ~5 mm at 355 nm

and ~20 mm at 425 nm [136]. From R6H/3C values SiC polytype dependent Brad

coefficients can be determined. The R6H/3C  value (according to data in Fig.

5.27a) is 0.051 for CVD layer (3C5) on VLS seed (3C6). Using the total layer

thickness of 8.2 mm (see Table 1), the lifetime value in the layer, t3C = 6.5 ns,

lifetime in the 6H-SiC substrate, t6H = 1.1 ns, and R6H/3C value, the B6H/B3C =

2.2 ratio was calculated. It well agrees with one obtained using theoretical Brad

coefficients, B6Hth/B3Cth =  1.6  (Brad(3C) = 2.38×10-15 cm3/s, Brad(6H) = 3.8×

10-15 cm3/s, Brad(4H) = 14×10-15 cm3/s values at RT were calcualted using

effective masses (see section 1.1.3), absorption parameters 9800 cm-1 for 3C

and 48920 cm-1 for 6H [P11] in equation (1.31), where Eph and q values were

equal to 80 meV and 0.32 for 3C, 90 meV and 0.27 for 6H [P11]). Therefore,

the PL origin and intensity of the peaks were verified.

The measured time resolved photoluminescence decays (Fig. 5.28a) were

two times faster in 4H-SiC as predicted by bimolecular recombination law (Eq.



125

(5.13)). In 3C due to large lifetime inhomogenity, the latter correlation was

difficult to obtain and thus similar lifetimes were obtained (Fig. 5.28b).

(a)
100 1000

103

 FCA
 TRPL

L
if

et
im

e 
(n

s)

Temperature (K)

4H-SiC

(b)
0 100 200 300 400 500

10-3

10-2

10-1

3C/4H-SiC
 FCA, t = 100 ns
 TRPL, t = 104 ns

S
ig

n
al

 l
n

te
n

si
ty

 (
a.

u
.)

Delay (ns)

T = 298 K

Fig. 5.28. Temperature dependences of FCA and TRPL decay times in 4H-SiC
(4H2) at ΔN ~1017 cm-3 (a), PL and FCA decay kinetics in 3C/4H-SiC layer (3C3)
at ΔN ~1018 cm-3 (b). [P5,P8]

PL transients and spectra at interband excitation in thick GaN6 sample are

shown on Fig. 5.29. The room temperature TRPL kinetics were measured at

~1018 cm-3 carrier density by using ~150 fs pulses at 267 nm wavelength.

For numerical calculation of the PL transients, the intensity of the PL

emission was integrated over the excited layer thickness taking into account

the reabsorption of light emission aR [105]:

( ) ( ) ( )dzznNNtI R

d

ehPL a-+DDµ ò exp
0

0 .         (5.17)

It was found that the initial fast PL decay within the first 100-500 ps has

its genesis in the carrier diffusion away from the surface deeper into the sample

which distributes the carriers over a ~1 mm depth within 1 ns. Ambipolar

diffusion reduces the peak value of DN by an order of magnitude (from ~1017

cm-3 at the end of laser pulse to ~1016 cm-3 at t =1 ns, see Fig. 5.30a). At later

times, when carriers diffuse to the deeper layer, an impact of PL emission

reabsorption becomes more pronounced, particularly for the shorter

wavelengths (see calculated PL decays using different aR and S values in Fig.

5.30b). Moreover, the surface recombination also contributes to TRPL decay,
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and fitting of the data in Fig. 5.29 revealed S =  1.1´104 cm/s (reabsorption

coefficients aR =7000 and 400 cm-1 were used in spectral regions 1 and 4,

respectively). The recombination-governed LITG decay (grating period L =

7.8 mm) at SPA excitation conditions, 2´1019 cm-3, leads to carrier density

decay instantaneous time of ~3.2 ns (lower dashed line in Fig. 5.29). For

comparison, FCA decay at 2P excitation conditions (1017 cm-3) indicates a 40

ns bulk lifetime (upper dashed line in Fig. 5.29). Thus, the data reveal the

combined effects of PL reabsorption and surface recombination. One can then

conclude that the fast diffusion-driven PL decay transient during the initial 1 ns

period cannot be avoided, while the subsequent decay transients (up to 10 ns)

may be influenced both by PL reabsorption and surface states of GaN.

Therefore, the bulk recombination rate in the range of measured PL decay

(~1.5 ns) was masked by faster processes of diffusion, surface recombination,

and reabsorption.
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techniques at single and two-phonon excitation conditions. TRPL transients were
recorded at 267 nm excitation and detected in four spectral ranges (1 to 4). Best
fits in the 1 and 4 ranges are provided (solid lines). For comparison, LITG and
FCA decays are shown together with their exponential fits (dashed lines). [P13]
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The fitting of LITG decay kinetics (in Fig. 5.29) also revealed the impact

of surface recombination with S =  3´104 cm-1. The three-fold higher S value

(with respect to one for PL decay) may be due to an increase of S with carrier

density [171]. The rather large S value for the investigated bulk GaN might be

explained by the chemical mechanical polishing and subsequent long-term

surface self-oxidation. In comparison, in m-plane GaN with much better

surface quality, TRPL provided S = 1.1×103 cm/s, being even 5 times smaller

than that derived from FCA decays (S = 5´103 cm-1) in Fig. 5.14a.
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The internal PL efficiency measurements in m-GaN are provided in Fig.

5.31a. Approximate carrier density, corresponding to PL emission, was

estimated using DNav =DN0/LD(DNav) relationship. PL efficiency dependence on

excitation fluence was numerically simulated (Eq. (1.34)) using carrier

diffusion coefficient (Fig. 4.6b) and lifetime of 40 ns (Fig. 5.13b). Normalized

Brad coefficient was fitted by Brad/B0 = 1/(1 + 3.5×[DN/1019 + DN 2/3×1039]1.4)

relationship. Impact of reabsorption was neglected as most PL signal arises

below ~3.452 eV bandgap [34]. This peculiarity is a consequence of carrier
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interaction with LO phonons. At higher excitations, main PL signal also arose

below bandgap, indicating weak reabsorption impact again.
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Fig. 5.31. PL efficiency with its numerical fit (a) and the normalized Brad value (b)
with corresponding radiative lifetime, obtained using B0 = 2×10-11 cm3/s [93].
Dashed curves show results, when reabsorption of 5×103 cm-1 is included.

The corresponding radiative lifetime for free space, calculated using

B0=2×10-11 cm3/s [93], is provided in Fig 5.31b. It has minimum at about ~30

ns, therefore, the assumption of negligible impact of radiative carrier

recombination to it decay proposed in previous section is verified, as light

emission extraction efficiency through the excited surface is only ~4%, leading

to effective radiative lifetime of ~400 ns. The saturation of Brad can be a

consequence of momentum space filling [113,114] as well as screening of

carrier-phonon interactions (see Eq. 1.19). In thin InGaN quantum well LED

structures the light extraction factors can be eliminated to reach radiative

efficiency close to unity with maximum saturated recombination rate of: 1/trad

=2×107 s-1 at DN > 1018 cm-3 [113].

In short, the TRPL and FCA transients at interband excitation conditions

in GaN are determined by reabsorption, surface and bulk recombination

processes, while radiative recombination impact is rather weak due to weak

light extraction efficiency and radiative recombination rate saturation.



129

5.8. Short summary

1. The low-excitation nonradiative lifetime in 4H-SiC and 3C-SiC gradually

increased with temperature due to activation of point defects (carbon

vacancies), which capture cross section for holes was found much higher

than that for electrons.

2. Lifetime mapping (with ~5 mm resolution) in a bulk HVPE grown GaN

together with the inverse correlation of carrier diffusion coefficient and

lifetime temperature dependences were in line with the proposed model of

diffusion-limited nonradiative recombination on grain boundary defects.

The interface recombination velocity on grain boundaries of GaN was

found to be Sinter = 4×104 cm/s and increased with temperature as T 3/2.

3. In “nitrogen-free” HPHT and CVD diamonds point defect limited free

carrier lifetime (approaching 800 ns) was found temperature independent.

In polycrystalline CVD diamond few orders of magnitude shorter lifetime

indicated for huge point defect density.

4. Impact of surface recombination in SiC was evaluated by newly derived

analytical formula, accounting for different surface recombination rate on

different sample sides or at internal interface with substrate. High quality

SiC and GaN sample surfaces exhibited by order of magnitude lower

surface recombination velocity (S =1-5×103 cm/s) in comparison to the

roughly polished ones (S >3×104 cm/s). While in CVD diamond even

larger S =105 cm/s value was obtained due to strong mechanical subsurface

polishing damage.

5. At high excitations (≥ ~1018 cm-3) the lifetime decrease in SiC was

governed by nonlinear Auger recombination. The temperature dependent

Auger recombination rate in 4H-SiC was composed of the almost

temperature independent unscreened Auger coefficient (C0=(5±1)×10-31

cm6/s), which becomes Coulomb-enhanced at low temperatures by

coefficient BCE(T) =3.5×10-9/T 1.5 and decreases at high carrier densities

due to screening of carrier-polar optical phonon interaction. In 3C-SiC, the

same Auger coefficient, C=(4±1)×10-32 cm6/s, was determined on both
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sample sides of a bulk sample by using either DT or DR techniques. The

determined Auger and bimolecular coefficients in 3C-SiC were by order

magnitude lower than in 4H-SiC, indicating that 3C-SiC is more suitable

for power devices.

6. In diamonds, at high excitations strong lifetime reduction in T <300 K and

T >300 K wings was observed. At low T it was caused by exciton (with

lifetime tex LT=0.17×T 3/2 ns), biexciton and electron-hole droplet (with 1.5

ns lifetime) formation. Biexcitons and excitons are subject to strong Auger

recombination, which effective coefficient value of C0=4×10-31 cm6/s was

found. At high temperatures the exciton lifetime (tex HT =5×

10-5×exp(490meV/kBT) ns) decreased due to presumably trap assisted or

Auger process.

7. The subnanosecond decay of PL transients in GaN was strongly affected

by  carrier diffusion away from the photoexcited thin surface region and

by surface recombination, which diminished the emission signal

essentially, preventing access to a correct lifetime determination. DT and

LITG decays were less sensitive to the surface effects due to deeper carrier

generation at 351 nm and independence on the carrier in-depth diffusion.

8. In GaN, saturation of radiative recombination rate and weak light

extraction efficiency (~ 4%) indicated that minimal value of radiative

lifetime is by order of magnitude larger than the nonradiative one. On the

other hand, radiative recombination coefficient Brad = 2.05×10-15 cm3/s in

3C-SiC was determined to be carrier density independent.
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6. Carrier trapping and recombination in compensated crystals
Wide-bandgap semiconductors tend to be contaminated by high concentration

of deep acceptors, which drastically alter material properties. Commonly

determination of latter impurity type and concentration needs destructive

methods or weak photoluminescence signal investigations. In this chapter

novel time-resolved optical technique based on DT principle has been applied

to study the compensating trap density, their activation energy, optical

ionization cross section, hole capture parameters. Trap density and their

activation energy were determined from saturation of DT signal and recharged

acceptor recovery time temperature dependence, respectively. Numerical

modeling provided trap capture parameters. Carrier diffusion coefficient

studies by LITG revealed strong diffusion coefficient reduction at low carrier

densities due to electron electrostatic binding to the recharged acceptors. The

numerical modeling description is provided in section 6.1. In sections 6.2 and

6.3 the determined data for 3C-SiC is described, while the diamond studies are

provided in section 6.4. The chapter ends with a short summary which is

followed by a concluding summary.

6.1. Numerical modelling of recharged acceptor dynamics

The excess carrier dynamics involves processes, which are illustrated in Fig.

6.1 in terms of possible electron transitions. At relatively low temperatures (<

150 K) and at low excitations (ΔN0 < [Al-]), (i) all the generated holes will be

trapped at Al- with the capture time tc. In this case, the recovery of the

equilibrium [Al-] (or boron [B-] in case of diamond) is reached through (ii) the

donor-acceptor pair (DAP) recombination process and (iii) electron to acceptor

recombination (eAl), since some of the nitrogen impurities are ionized. The

measured decay time tmeas from the DT kinetics thus gives information on the

rates of these two processes, as 1/t0 =  1/tDAP + 1/teAl. Upon raising the

temperature, the thermal emission of holes, trapped by Al0 with time tth (iv),

starts to contribute to the recovery of Al- and becomes dominant at high
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temperatures. The released

holes can then recombine

through the nonradiative E1

centres, but also may be re-

trapped at Al-. The rate of

re-trapping can be assumed

to be much lower than the

hole capture rate by E1

centres, since a decrease of

tmeas is observed (as will be

shown later). In the trap-

saturation regime (ΔN0 >

[Al-]), contribution of the

transition (v) is observed as a pathway of FC recombination. It will emerge as

a fast transient in the DT kinetics being governed by recombination via E1

centres (with recombination time tSRH = te + th).

In order to perform a quantitative analysis of the DT decays, numerical

modeling was employed, whereby the excitation-induced changes in the

density of holes DNh and neutral aluminum Al0 were calculated at various

temperatures and excess carrier densities. For this purpose the following

equation system was used [1,172]:

h

h
VTThT

h NNcNgc
dt
Nd

t
D

-+D-=
D 0- AlAl ,                                     (6.1)

0

0-
0

AlAlAl
t

h
VTThT

NNcNgc
dt

d D
--D=  .           (6.2)

Here g = 4 is the degeneracy factor of Al in 3C-SiC [1], NVT = Nvdexp(–Ea/kBT),

Nvd = 2.23×1015×T 3/2 (cm-3) [9] and Ea is the activation energy of Al, cT

=sh×vth h is the thermal capture coefficient of Al-, with sh and vth  h being the

hole capture cross section of Al- and the average hole thermal velocity,

respectively. The first term on the right-hand-side of equation (6.1) and
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Fig. 6.1. Scheme of possible electron transitions
in a compensated semiconductor, doped with the
aluminum Al and nitrogen N impurities and
containing carbon vacancy (Vc) related defects,
E1. [After P4,P29]
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equation (6.2) correspond to the rate of trapping of holes by Al- (process (i)),

the second term describes the rate of thermal emission of holes by Al0 (process

(iv)), the last term of equation (6.1) represents the rate of recombination of free

holes through deep traps (process (v)), and the last term of equation (6.2)

describes the rate of recovery of the equilibrium [Al-] (processes (ii) to (iii)).

Solution of the above equations provided approximate fit (tTR > th

condition was assumed) for the experimental decays as tmeas
-1 =  (tDAP)-1 +

(teAl)-1+(tTR)-1, where

( )
h
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Ba
TR c

g
N

TkE ttt +÷÷
ø

ö
çç
è

æ
+= - 1Al/exp

                     (6.3)

is the thermal recombination time of holes, which is defined by the hole

thermal emission time from Al0, TvdBath cNTkE /)/exp(=t , and the subsequent

hole capture time by E1 centres, as well as the possible re-trapping time of

holes by Al-.

Representative modeled decay kinetics of the photo-recharged Al and the

hole densities are shown in Fig. 6.2 for different excitation levels and

temperatures using parameters from Table 6.1. Process (i) can be seen as the

initial rapid decrease of the density of holes with simultaneous increase of Al0

density.
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Fig. 6.2. Modeled decay kinetics of the hole and Al0 concentrations at 300 K (a)
and 800 K (b) at ΔN0 = 1017 and 1019 cm-3, according to Eqs. (6.1) and (6.2). The
horizontal dashed line at 7.5×1017 cm-3 marks the concentration of equilibrium
compensated aluminum, used in the modeling. [After P29]
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At 800 K thermal effects on the decay kinetics can be observed – process

(i) becomes significantly longer, due to a temperature-induced reduction of the

hole capture cross-section for Al-, which consequently results in an incomplete

photo-recharge of Al-, even at excess carrier density of 1019 cm-3.  At  80  K

carrier capture by Al was much faster, thus concentration of free holes at low

excitations was negligible. It was also observed from the modeling that at high

excitations traps are almost saturated and free carrier recombination prevails.

6.2. Compensating Al concentration and activation energy in 3C-SiC

This section is focused on the determination of compensating aluminum

concentration and activation energy in 3C-SiC under interband excitation. DT

kinetics, measured at 80 K, avoid thermal ionization of the Al0 impurities

which is favorable for precise Al density determination. Fig. 6.3a shows the

measured DT decays at different excitation fluences for the n-type layer

(sample 3C7); similar decay kinetics were also observed in the p-type layer

(sample 3C8).
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Fig. 6.3. (a)  DT  decays  for  the n-type layer at 80 K, measured at different
excitation fluences. Lines are the two-exponential fits, except for the decays at the
highest ΔN0, for which a three-exponential fit was applied (due to a nonlinear
processes). (b) Exposure characteristics for the two layers, measured at 80 K.
Lines are the fits by Eqs. (6.4), (6.5). [After P29,P21]
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The decay shapes in both samples were non-exponential for all excitation

intensities, as expected due to the dominant DAP and eA processes (see section

6.1) that are responsible for the recovery of the initial equilibrium Al- state at

low temperature. The contribution of the fast excess carrier recombination in

the trap saturation regime is not resolved in these DT kinetics, since a probe

beam with ~2 ns duration was employed. For qualitative analysis the decay

curve can approximated with initial tf (~ 10 µs) and exponential ts (~ 100 µs)

time components (their temperature dependences are presented in Fig. 6.4b).

Thus, up to ΔN0 ~ 1018 cm-3 the measured DT kinetics reveal the rate of decay

of the photo-recharged aluminum state [Al0]. Consequently, the amplitude of

the ln(T0/T) signal corresponds to the aluminum-recharge induced absorption.

It is seen that upon increasing the excitation intensity the trap-related

absorption shows saturating behavior, which is observed more clearly in the

exposure characteristics (EC) that are displayed in Fig. 6.3b. The saturation of

the ln(T0/T) signal arises due to the complete photo-recharge of all Al-

impurities. It allows determination of the total concentration of the minority

dopants in the two layers.
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Fig. 6.4. (a) Temperature dependent decays for the n-type sample, measured at I0
= 6.5 mJ/cm2. (b) Determination of the activation energy in the two layers. Lines
were obtained by Eqs. (6.1), (6.2) in (a) and by Eq. (6.3) in (b). [After P29,P21]

In the low excitation regime, when DN0 < [Al-], it can assumed that all

excited holes are trapped at Al-, therefore the in-depth distribution of recharged
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aluminum PAl follows the excess carrier in-depth profile DN(z) = DN0exp(–az)

within the photoexcited layer of thickness 1/a. Thus, in the linear region of the

measured signal (Fig. 6.3b) the following relationship is valid:

( ) as /ln 0Al0 N/TT e D= .                                                                 (6.4)

Here seAl = se + sAl is the total absorption cross-section that is equal to the

sum of the free electron absorption cross-section and the aluminum impurity

ionisation cross-section, respectively. In the high excitation regime (DN0 >

[Al-]), the in-depth profile of PAl no longer follows that of the generated

carriers, since within the initial photoexcited layer all available [Al-] states are

recharged (i.e. neutralized), thus PAl = [Al-]. At some point, within the in-depth

profile of the generated carriers, the density of carriers decreases down to the

density of Al-, and so the thickness of this layer is given by d1=

ln(DN0/[Al-])/a. From this point and within a region of thickness d2=1/a  the

density of recharged Al again follows that of the generated carriers; hence PAl

(z<d1)  =  [Al-], PAl(z>d1)  =  ΔN0exp(-az) and the total change of DT is

ln(T0/T)=seAl[Al-](d1+d2). Thus, the DT signal measured in the high excitation

regime can be described by a relation

( ) as /])}Al/[ln(1]{Al[/ln 0Al0
-- D+= NTT e                                (6.5)

which allows determination of the photo-recharged minority dopant

concentration.

For the n-type layer, fitting Eq. (6.4) to the linear part of the EC gives seAl

= 2.2×10-17 cm2. The absorption cross-section for free electrons is already

known (se ~ 4.4×10-18 cm2, see section 3.1), thus sAl = 1.7×10-17 cm2 was

found. Thus the photo-ionization of Al0 at 1064 nm wavelength occurs with a 4

times higher probability than that for the absorption by free electrons,

indicating the dominant role of Al0 in the attenuation of transmission of the

probe beam. Fitting of Eq. (6.5) in the trap saturation regime gives [Al-]  =

7.2×1017 cm-3, which corresponds to the total aluminum concentration, since in

equilibrium all Al is compensated, and so all of it can be photo-recharged.
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For the p-type layer, the signal also saturates due to a complete photo-

recharge of the compensated aluminum, since the absorption cross-section of

weakly N bound electrons can be assumed to be the same as that for free

electrons. The linear part of the DT gives sAl = 2.0×10-17 cm2, according to Eq.

(6.4), in good agreement with that found in the n-type layer. In the trap

saturation regime, the data is best fitted with [Al-] = 1.1×1018 cm-3. At

equilibrium, the concentration of the compensated Al is equal to N, thus [Al-]

corresponds to the total concentration of nitrogen in the p-type layer.

To determine the activation energy of aluminum, the DT measurements

were carried out in the temperature range from 80 K to 300 K. Fig. 6.4a shows

the measured DT kinetics at different temperatures and the dependences of the

fast and slow decay components (tf, ts) on the inverse temperature are

displayed in Fig. 6.4b. It is seen that from 80 K to 125 K tf and ts are constant,

which indicates that the recombination rates 1/tDAP and 1/teAl are temperature-

independent. Decay is nonexponential due to changing with time DAP pair

separation. A rapid decrease of tf and ts is observed at T > 125 K, indicating

the dominant role of the thermal release of holes from Al0 and their subsequent

capture by E1 centres in defining the two decay times. They arise due to

changing with time [Al0] concentration. The fits to the measured DT kinetics

(Fig. 6.4a) were obtained from numerical modeling using Eqs. (6.1) and (6.2),

and so provided the activation energy of Al (Ea) as well as its hole capture

cross-section (sh). Ea = (176 ± 4) meV and sh = (1.0 ± 0.3)×10-15 cm-2 for both

layers were found. Other samples (3C9-3C12) also exhibited similar activation

energies, Ea = 160-210 meV. The obtained values of Ea fall within the (180-

220) meV range, reported by other studies [173,174].

6.3. Impact of Al acceptors to carrier diffusion coefficient

Carrier lifetimes (τR) and carrier diffusion coefficient (D) were measured using

LITG technique in the temperature range from 80 K to 800 K. The latter

parameters were determined by monitoring the LITG kinetics at Λ1 = 1.96 μm
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and Λ2 = 7.6 μm grating periods. Fig. 6.5 shows representative room

temperature kinetics measured at two very different excess carrier densities.

Fig. 6.5. Room temperature LITG kinetics for two grating periods and different
excitation levels (0.2 mJ/cm2 and  5  mJ/cm2), corresponding to ΔN0 = 0.7×1018

cm-3 and ΔN0 = 1.8×1019 cm-3, respectively. [After P29]

The LITG kinetics, displayed in Fig. 6.5, indicate that at low excitations

(ΔN0 <  [Al-]) the transient gratings (with t1 and t2 decay times) in both

samples are erased with similarly large decay time as in DT measurements. At

this excess carrier density all the generated holes are trapped at the Al- states,

so the decay of the transient gratings are predominantly due to thermal release

of trapped holes from the Al0 states, while the carrier diffusion coefficient has

negligible impact. At high excitations, when the Al- states are well saturated,

the LITG kinetics exhibit relatively fast and considerably different decay times

for different grating periods, which indicates a significant impact of free carrier

diffusion coefficient on the erasure of the transient gratings.

The determined values of D at various excitation levels are plotted in Fig.

6.6 for various sample temperatures. The dashed lines in the two plots are the

expected D(DNe,DNh) trends in a doped semiconductor, estimated according to

Eq. (1.21). The De values were evaluated from electron mobilities in similarly

compensated sample (~1018 cm-3 of Al) [76-78], where De= 2; 7.5 and 4 cm2/s

at 80; 300 and 800 K, respectively. The hole diffusivities Dh were determined

from experimental Da dependences: Dh= 0.9; 1.4 and 0.75 cm2/s at 80; 300 and

800 K in n-type and rather similar of 0.8; 1.5 and 0.85 cm2/s in p-type sample.
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Fig. 6.6. Excitation dependence of the diffusion coefficient in the two layers for
different temperatures. Lines are fits according to Eq. (6.6). The dashed lines at
300/800K represent the expected transition from the minority carrier diffusion to
the bipolar diffusion, given by Eq. (1.21), when impact of hole capture was
disregarded. [After P3,P4,P29]

It is seen that the measured D(DN) dependence at 800 K weakly varies

with excitation (Fig. 6.6), while the D obtained at lower temperatures strongly

drops at low excitations. The observed trend of D(ΔN0) at T ≤ 300 K was

attributed to the high compensation of Al dopants, resulting in hole traps (Al-)

that at low excitations disable the diffusion. For fitting of the measured

excitation dependences, in depth average carrier diffusion coefficient Dav in a

highly compensated semiconductor was calculated:

( ) ( )[ ] ( ) ( )
( ) ( ) ( ) ( ).Alexp

,exp,
0

0 zzNzNzN

dzzzzNzNDD

h

heaav

D+D=-D=D

-DD´= ò
a

aca
          (6.6)

Here DNe(z)  = n0 +  ΔN(z), DNh(z)  = p0 + cΔN(z). The factor c(z)  =

ΔNh(z)/ΔN(z) was introduced to take into account the generation of free holes

by thermal ionization of Al0 (equilibrium and photo-recharged). ΔN(z) and

ΔNh(z) were obtained from the numerical modeling of the dynamics of hole

and Al0 state densities (Eqs. (6.1), (6.2)). For example, at 800 K at low

excitations c = 0.75 and c = 0.6 were obtained for n- and p-type, respectively.

The data for the n-type layer were fitted using [Al-]= 0.75×1018 cm-3 and for

the p-type layer [Al-] = 1.3×1018 cm-3. The [Al-] values, determined from the

excitation dependence of D, are in good agreement with those determined from
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the DT data in both layers, as was shown above. Finally, Table 6.1 lists the

experimental and modeled parameters of the studied 3C-SiC samples.

Table 6.1. The determined material and aluminum-related parameters.

Sample [Al-]
×1018 (cm-3)

Ea, Al (meV) sh (Al-)
(cm2)RT

tR
 (ns)RT

th
  (ns)RT

n-type 0.72-0.75 172±4 (1.0±0.3)×10-15 1.5±0.5 0.08±0.02

p-type 1-1.3 180±4 (0.9±0.3)×10-15 0.38±0.1 0.19±0.04

6.4. Recharged boron acceptor dynamics in diamond

The DT kinetics in diamonds C1 and C2 were used to determine both neutral

boron and free carrier lifetime values (tB and tR), and absorption cross sections

(sB and seh) at various excitations and temperatures implying two photon

excitation. In the bulk excitation case, carriers were generated by a Gaussian

beam and DT decay was given by a modified relation taking into account the

recharged boron absorption:

( ) ( ) ( ) ( )[ ] ./exp/expDT 02 dtNNtNt RBehBBB ´--D+-= tsts                          (6.7)

Here excitation at 351 nm was used (hn3 =3.55 eV), DN02 =bI0
2/(2hn3) is

the generated electron-hole pair density, I0 is the excitation fluence in mJ/cm2,

and b=30 cm/J (as determined in section 3.4). The negatively charged boron

concentration NB, recharged by generated holes, equals to DN02, if the condition

NB >DN02 is satisfied. Neutral boron density decays with time tB. In the

opposite case, part of holes are free and recombine via nitrogen defect with

much shorter time, th ~ tR.

The FCA signal in some parts of the samples at zero delay was weaker

due to a fast initial decay (comparable to system time resolution ~5 ns) in more

defective regions. In C1 sample, the average lifetime tR in the central part

reached 480 ns, while on the edge sides it was of ~300 ns. On the other hand,

in C2 lifetime was ~240 ns (see Fig. 6.7) and weakly depended on lateral

position. At large delays (~20 ms) free carriers recombined and only recharged

boron determined the DT signal. DT value in C2 sample before excitation
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pulse indicates residual absorption because of very slow recovery of the

recharged boron, exceeding the interval between the laser pulses (0.1 s).
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Fig. 6.7. DT decay curves in central parts of the samples C1 (a) and C2 (b). [After
P22]

The slow recovery time of recharged boron is shown in Fig. 6.8a. It is

observed that the decay becomes much faster with temperature increase. At

low temperatures (T <150 K) the decay is slow (about ~500 s in the

beginning). In this case the decay is probably dominated by DAP

recombination and partly by nonradiative processes. At higher temperatures,

boron activates and decay becomes faster, as the thermally generated holes can

be easily captured by nitrogen and recombine on it nonradiatively. Therefore

the decay shortening can be ascribed to thermal activation of holes and their

recombination on nitrogen with t300K =0.4 s nonradiative time, which coincides

with the hole thermal generation time according Eq. (6.3): tth =

exp(EB0/kBT)/(Nvvth hs0) ≈ 0.3 s. Here density of states in valence band is Nvd =

2´1019 cm-3, hole thermal speed is vth h = 1.0×107 cm/s, and s0 = 3-4´10-20 cm2

is the hole capture cross section to ground state of boron [175].

The blue DAP (peak at 2.5 eV) was observed by PL not to change

strongly in intensity up to 800 K. Therefore the observed activation of slow

decay (Fig. 6.8b) is probably dominated by nonradiative recombination rate

and DAP recombination efficiency should be lower than unity.
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Fig. 6.8. Photoneutralized boron recovery decays (a) and their activation energy
(b) in C2 sample. [P22]

It was observed that PL emission saturated with boron trap saturation.

This again indicates that free hole to nitrogen transitions are nonradiative, as

nitrogen is a nonradiative recombination center [67]. Therefore boron is

needed to observe DAP luminescence.
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Fig. 6.9. Determination of boron absorption cross section (a) and planar
distribution of boron concentration (b) in  C1 and C2 samples. [P22]

The boron density was determined varying excitation fluence and

applying Eq. (6.7) for approximation of the DT signal in Fig. 6.9a (here,

higher temperature was used to avoid accumulation of the slow decay). Clear

saturation of boron centers at high photo-excitations was observed, while at

low excitations the Eq. (6.7) provided boron absorption cross section at 1064
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nm, sB =(3.3±0.5)´10-17 cm2, being approximately 4 times larger than seh.

The determined value is close to literature data, sB (for 0.7 eV) =2.3´10-17

cm2 for a sample with 4.4´1018 cm-3 boron concentration [176]. Probe

quantum energy is higher in this work, thus the sB value is larger. The

saturated DT signal did not change (within error bar) with temperature,

indicating that sB is temperature independent (as boron is a deep impurity

[30]). Using the determined sB, the boron lateral distribution in the samples

was calculated (Fig. 6.9b). The sample C1 exhibited an order of magnitude

lower boron density than the C2 in its central part, thus blue PL intensity was

lower. Due to high concentration and more homogeneously distributed B

impurity in the sample C2, it revealed the strong luminescence (while in C1,

the emission was strong only at its B-rich edges). Therefore, the

inhomogeneous distribution of boron impurity can be scanned using the

below- bandgap excitation.

6.5. Short  summary

1. Photoelectrical parameters were evaluated in compensated n-type and p-

type 3C-SiC layers and “nitrogen-free” HPHT diamonds by a method

based on a complete photo-recharge of an acceptor impurity and

monitoring of its recovery to the initial charge state.

2. The method provided activation energy of acceptor-type impurities (~200

meV for aluminum in 3C-SiC and 340 meV for boron in diamond) and

their concentrations (~1016-1018 cm-3 and ~1014-1016 cm-3, respectively).

3. The DT signal at low fluences provided the photoionization cross-section

of Al0 and B0 at 1064 nm, which values were found to be about 4 times

higher than that of free electron-hole pairs.

4. In a diamond plate, planar scanning of photoneutralized boron absorption

provided strongly inhomogeneous spatial variation of B density.

Correlation between boron density and its related DAP intensity was

proved.
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Concluding summary
1. Precise control of photogenerated carrier density was achieved by (i)

measuring temperature dependent interband absorption coefficients by

novel diffraction based technique and (ii) determining two-photon

absorption coefficients from the calibrated value of diffraction efficiency.

Surface, bulk and nonlinear recombination rates were separated

combining time-resolved DR, DT, LITG and TRPL measurements and

numerical modeling.

2. The increase of indirect interband absorption coefficient with temperature

in SiC and diamond was approximated using ~60 meV and 160 meV

phonon energies and the temperature dependent decrease of bandgaps.

Two photon absorption coefficients were found temperature independent

and weakly dependent on polarization in GaN.

3. Temperature dependences of free carrier absorption cross section, seh,

were explained by different carrier scattering by phonons in virtual level.

The polarization dependence of seh in GaN was rather strong (s^/s|| =

6.5) at 1053 nm probe wavelength due to the valence band anisotropy,

while at 527 nm wavelength the cross section was isotropic and related to

electron transitions between the lower and upper conduction bands.

4. Decreasing with excitation ambipolar diffusion coefficient in SiC and GaN

is governed by bandgap renormalization at low excitations, while its

increase at high carrier densities is determined by carrier plasma

degeneracy and screening of carrier-phonon interaction.

5. Strong dependence of carrier diffusion coefficient on nonequilibrium

carrier density in diamond was explained by formation of excitons,

biexcitons, electron-hole droplets, having lower diffusion coefficient due

to higher mass. Additional contribution of electron-hole scattering and

exciton-exciton scattering leads to strong decrease of D at 300 K. At very

high excitations carrier degeneracy, Coulomb interaction screening and

exciton ionization takes place, leading to increase of diffusion coefficient.
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6. Bulk carrier lifetime in SiC, mono- and poly-crystalline diamonds is

determined by point defects, while in thin GaN layers it is limited by

diffusive carrier flow to grain boundaries as confirmed by carrier lifetime

microscopy measurements and inverse correlation of lifetime and diffusion

coefficient temperature dependences.

7. Saturation of radiative recombination rate in GaN and low light extraction

efficiency indicated that the calculated radiative lifetime is by order of

magnitude larger than the measured nonradiative one. On the other hand,

radiative recombination coefficient in 3C-SiC was determined to be

carrier density independent and well agreed with theoretical calculations.

8. Nonradiative nonlinear recombination in SiC is dominated by phonon

assisted Auger process, being Coulombically enhanced at low carrier

densities and screened at high ones. The unscreened Auger coefficient

was almost temperature independent in 4H-SiC.

9. In diamonds, strong decrease of lifetime in T <300 K and T >300 K wings

was observed. At low temperatures, it was caused by Auger

recombination in exciton, biexciton and electron-hole droplets (with 1.5

ns lifetime). At high temperatures, the decrease of lifetime was explained

by trap assisted Auger process (with 560 meV threshold).

10. Compensating acceptor density in cubic SiC and diamond was

determined using full recharge of acceptors under interband excitation.

Concentrations of aluminum [Al-] ~1016-1018 cm-3 and of boron [B-]

~1014-1016 cm-3 were determined for 3C-SiC and diamond, respectively.

Temperature dependence of recharged trap relaxation provided the trap

activation energies (200 and 340 meV for 3C-SiC and diamond,

respectively). Four times higher ionization cross sections for acceptors

were determined in comparison to free carrier absorption cross sections.

Much lower carrier diffusion coefficient at excess carrier density below

acceptor concentration was explained by impact of internal space charge

field between the immobile recharged acceptors and electrons.
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