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Introduction 
 

The history of lasers started on the 16th of May 1960 [1] when Theodore Maiman 

made the first laser operating by shining a high-power flash lamp on a ruby rod 

with silver-coated surfaces. A few years later in 1963 Paul D. Maker et al. [2] 

reported on the first laser induced damage to transparent dielectrics and the 

production of plasma spark in the air by focusing a pulsed ruby laser beam. These 

two revolutionary discoveries: laser and laser-induced damage opened up the vast new 

fields of science and technology. And up to now the research in all aspects of 

laser-induced damage is an active and vital area of material science. Especially 

important subjects of research and debates are the fundamental mechanisms of 

LIDT.  

Interest in laser-matter interaction remains growing due to very broad area of its 

applications which further stimulate the development of high power lasers. Since 

the late sixties every ten years the number of scientific publications in the field of 

laser damage almost doubles (Fig. 1). It is obvious that every laser technology is 

related to the operating laser and the performance of the laser is limited by its 

parts. The most important part of the laser is an optical system consisting of many 

coated elements. Some of them are critical with respect to light intensity. Since the 

system is limited by its weakest component further development of laser 

technology is closely related to 

the optical coating technology. 

It is impossible to increase the 

power and brightness of laser 

radiation without improvement 

of critical components and their 

optical coatings. Therefore, 

there is demand for high quality 

optical coatings with highest 

available optical resistance. Low 

absorption and scattering, high 
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laser-induced damage threshold, good stability and uniformity of the spectral 

parameters are the requirements for optical components in high power laser 

applications. In many cases the optical coatings are the most limiting among 

almost all above mentioned parameters.  

Optical coatings are thin-film dielectric layers with thickness comparable to the 

wavelength of the light. Thin-films can significantly enhance the performance of 

the optical systems. By controlling the refractive indices, thickness, and order 

sequence of thin films one can transform substrates such as glass and silicon into 

optical components such as mirrors, filters, and beam splitters. Nowadays optical 

coatings are used in nearly every optical device and create a very important part of 

laser cavities as well as other parts of laser systems.  

The fastest development in recent years was observed in the field of femtosecond 

laser technology. It was shown that mechanisms of optical resistance for 

ultrashort pulses are different in comparison with nanosecond pulses [3]. 

However, there are some open questions in understanding of laser damage 

phenomena. Firstly, the influence of unstable laser radiation on the results of 

standard damage threshold test procedure is not clear. Secondly, the role of 

multiphoton ionization in the process of damage initiation is not evident. There is 

no experimental evidence of multiphoton absorption based damage mechanism in 

dielectric coatings for femtosecond pulses. Moreover, there are some doubts 

whether the manipulation of standing wave of electric field intensity being able to 

increase the optical resistance of thin films is valid for ultrashort pulses. And 

finally the roles of the specimen surface roughness before deposition and the 

effect of coating densification are not observed for IR femtosecond pulses. 

Therefore, all the experimental and theoretical investigations of present study are 

directed towards deeper understanding of these questions.  
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Statements to defend: 

 

1. The testing of optical resistance in optical surfaces containing absorbing 

damage precursors by spatially and energetically fluctuating laser radiation leads to 

the apparently accumulative damage statistics. The S-on-1 damage probability 

increases due to the instabilities and, therefore, the damage threshold will be 

underestimated. 

 

2. The multiphoton absorption is responsible for stepwise transition in damage 

threshold of dielectric wide band-gap optical coatings when changing the 

wavelength of near infrared and visible femtosecond pulses.  

 

3. The roughness of typical substrates before the deposition process does not 

influence the optical resistance of the deposited ZrO2/SiO2 HR coatings 

evaporated by the e-beam and IAD techniques until the characteristic roughness 

of the coatings exceeds the roughness of substrate. 

 

4. The densification of the growing coating layers by the additional bombardment 

with accelerated up to ~150 eV Ar+ ions does not influence the optical resistance 

of HR ZrO2/SiO2 coatings evaporated by the e-beam technology to femtosecond 

laser pulses. 

 

5. The suppression of standing wave electric field intensity maxima towards the 

higher damage threshold layers inside the high reflectivity dielectric mirror layers 

leads to the increase of optical resistance in the femtosecond range of laser 

radiation.  
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Practical value and novelty 

 

The impact of spatial and energetic laser fluctuations is related to the S-on-1 

damage probability. The new concept of statistical accumulation is proposed and 

explained. This knowledge improves the understanding in the nature of 

accumulation phenomena and helps to avoid measurement errors. Secondly, the 

quantized behavior of multiphoton absorption is observed experimentally and 

theoretically for dielectric optical coatings. This for the first time experimentally 

confirms previous theoretical assumptions made in a number of studies. This 

elucidated damage mechanism will also be useful for optical engineers designing 

high power optical systems operating in a wide range of wavelengths. 

Furthermore, the results are useful in the selection of the materials for highly 

resistant optics. The absence of roughness and coating densification influence to 

the damage threshold in femtosecond domain suggests that even cheaper 

polishing and evaporation technologies may be selected for manufacturing 

process. Finally, the interference effects may be used to improve the optical 

resistance of high reflection coatings in femtosecond range.   

 

Thesis is structured as follows: 

 

The chapters that comprise part 1 are a short introduction to the pertinent 

literature describing coating techniques, materials deposition methods as well as 

description of the in house built LIDT test set-up. A general definition of laser-

induced damage threshold (LIDT) and the basic measurement techniques are also 

described. In part 2 the analysis of currently existing S-on-1 LIDT test standard 

procedure is made by considering unstable multi-pulse laser radiation and its 

influence to the test results. The approach of investigation is the numerical 

modeling of the test procedure which leads to pseudo-accumulation phenomena in 

wide ban-gap materials containing absorbing defects. The results of numerical 

simulations are compared to the experimental data.  Part 3 is dedicated to the 

studies of multiphoton absorption influence to the optical resistance of dielectric 
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coated optics. The measurements of optical resistance using tunable wavelength 

source (optical parametric oscillator) were performed.  In part 4 the influence of 

substrate properties and deposition process parameters such as substrate 

roughness on the laser-induced damage threshold are investigated experimentally. 

The samples were characterized by atomic force microscopy and X-ray diffraction 

before and after the coating deposition process. Later the coated samples were 

LIDT tested by fs pulses and compared. Finally, the effect of standing wave 

electric field intensity inside the coating layers is investigated in part 5. The design 

of dielectric coatings was modified in order to shift the peak intensity position of 

the standing wave towards lower refractive index material having higher damage 

threshold. The experimental coatings were LIDT tested by fs pulses.   

 

Contributions 

 

The author of the thesis designed and conducted the practical part of the study. 

His contributions and responsibilities consist of: 

 

− preparation of methodology related to performed experiments; 

− prediction and numerical modeling of the pseudo-accumulation effect; 

− main part of development and automation of LIDT test bench; 

− conduction of optical resistance measurements; 

− visualization, interpretation, and publication of the experimental results. 

 

Most other ideas and details, and the implementation and the experiments were 

developed jointly as a team, and it is not possible to give a full account of all of 

the differences in the contributions of the team members. The main coauthors of 

the work described in this thesis were Prof. V. Sirutkaitis, Dr. Marco Jupé, 

G. Abromavičius, Dr. R. Buzelis, D. Mikšys and J. Mirauskas.   
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tasks as well as in interpretation and presentation of obtained results. 

 

Dr. Marco Jupé helped in understanding of basic principles of laser induced 
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multiphoton absorption for single layer dielectric coatings. He also made 

computer simulations and participated in experiments which are described in 

chapter 3.   

 

Giedrius Abromavičius and Dr. Rytis Buzelis were primarily responsible for the 

evaporation, AFM and spectral characterization and of experimental coatings, 

which are described in chapters 4 and 5. They also participated in interpretation 

of those results.  
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Professor Algis Petras Piskarskas and Doctor Detlev Ristau should also be credited 

for valuable discussions related to concepts of optical resistance testing. 
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1. Literature review and experimental set-up 
1.1. Dielectric coating technology 
1.1.1. Electromagnetic waves and Gaussian beams 
 

All electromagnetic phenomena, including the strength of electric field E and 

magnetic field B and light polarization, can be described in terms of Maxwell’s 

equations [4]:  

0ε
ρ=∇E ,       (1.1.1.1) 

0=∇B ,       (1.1.1.2) 

t∂
∂−=×∇ B

E ,       (1.1.1.3) 










∂
∂−=×∇

t

E
JB 00 εµ .     (1.1.1.4) 

where µ0 � and ε0 are the permeability and permittivity of vacuum; ρ and J – the 

charge and current densities, respectively. The electric and magnetic fields appear 

coupled in Maxwell’s equations. It is possible to de-couple them. The decoupling 

process brings out some of the most exciting aspects of electromagnetism. For a 

homogeneous medium, except at its boundaries, (1.1.1.1) reduces to:  

 

0=∇E .       (1.1.1.5) 

  

This result suggests that a linear homogeneous medium, having no free charge 

inside, cannot sustain any bound charge except (may be) at its boundaries. With 

(1.1.1.5), the E×∇×∇  simplifies to: 

 

( ) EEEE 22 −∇=∇−∇∇=×∇×∇ .     (1.1.1.6)  

 

Taking curl of (1.1.1.3), interchanging ∇  and t∂∂ /  operations on the right-hand 

side and combining it with (1.1.1.4) leads to the well-known wave equation: 

0
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E
-E µε .      (1.1.1.7) 
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In a similar manner, we can obtain: 

0
2

2
2 =

∂
∂∇

t

B
-B µε .      (1.1.1.8) 

Despite of this apparent separation, the electric field E and magnetic field B of an 

electromagnetic wave remain dependent on each other through Maxwell’s 

equations. Wave equations (1.1.1.7) and (1.1.1.8) describe wave motion in a 

variety of situations. We can interpret (1.1.1.7) and (1.1.1.8) describe the 

propagation of the electric and magnetic fields or more appropriately, the 

propagation of the electromagnetic waves. Electromagnetic waves including the 

light waves can propagate in absolutely empty space. They do not require matter 

to facilitate propagation. The periodically varying electric and magnetic fields 

associated with an electromagnetic wave sustain each other. A comparison of the 

wave equation with its counterpart for mechanical waves suggests that the 

product εµ must represent the inverse of the electromagnetic wave propagation 

speed square. The general plane wave solution of equation (1.1.1.7) is written in 

the form:  

( ) ( ) ( )tjetEt r,r,r,E φ
0=       (1.1.1.9) 

  

or in particularly useful form of the harmonic plane wave: 

 

( ) ( ) ( )00 cos ϕω +−= ttEt krr,r,E     (1.1.1.10) 

 

 where E0(r, t) and ϕ(r, t) = kr - ωt + ϕ0 are the amplitude and the phase of the 

wave, respectively. The plane wave is characterized by the phase ϕ(r, t) which 

remains constant at any given time in a plane perpendicular to its direction of 

propagation. The phase ϕ(r, t) = kr - ωt + ϕ0 satisfies this condition since the dot 

product k⋅⋅⋅⋅r remains constant (=k⋅r0) as the tip of the position vector r moves 

over a given plane perpendicular to the direction of propagation k; r0 is 

component of r in the direction of k.  
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The amplitude E0 of the plane wave does not depend on the position vector r and 

time t. Intensity of the electromagnetic wave is a time average of the amount of 

energy that flows per unit time through unit area perpendicular to the energy flow 

[5]. The intensity is thus related to time average of Pointing vector, 

( ) µ/BES ×= . For the plane wave E and B are perpendicular to each other and 

B=E/cn, where 
εµ
1

cn = is velocity of light in the medium. Thus for the intensity 

we obtain: 

2
00

2
n

n

2

2

1
cnEEc

c

E
I εε

µ
≈=== S              (1.1.1.11) 

 

where c is the velocity of light in vacuum, n is the refractive index of a medium 

and ε0 is vacuum permittivity. (1.1.1.11) can be written as follows: 
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I ==                                    (1.1.1.12) 
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Fig. 1.1.1.1 Progressive cosine wave  ( ) ( ) ( )00 cos ϕω +−= ttEt krr,r,E  at t = 0. 
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where Z is medium impedance, and Z0 impedance is the vacuum: Ω== 377
ε
µ

Z . 

In the case of plane monochromatic electromagnetic wave 

( )
0

2
02

0

2
0

2
cos

Z

nE
t

Z

n

Z

nE
I =−== krω           (1.1.1.13) 

If I = 100 W/m2, from (1.1.1.13) we obtain (n = 1): 

V/m 6,274020 == IZE                     (1.1.1.14) 

Time averaged energy density ρ of harmonic electromagnetic wave is: 

22

2

1

2

1
HE µερ +=                          (1.1.1.15) 

For the plane electromagnetic wave (1.1.1.15) becomes: 
2Eερ =        (1.1.1.16) 

For I = 100 W/m2 from we obtain: 

3J/m 3,3==
c

nIρ                           (1.1.1.17) 

However, it is very common to refer to the fluency as to the energy density 

(expressed in J/cm2) in the scientific and industrial community dealing with 

pulsed lasers. The definition of laser fluency in real application will be introduced 

below. Plane wave approximation is useful for the modeling of many linear 

reflectance properties. Although plane waves exist only in theory, the beams 

generated in real lasers have a lot of properties similar to those obtained for plane 

waves.  Beam of light is similar to the plane electromagnetic wave, but its energy 

is localized in time and space. The most common beams are Gaussian beams. 

Optical engineers and researchers working on optics deal with laser beams and 

optical systems as usual tools in their specific areas. In general, propagation of 

laser beam is a 3D problem (two transversal dimensions x, y, and one axial 

dimension z), however the Gaussian beam or TEM00 mode has axial symmetry 

and 2D analysis is sufficient. The amplitude distribution of a Gaussian laser beam 

can be written as [6]: 

( ) ( )[ ]( )
( ) ( ) ( )
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This expression describes the behavior of the laser beam amplitude as a function 

of the transversal coordinate x and the axial coordinate z. k = 2π/λ is the wave 

number, where λ is the wavelength of the propagating beam in a material. 

Function ω(z) describes beam radius evolution along the propagation direction 

which is defined at the 1/e in electric field amplitude, or 1/e2 in irradiance level 

with respect to the amplitude on the propagation axis [7-10]: 

 

( )
2

2
0

0 1 







+=

πω
λωω z

z .        (1.1.1.19) 

Function  

( )






















+=

22
01

λ
πω
z

zzR

      (1.1.1.20) 

is known as the radius of curvature of a wave-front of the Gaussian beam, and  

( ) 







= −
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0

1tan
πω
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z

      (1.1.1.21) 

is known as the Guoy phase shift. In the case of pulsed Gaussian beams the 

electric field intensity (1.1.1.18) is multiplied by term 







−

2

2

2ln4exp
τ
t  [11], where 

τ is pulse duration (FWHM). As defined in [12, 13] the maximum energy density 

Hmax of the pulsed Gaussian beam is given: 

effA

Q
H =max        (1.1.1.22) 

The maximum power density Pmax is defined as: 

τ
max

max

H
P =        (1.1.1.23) 

where Q is the total energy of the Gaussian pulse, and Aeff is: 

( )
2

2 z
Aeff

πω=        (1.1.1.24) 
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1.1.2. Reflection at boundary of dielectrics and Fresnel formulas 
 

In order to understand the reflection and transmission properties of multilayer 

coatings, single optical interface properties should be discussed. It is well known 

that the reflection angle β is equal to the angle of incidence α (Fig. 1.1.2.1) and 

the relationship between the angles of incidence α and refraction γ  is described 

by Snell's law: 

n1sin(α) = n2sin(γ)        (1.1.2.1) 

 

However, this relation does not speak about amplitudes of the reflected and 

transmitted waves. Consider two homogenous and isotropic media which both 

are of zero conductivity and consequently perfectly transparent; their magnetic 

permeabilities in fact will not differ from unity µ1 = µ2 = 1 [14]. Let us consider 

complex electric vector with amplitude E = a⊥ + a|| that can be resolved into 

components parallel a|| (denoted by subscript ║) and perpendicular a⊥ (denoted by 

subscript ⊥) to the plane of incidence (Fig. 1.1.2.1 A and B).   

 

 
 

Boundary conditions [14, 15] require the tangential component of E and H 

vectors to be continuous across the boundary. Similar conditions are 

Fig. 1.1.2.1. Reflected and transmitted of electromagnetic waves at a boundary of different refractive 
indices. A – electric field vector is perpendicular to the plane of incidence and reflection                      
(S-polarization); B – electric field vector is parallel to the same plane (P-polarization). 
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automatically fulfilled for normal components. Using boundary conditions and 

Maxwell’s relation εµ=n  we can obtain the components ⊥ and ║ of the 

reflected r and transmitted t waves in terms of those of the incident wave a: 
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Equations (1.1.2.2 – 1.1.2.5) constitute the Fresnel relations. An important fact is 

that whenever light reflects of a surface of higher index of refraction n1<n2, a 

180° phase shift in the wave is introduced. For example, light in air reflecting of 

just about anything (glass, water, oil, etc.) will undergo a 180° phase shift. On the 

other hand, when the first medium n1 is oil, which has a higher n than the second 

medium (i.e. water) n1>n2, the reflected wave will have no phase shift. Note that a 

shift by 180° is equivalent to the wave traveling a distance of half a wavelength.  

The formulas (1.1.2.2 – 1.1.2.5) are derived for components of the reflected and 

transmitted waves in terms of electric field. In practice, the reflectance R and 

transmittance T, which refer to the division of the incident irradiance into the 

reflected and transmitted irradiances [4], are of fundamental significance. In the 

absence of absorption and scattering losses at the interface between two media, 

the relation 

R + T = 1                     (1.1.2.6) 

must be held for reasons of energy conservation. Transmitted and reflected part 

of the incident energy which crosses the unit interface area per unit time is 

proportional to the square of electric field: 
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1.1.3. Interference in thin-film coatings  
 

The optical properties of thin dielectric films arise from interference and 

reflection. There are many examples in nature of the surfaces which reflect due to 

step-like modulation of their refractive index. Probably the simplest one is thin oil 

layer floating on the water. Because of superposition and interference of reflected 

waves thin film coated surfaces appear to have various colors when illuminated by 

white light. Consider two reflected parallel traveling plane electromagnetic waves 

in (Fig. 1.1.3.1):  light from the air reflecting of the top surface r1 and light 

traveling from the air, through oil, reflecting off the bottom surface, traveling 

back through oil and out into the air again 2
'
11 rtt .  

 Fig. 1.1.3.1. Multiple reflections in thin oil layer on the water [16]. 
 

The resultant reflected wave r is a superposition of two interfering light waves r1 

and 2
'
11 rtt  reflected from the top surface (oil/air) and from the bottom surface 

(water/oil) respectively: 
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where                       
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are the amplitude and  phase of the resulting wave r respectively. Note that the 

frequency in the reflected wave is the same as in the incident wave but the 

wavelength in a medium depends on the index of refraction. Wavelength in a 

medium with refractive index n is related to the wavelength in vacuum (which 

differs negligibly from the wavelength in air) by: 

 

n
vacuum

medium

λλ =            (1.1.3.4) 

 

These are the main reasons why thin films, such as thin oil layer, can change the 

reflection properties of the surface, i.e., water surface. The same principle can be 

applied in order to manufacture optics well suited for laser applications, artificially 

reproducing nature’s discovery. As described below various physical vapor 

deposition (PVD) processes can be applied to release a material from a source and 

transfer to substrate, forming a thin film or coating. Evaporated dielectric films 

are an essential part of the resonator optics. Typical lasers require highly reflective 

and partially reflective mirrors as well as many antireflection coatings on the gain 

media, Q-switch crystals, windows, lenses and etc. [17].  

 

1.1.3.1. Single layer AR coating 
 

High or low reflection coefficient can be obtained from a stack of quarter-wave 

dielectric layers of alternate high (H) and low (L) refractive index. The simplest 

dielectric coating is single layer antireflection (AR) coating [15, 17] which consist 

of a single quarter-wave optical thickness (QWOT) film. The reflectivity of a 
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single dielectric layer of index n1, which has an optical thickness of λ/4, is, at 

normal incidence, 
2

2
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2
12
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R                                   (1.1.3.1.1) 

 

where n2 is the refractive index of the substrate. Zero reflection is achieved when  

 

21  nn =                                             (1.1.3.1.2) 

 
 Table 1.1.3.1.1. Some of the dielectric compounds used for evaporation of dielectric layers [18] 
 

 
Many different materials are used for the construction of optical multilayer 

coatings. However, when using conventional deposition techniques there are not 

too many possibilities to tune the refractive index of the material except the case 

when evaporating materials are mixed during the process. The choice of refractive 

indices was limited by the set of existing dielectric materials [19]. The list of 

mostly used dielectric coating materials used for the deposition of non-absorbing 

layers in ultraviolet, visible, and infrared spectral range is given [18] in 

Table 1.1.3.1.1. Given approximate refractive indices are estimated at the 

Chemical 

formula 

Material Melting point, °C Approximate 

refractive 

index 

TiO2 Titanium dioxide (titania) 1640 - 1850 2.45 

Ta2O5 Tantalum pentoxide (tantala) 1870 2.10 

Nb2O5 Niobium pentoxide 1520 2.20 

ZrO2 Zirconium dioxide (zirconia) 2677 2.10 

HfO2 Hafnium dioxide (hafnia) 2812 1.98 

Al2O3 Sapphire 2030 1.60 

SiO2 Quartz (silica) 1830 1.48 

MgO Magnesium oxide 2800 1.72 

MgF2 Magnesium fluoride 1261 1.38 
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midpoints of the material transparency range. The lowest refractive index 

available as stable film is MgF2 with n1 = 1.38, a value which results in a perfect 

antireflection coating for a substrate with n2 = 1.90. For n2 = 1.80, 1.70, and 1.5 

the residual reflectance from a λ/4 MgF2 coating is ≈ 0.1, 0.3, and 1.4%, 

respectively. MgF2 is an excellent match for very popular Nd:YAG crystals. In 

cases of reflection from a single-layer antireflection coating being too high, two or 

more dielectric layers must be applied.  

 

1.1.3.2. Two layer AR coating 
 

A substrate of two layers [17] with index values of n1 and n2 having optical 

thickness of λ/4 will have a total reflectance of 

 
2

3
2
1

2
2

3
2
1

2
2










+
−=

nnn

nnn
R                                   (1.1.3.2.1) 

 

where n3 is the refractive index of the substrate. Zero reflection can be obtained if 

(n2/n1)
2 = n3. If coating materials with the proper ratio n2/n1 are not available for a 

particular substrate, thicknesses which deviate from λ/4 must be used to achieve 

zero reflection from glass. Region of low reflectance for this type of coating is 

rather small, so this kind coating is sometimes also called V-coating. A very hard 

and durable two-layer coating frequently employed on glass substrates is the 

system ZrO2 and MgF2. 

 

1.1.3.3. HR coating 
 

High reflectivity, multilayer dielectric films (Fig. 1.1.3.3.1) can be tailored for 

specific reflectance versus wavelength characteristics by the appropriate choice of 

the number of layers, layer thickness, and the index of refraction of materials. The 

simplest design of a multilayer coating is a stack of alternating films of equal 

optical thickness, corresponding to λ/4, but of two different refractive indices. It 
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is the most efficient way to start and end with a high-index layer so that the 

structure will have an odd number of layers. We obtain 
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where n1 is for the high-index material, n2 is for the low-index material, and l is 

the odd number of λ/4 films. 

 

 
Fig. 1.1.3.3.1. High reflectivity, multilayer dielectric mirror - a stack of alternating low (nL) and high (nH) 

refractive index films of equal optical thickness, corresponding to λ/4 [16]. 
 

 

1.1.4. Matrix formalism and standing wave inside the layer 
 

The analytical modeling of HR, AR and more advanced coatings for laser 

applications is based on the matrix formalism which is derived from classical 

Fresnel reflection and transmission (1.1.2.2 – 1.1.2.5) formulas at the boundary. 

Electromagnetic field is described in terms of transfer function. In the case of 

single layer the matrix can be constructed [16, 20] which transfers field 

components at the entrance of coating to distance di just before the second 

boundary of thin layer. Consider the plane wave described in equation (1.1.1.9) 

incident upon the thin film of physical thickness di. At the first interface 

(Fig. 1.1.3.1.), a part of this plane wave is directly reflected with an amplitude of 

A0=E0r1, which can be calculated using the reflection coefficient r1 given by the 

Fresnel formulas depending on polarization in equation (1.1.2.4) or (1.1.2.5). 
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nH 
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Then the additional phase shift produced by optical path of the traveling wave 

(from the front to rear interface and back) must be taken into account:  

 

( )
λ

γπδ iii
i

dn cos2= ;                                                (1.1.4.1) 

 

which is dependant on the thickness di of the layer, the refractive index ni and 

angle of incidence αi which is related to γi by Snellius law in equation (1.1.2.1).  

Following the wave reflected the first time inside the layer, a further phase shift 

for the path from the rear side to the front side has to be taken into account. This 

partial wave is then transmitted by the front surface resulting in amplitude A1 of 

the first order wave (k = 1) leaving the layer: 

 

( )δ2exp02
'
111 jErttA −= ;                                          (1.1.4.2) 

 

where t1´ is the Fresnel transmission coefficient defined by equations (1.1.2.2) or 

(1.1.1.3) for the amplitude of the wave passing the first boundary of the layer. By 

following the wave further through the layer, amplitudes of each partial wave of 

the order k can be determined as: 
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It is obvious that the contributions of the partial waves follow the rule of the 

geometric expansion, and therefore, the total amplitude of the wave reflected by 

the layer, which is the sum of the amplitudes of partial waves, can be expressed in 

closed form: 
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The reflection coefficient rs of a single layer is given by the ratio between the total 

amplitude of the reflected wave and the amplitude of the incoming wave: 
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In this equation, the coefficients r1´ and t1´ have been replaced by using the 

relations: 
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However, considering an enormously increasing number of partial beams, the 

resulting equations become extremely complicated for multilayer structures. 

Therefore, a matrix formalism, which can be deduced from the boundary 

conditions of the electric and magnetic field at the interfaces, is usually employed 

for calculation of thin film systems. The major advantage of this approach is the 

representation of each layer by a single matrix Mi containing all specific 

parameters of the film. The matrix Mi of a thin film at the position i within layer 

system relates the electric (Ei-1) and magnetic (Hi-1) field strength at the front face 

to the field strength values (Ei and Hi) at the rear face of the layer: 
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By considering boundary conditions for the field strengths at the interfaces the 

matrix components of (1.1.4.7) can be determined. On the basis of the matrix 

formalism, the transfer function of a layer system can be simply calculated by a 

multiplication of matrices Mi representing the constituent single layers. Thus the 

transfer matrix Mstack of a stack, which is formed by a number of K single layers 

with layer 1 located at the first interface in respect to the incoming wave, is given 

by: 

Kiii MMMMMMM ⋅⋅⋅⋅⋅⋅⋅= + ...... 1321 .                        (1.1.4.8) 
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For calculations of reflection coefficient rSK of entire arrangement including the 

substrate (index of refraction nT) and the ambient medium (index of 

refraction n0), again the ratios of the amplitudes have to be considered: 
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By artificially introducing negligibly thin layer of the same refractive index into the 

selected depth of the interest it is possible to obtain electric fields at any arbitrary 

depth z from the surface of stratified films. The electric field distributions of 

standing waves [21] in a single layer AR and standard HR stack coatings are 

shown in (Fig. 1.1.4.1). The intensity inside the multilayer coating can reach up to 

four times higher values than that of incident traveling wave because of the 

standing waves. This effect can drastically decrease the LIDT of the coating 

compared with bare substrate and is known as the standing wave effect. 

Computation of the electric field intensity (EFI) can yield valuable information 

about the performance of thin film coatings. In general, coating designers want to 

minimize laser damage by reducing EFI inside the more absorbing or less 

optically resistant layers.  
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Fig. 1.1.4.1 The computation of the electric field intensity (EFI):  A – QWOT stack HR coating 
and B – two layer AR coating. 
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1.1.5. Coating deposition techniques  
 

Thin-film technologies are essential for laser manufacturers because of the fact 

that optical coatings may significantly enhance the performance of optical 

systems. Production of optical coatings started in the 1940s by using boat 

evaporation [20, 22]. By controlling the type, number, thickness, and sequence of 

thin films, one can transform substrates such as glass or silicon into optical 

components such as mirrors, filters, and beam splitters. However, the optical 

resistance and other properties of multilayer coatings strongly depend on the 

materials used in the deposition process as well as on the surface quality of the 

substrate. Many deposition processes known as Physical Vapor Deposition (PVD) 

releasing a material from a source and transferring it to a substrate are used. The 

following chapters shortly introduce five commonly used optical interference 

dielectric coating production techniques which are of the major importance for 

laser technology: electron-beam deposition (e-beam), ion-assisted deposition 

(IAD), ion-beam sputtering (IBS) and magnetron sputtering (MS), sol-gel method 

(Sol-gel). However, all these sections are, of necessity, just summaries of the 

subject.   

 

1.1.5.1. E-beam coating process 
 

In conventional electron beam 

evaporation method also know as the e-

beam evaporation, a block of the material 

(source) to be deposited is heated by the 

electron beam to the point where it starts 

boiling and evaporating. Then it is 

possible to condense it on the substrate. 

This process takes place inside a vacuum 

chamber, enabling the molecules to 

evaporate freely and condense on all 

surfaces. e-beam method is typically [18] a 

 

Fig. 1.1.5.1.1. E-beam coating plant. 
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low-energy process (particle energy is ~0.1 eV) and the resulting films frequently 

have a porous structure. The porosity may vary with the material, substrate 

temperature, residual pressure in the deposition chamber, deposition rate, and 

angle of incidence of vapor on the substrate. Typically the porosity values are in 

range from 0 to 40 percent. On exposure to the atmosphere, some of the voids in 

the film may absorb water vapor. This increases the effective refractive index of 

the films and results in shift of spectral features of the multilayer towards longer 

wavelengths. Multi-layer coatings can be deposited in one duty cycle. 

 

1.1.5.2. IAD coating process 
 

The microstructure of films can be 

significantly affected by bombarding the 

substrate during deposition with energetic 

ions from an auxiliary ion beam source 

[23-32]. The additional energy (from 50 to 

300 eV) results in denser films. Hence, the 

coatings produced by ion - assisted 

deposition have higher refractive indices 

and exhibit less ageing on exposure to the 

atmosphere. The ion plating process can 

result in even denser coatings. In this high deposition rate process the starting 

material must be a good conductor and is usually a metal. Argon and a reactive 

gas species are introduced into the chamber and are ionized together with the 

evaporant. Ions are then accelerated to the substrate with energies of order 10 to 

300 eV. Transparent films with near bulk-like densities and low temperature 

variation of refractive index can be obtained by this process. For most materials, 

layers are glasslike and interfaces remain smooth. This results in lower scattering 

values of growing films. Conventionally evaporated thin films can be under 

compressive or tensile stresses. Without being controlled, these stresses can 

distort the substrate or cause the multilayer to break up. The magnitude of stress 

depends on the material and on the deposition conditions. It is possible to select 

 
Fig 1.1.5.2.1 IAD coating plant. 
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material and process parameters so that the stresses of various layers counteract 

each other. In contrast, almost all ion plated layers are under compressive stress. 

Therefore, it is more difficult to produce stress-compensated multilayer coatings 

by this process. 

 

1.1.5.3. IBS coating process 
 

Sputtering in general is removal of 

atomized material from a solid due to 

energetic bombardment of its surface 

layers by ions or neutral particles. In ion - 

beam sputtering (IBS), an energetic beam 

of inert ions is aimed at a target made of 

the material that is to be deposited [33]. 

Atoms or clusters of atoms of the material 

are dislodged from the target and land on 

substrate with a high energy. This is the 

slowest physical vapor thin-film deposition method described here and it cannot 

be readily scaled for the coating of large components. However, it yields the 

highest quality coatings. Films prepared by IBS method have excellent properties 

of thermal, chemical stability and high dielectric constant, so they could widely 

benefit many applied science and technological branches. Many of the high-

reflectance coatings for laser gyros, with no significant losses tolerated, are 

produced in this way. 

 

1.1.5.4. Magnetron sputtering coating process 
 

Reactive or nonreactive DC or RF magnetron sputtering (MS) is also used to 

deposit optical multilayer coatings [34]. Reactive sputtering means sputtering of 

an elemental target in the presence of a gas that will react with target material to 

form a compound. In one sense all sputtering is reactive because of residual gases 

in chamber that would react with sputtered species. However, in reality reactive 

 
Fig 1.1.5.3.1. IBS coating plant. 
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sputtering occurs when purposely added 

gas reacts with the sputtered material. For 

example, when oxygen is injected into the 

chamber with the sputtering of aluminum 

to form aluminum oxide or when nitrogen 

is added with the sputtering of titanium to 

form titanium nitride [35]. Many 

modifications of magnetron sputtering 

exist. Most are significantly slower than 

evaporation and targets can be quite 

expensive. By using magnets behind the cathode to trap free electrons in a 

magnetic field directly above the target surface, these electrons are not free to 

bombard the substrate to the same extent as with diode sputtering. At the same 

time extensive, circuitous path carved by these same electrons trapped in the 

magnetic field, enhances their probability of ionizing a neutral gas molecule by 

several orders of magnitude. This increase in available ions significantly increases 

the rate at which target material is eroded and subsequently deposited onto the 

substrate. However, the process is stable, provides excellent control over the 

thicknesses of the layers, and can be readily scaled to provide uniform coatings 

over large areas. Both metal and metal oxide layers can be produced. Sputtering is 

an energetic process and results in dense, bulk-like layers which exhibit virtually 

no ageing.  

 

1.1.5.5. Sol-gel coating process 
 

A simple process for preparation of broadband anti-reflective single-layer silica 

films is sol-gel method. This technique is based on a transparent liquid containing 

nanometer sized particles deposition by using spin-coating or dip-coating 

techniques. Drying is used afterwards in order to stabilize produced layer. 

Typically preparation of PVP-containing SiO2 sol is made by using [36] an 

ammonium hydroxide catalyzed hydrolysis and condensation of tetraethoxysilane 

(TEOS) in the ethanol solution of PVP at 20 °C. TEOS (99%), PVP, anhydrous 

 
Fig. 1.1.5.4.1. MS coating plant. 
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ethanol and pure water are used in such 

preparation. At first, PVP should be dissolved 

in ethanol for a concentration of 0.1 wt.%. 

Then TEOS, water and aqueous solution of 

ammonium hydroxide (15 mol/l) should be 

added to the ethanol solution of PVP. The 

final concentration of SiO2 typically should be 

of 3 wt.% and the pH of sol must be adjusted 

to 7.5. After one and a half month aging in a 

hermetically sealed chamber at 20°C, the as-

synthesized PVP containing SiO2 sol can be 

used to deposit glass or other samples using spin- (Fig. 1.1.5.5.1) or dip-coating 

methods. Spin-coating is a cheap and fast method to produce homogeneous layers. 

An excess amount of the solvent is placed on the substrate, which is then rotated 

at high speed in order to spread the fluid by centrifugal force. The film thickness 

can be adjusted by varying the rotation speed, rotation time, and the 

concentration of used solution. The disadvantage of this method is that it is 

limited by the solvent and that no lateral resolution is possible. Dip-coating 

technique is a process where the substrate to be coated is immersed in a liquid 

and then withdrawn with a well-defined withdrawal speed under controlled 

temperature and atmospheric conditions. The coating thickness is mainly defined 

by the withdrawal speed, by the solid content and the viscosity of the liquid. 

Coatings prepared by sol gel method are typically porous and have very good 

optical resistance compared to other methods.  

 

1.1.6. Coating defects and layer growth microstructure 
 

Both the substrate and the coating influence optical characteristics of a coated 

component. The LIDT’s of even identical coating materials and designs on 

nominally identical substrates, which have been prepared and cleaned under 

similar procedures, are affected by differences in coating deposition processes. 

Fig 1.1.5.5.1 Spin-coating process. 
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The resistance to optical radiation of dielectric coatings by means of material 

content and nanostructure can be assigned to two major groups: 

 

1. pure materials – maximal intrinsic damage threshold limited: attributed to 

fundamental limits of pure, mainly crystalline, materials. 

2. polluted or inhomogeneous, randomly structured materials – extrinsic damage 

threshold limited: attributed to materials having impurities or structural lattice 

defects. Such coatings have lower damage threshold than those of pure materials 

and contains an additional transient levels within the band-gap.  

 

However, up to now in most of the coatings produced by conventional 

deposition techniques laser-induced damage has been observed to be the result of 

absorbing inclusions [37-42] inside the damaged material. Different characteristics 

of the defects determine the damage mechanism under laser radiation. This 

chapter shortly presents known extrinsic enhanced absorption reasons which may 

lead to laser-induced damage in dielectric coatings at lower than intrinsic damage 

limited energy fluencies.   

 

 
Most of abovementioned deposition techniques replicate surface shape, including 

scratches and material lumps [37, 41]. Irregularities of plane surfaces are only 

gradually smoothed out at the expense of either increasing the number of voids or 

(A) (B) 

(C) (C) 

Fig. 1.1.6.1 Coated surface defects. 
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modified local refractive index. Some of common problems associated with the 

coating run are illustrated in (Fig. 1.1.6.1). In the case of a lump (A) bigger than 

normal droplet of the material is deposited, then (B) thin layers of atomic layers 

are deposited. As it is shown in (Fig. 1.1.6.1, B), layer by layer stack only gradually 

evens the surface. The resulting structure either replicates itself into (C) a lens-like 

structure or, if the coating has crystal structure, forms a cone shaped inclusion 

(nodular defect) of different refractive index. Both of these structures can result in 

extra focusing of transmitted light which in extreme cases results in laser induced 

damage [37-39]. By investigations of such defect ageing it was shown that the size 

of nodular defects increases with the time in particular due to exposure to the 

atmosphere. This results in reduction of LIDT whilst having little or no effect on 

the absorption and reflectance. In the case of scratches and digs the deposited 

coatings fill gaps with a lower density of material than the average coating. It 

means that over the dig typically there are more voids than in surrounding 

coating. The local reflection characteristics are modified in this region.  

 
Fig. 1.1.6.2 The Thornton Structure Zone Model [43-45]. 
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Another interesting feature of thin film preparation by PVD technique is a wide 

range of crystalline properties of deposited layers. Structure zone model (SZM) 

based on experimental investigations (Fig 1.1.6.2) was developed in order to relate 

the microstructure of a thin film to the temperature of substrate T and melting 

point Tm of coating material [43-45]. According to this model micro-structural 

development is in turn controlled by shadowing effects (zone 1), surface diffusion 

(zone T and zone 2) and bulk diffusion (zone 3) as T/Tm increases. This model 

explains why the microstructure is independent of the particular method of vapor 

deposition used to prepare film. At T/Tm, <0.l there is little adatom surface 

mobility, and initial nuclei tend to grow in the direction of available coating flux. 

The growth morphology is affected significantly by inter-grain shading. Tapered 

crystallites develop. Inter-grain boundaries are voids rather than true grain 

boundaries, so that coatings have poor lateral strength and are under-dense, 

although individual crystallites have near bulk density. At higher T/Tm (0.1-0.3) 

self-diffusion becomes appreciable, and coatings consist of a dense array of 

fibrous grains separated by more nearly conventional grain boundaries, probably 

due to the occurrence of sintering type coalescence during growth. Such coatings 

yield high lateral strengths. Above T/Tm (~0.3-0.5) surface mobility is even 

greater and grain boundary migration and recrystallization is possible. Columnar 

grains extending through the entire coating thickness and separated by true grain 

boundaries develop, possibly by surface recrystallization during the growth. 

Surfaces tend to be faceted in T/Tm range (0.5–0.75). Greater tendency for 

developing faceted surfaces in hollow cathode at moderate T/Tm is believed to be 

due to relatively low energy (30-50 eV) ion bombardment etching and oblique 

flux of coating atoms. At very high T/Tm (~0.75) equilibrium surface structure 

apparently consists of relatively flat grain tops with grooved grain boundaries in 

both apparatuses. The adsorption of a solid substrate (adsorbent) is a capability to 

attract molecules of gas or vapor (adsorbate) when they are in contact with the 

surface. It depends on Van Der Waals forces of attraction between molecules. 

The non-ideal crystal structure causes the so-called defect sates of self trapped 

excitons and forms additional absorption bands corresponding to the transition 
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levels inside the forbidden band-gap [46]. For example, in crystal quartz the 

defects are produced by displacement of atoms in the lattice. The primary defect 

is oxygen vacancy: its positive state is called E’ center and contains one electron 

which localizes onto one of the Si atom ( •≡ Si ). Another type of defects in SiO2 

are so called non bridging hole centers ( •−≡ OSi ). The properties of those 

defects have been studied in [46-48]. 

 

1.2. The method of optical resistance testing and 
experimental set-up 
 

1.2.1. Definition of LIDT and test procedure  
 

Metrology and characterization of laser-induced damage threshold is of major 

importance for high intensity laser development. Metrology (from Greek metro- 

measure, logos -study) is the science of measurements, methods and means for 

providing their unanimity and adequate accuracy. The optical resistance of laser 

component is characterized in terms of critical amount of electromagnetic 

radiation which can cause the optical damage. Long time after invention of the 

first lasers there were no adequate standards by which scientists or laser 

manufacturers could specify the power levels at which they expected components 

perform without damage. Only at the end of the last century the International 

Organization for Standardization has published an International Standards 

entitled Test Method for Laser Radiation Induced Damage Threshold of Optical Surfaces 

(ISO11254-1 and ISO-11254-2) [12, 13]. Those standard procedures are based on 

the damage frequency method [49-51] and allow the classification of optics 

according to the laser power resistance. Damage threshold is determined by linear 

extrapolation of the measured energy-density dependent damage probability as 

function of incident laser pulses. In this chapter a short description of a testing 

procedure and its theoretical background will be given. In both standards the 

definition for laser-induced surface damage is the same: 
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..any permanent laser radiation induced change of the surface characteristics of the specimen which 

can be observed by an inspection technique described within this International Standard. <…> 

A microscope technique shall be used to inspect the surface before and after the test. The 

investigations shall be made with an incident light microscope having Nomarski-type differential 

interference contrast. A magnification in the range from 100x to 150x shall be used [12, 13]. 

  

The definition above is used in this work. It seems obvious that the damage 

observed can be characterized as a sudden irreversible material modification due 

to laser irradiation. However, this definition is not absolute in terms of resolution 

and sensitivity of damage detection and inspection technique. For example, the 

resolution of conventional optical microscopy is limited approximately by a 

wavelength of electromagnetic wave, therefore, the observable damage is not 

smaller than ~100 nm [52, 53]. Essential feature of the reflected light differential 

interference contrast Nomarski microscopy is that both sheared orthogonal 

wavefront components reflect from the specimen, separated only by fractions of a 

micrometer (the shear distance), which is much less than the resolution of 

objective. It is not apparent to an observer that resulting image visualized in the 

eyepieces is composed of these two superimposed components, because their 

separation is too minute to be resolved by the microscope. However, each point 

in the image is derived from two closely spaced and overlapping Airy disks 

originating from adjacent points on the specimen. Each disk has the intensity that 

corresponds to its respective optical path difference induced by specimen. Image 

contrast is described as being differential because it is a function of optical path 

gradient across the specimen surface, having steeper gradients and producing 

greater contrast. High resolution depending on shear distance afforded by the 

Nomarski technique has been employed to ascertain specimen details limited by 

just a few tens of nanometers in height and approximately ~100 nm wide [53]. In 

the most general case laser-induced material changes can appear even in atomic 

scale. The techniques capable to detect extremely small structural material changes 

such as scanning electron microscopy (SEM) or atomic force microscopy (AFM) 

differs strongly in their sensitivity and detection speed. However, the ISO 
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standard must be implemented at reasonable cost [51] for manufacturing 

environment, therefore, the choice of Nomarski microscopy in the definition of 

damage is rather technical trade-off between testing speed, accuracy and price. 

 

Testing of optical resistance is a destructive procedure based on damage 

frequency method (DFM). In most cases the occurrence of optical damage is 

rather probabilistic [54] in nature and can be characterized in terms of damage 

frequency (probability) [12, 13, 49, 50]. If the component is exposed under the 

laser radiation it may or may not be damaged. Consider ten different sites of a 

sample exposed under identical laser pulses. Some sites are damaged after the 

Fig. 1.2.1.1 Damage frequency method. 

N
um

be
r o

f t
ry

 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 

Test area: 
The state of exposed 
surface site: 

- 1 (damaged) 
- 0 (survived) 

x x x x x 

x x 
x 

x 

x 
1 

0 

Damage threshold (LIDT) 

D
am

ag
e 

pr
ob

ab
ili

ty
 

0.5 

Energy density, J/cm2  



50 

irradiation and some of them not. The damage probability (frequency of 

occurrence) at given energy density of pulse is then given by a ratio of damaged 

sites to the total amount of tested sites. In DFM the damage probability is 

measured as a function of laser pulse energy density (Fig. 1.2.1.1). For the whole 

LIDT test procedure a minimum of 10 sites should be tested for each energy 

density or power density increment and the range of pulse energies (or beam 

power) must be sufficiently broad to include points of zero damage frequency, as 

well as points of 100 % damage probability. After being exposed, test sites are 

inspected microscopically to confirm damage and characterize laser-induced 

changes. From damage statistics the damage frequencies (probabilities) are 

estimated for each energy density and a damage threshold can be determined. 

This method provides the most accurate measurement of a damage threshold, but 

requires a relatively large sample [55], since many sites must be exposed. However 

the procedure is applicable to the testing with all laser systems irrespective of 

pulse length and wavelength.  

 

According to this method the definition of laser-induced damage threshold (LIDT) is:  

 

the highest quantity of laser radiation incident upon the optical surface for which the extrapolated 

probability of damage is zero. The quantity of laser radiation may be expressed in energy density 

Hmax or power density Emax 

 

Standards ISO 11254-1 and ISO 11254-2 distinguish between 1-on-1 and S-on-1 

test procedures. For the S-on-1 procedure, a train of equal pulses impinges on one 

test site. In the case of the 1-on-1 test, every site of the sample is irradiated by 

only one laser pulse of a certain pulse energy density. Therefore, 1-on-1 test 

delivers only rough estimations for the LIDT and S-on-1 method can be employed 

to assess the long-term optical resistance.  
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1.2.2. Experimental set-up  
 

Material related to this chapter was published in [A1-A22] and [C1-C27].   

 

As a part of this work a metrological facility meeting the requirements of ISO 

standards [12, 13] has been built at Laser Research Center of Vilnius University 

(Fig. 1.2.2.1). The approach to laser damage testing is shown in (Fig. 1.2.2.2). 

LIDT of optical components is strongly dependant on special operation 

conditions of the laser system.  

Therefore, to get the most meaningful results, test parameters should be as close 

as possible to the intended laser operation conditions such as wavelength, pulse 

duration and repetition rate. Lasers of nanosecond and femtosecond pulse 

durations are very often applied in laser technology nowadays. In order to cover 

pulse durations of interest the LIDT test station is equipped with two laser 

systems (use of the other laser systems is also available). The first one is a flash 

lamp pumped, Q-Switched Nd:YAG laser (NL301G, Ekspla) with a second, third 

and fourth harmonic units and a possibility of selecting the repetition rate from 

0.5 Hz up to 10 Hz. Pulse duration (FWHM) value, measured for the first 

harmonic (1064 nm) is about 3.4 ns. Temporal beam profile is shown in 

(Fig 1.2.2.3, A). Spatial beam profile measured in target plane is close to Gaussian 

(Fig. 1.2.2.3, B). Maximal energy of pulses is ~240 mJ. The second laser source is 

a femtosecond Ti:Sapphire laser system (Super Spitfire, Spectra-Physics) based on 

Fig. 1.2.2.1. LIDT test station at VULRC. 
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chirped-pulse-amplification (CPA) technique. The master laser is a Ti:Sapphire 

based Kerr lens mode-locked oscillator pumped by a continuous-wave visible 

laser. Further the chirped pulse amplifier is pumped by two diode-pumped 

Nd:YLF lasers.  

 
The output energy of the laser is gained up to 2.3 mJ at 1 kHz repetition rate and 

central wavelength 800 nm. The estimated duration (FWHM) of output pulses is 

approximately 130 fs (Fig. 1.2.2.3, C). Repetition rate of the amplified pulses can 

be tuned from 1 Hz up to 1 kHz. A typical spatial beam profile measured in target 

plane of the amplified pulses is shown in (Fig. 1.2.2.3, D). A collinear traveling-

Fig. 1.2.2.2. Schematic illustration of the S-on-1 LIDT test station. 
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wave optical parametric amplifier (Topas, Light Conversion) is attached to the system 

in order to extend the tuning range of wavelengths: from 240 nm to 2600 nm.  

 
The maximal pulse energy is wavelength-dependant; however, in most cases it is 

sufficient to induce optical damage. Computer-controlled mechanical shutter and 

the attenuator are placed behind the laser systems and high reflectivity mirror 

(Mirror 1 or Mirror 2). Shutter controls the amount of incident laser pulses. The 

output of a well-characterized stable laser source is set by software to the desired 

energy or power with a motorized attenuator consisting of a half-wave plate and a 

Brewster type polarizer. Contrast exhibits a 1000:1 extinction ratio and the 

transmission loss of the energy of about 4%. Photodiode 1 (S1337-1010 BQ, 

Hamamatsu) and attenuator position is calibrated with commercial energy meter 

(LaserStar, Ophir).  Focusing system permits concentration of laser radiation to the 
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Fig. 1.2.2.3. A and B – temporal and spatial profiles of the pulses generated by the Nd:YAG laser; 
C and D – multi-shot autocorrelation curve and spatial beam profile of the Ti:Sapphire  laser.  
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destructive energy or power density at the test specimen. The specimen is 

mounted in a 2-axis (XY) manipulator which is used to position separate test sites 

under the laser beam and set the angle of incidence. The spot size of the laser 

beam is controlled by the choice of lens which focus the beam on the sample. 

Another beam splitter (beam splitter 2) is used to direct a small portion of beam 

to a CCD matrix for purpose of monitoring the intensity distribution at focus. 

Polarization state if necessary is set with an appropriate phase retardation plate 

placed in front of the specimen. To determine the damage threshold, a number of 

sample sites are irradiated at different fluencies. The occurrence of damage is 

automatically recognized by the optical scattering technique. The detector 

registering increase of the scattered light (photodiode 2) is connected to the 

shutter controller in order to block radiation immediately after damage 

(scattering) occurs. The typical signal of back-scattered light from test surface is 

shown in (Fig. 1.2.2.4). 

 
Each site is observed before and immediately after irradiation with the Nomarski 

microscope (100x). During the measurement any visible change, plasma 

formation, or change in scatter of the laser beam is noted. The entire experimental 

set-up was placed in a special chamber with enhanced clean air pressure in order 

to prevent contamination of the sample by air dust. All data is stored and analyzed 

by computer. 

1.2.3. Software for controlling the LIDT measurements 
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Fig. 1.2.2.4. The typical signal registered by scattered light detector. 
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In order to automate and control the LIDT measurements the interface program 

based on the graphical programming language (LabView, NI) was created. The 

aim of the computer program was to speed up the S-on-1 or 1-on-1 measurement 

procedure and minimize human resources. Before starting the measurement the 

sample must be placed into a sample holder and laser must be switched on. 

Thereafter a calibration of attenuator and the measurement of laser beam 

diameter are performed. Then the S-on-1 measurement procedure is initialized and 

the surface area of a specimen is automatically divided into cells of a hexagonal 

matrix (Fig. 1.2.3.1): minimal distance between test sites is considered to be at 

least three times higher than beam diameter (1/e2). The software controls the 

whole procedure of the S-on-1 measurement. The positioning of experimental 

sample in X and Y directions, adjusting of laser energy, shutter control, 

monitoring and recording of incident energy density of pulses are performed 

automatically. Special algorithm recognizes damage when it occurs by change in 

 

Characteristic damage 
curve (in real-time) 

Hexagon matrix of the sample 

The statistics of damaged 
and survived sites 

Control panel 

Fig. 1.2.3.1. Front panel of developed LIDT measurement software. 
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scattered light signal monitored by a photodiode. The program is also capable of 

saving measurement data (state of the surface, number of pulses before damage, 

energy of each pulse and position coordinates of the point). Finally, when damage 

inspection is done, characteristic damage curve is calculated.  

 

1.2.4. The accuracy of measurements 
 

The uncertainty and error of damage threshold is influenced by accuracy of all the 

detection and measuring systems. These errors [56, 57] are clearly defined and can 

easily be described. Below the calculation of damage probability and energy 

domain errors for 1-on-1 measurement 2
Pσ  and 2

Iσ  are shortly introduced 

respectively. The reported value of damage frequency P for fixed energy density I 

is calculated from the formula [56]: 

dn

d
P

+
=          (1.2.4.1) 

where d is the number of damage sites observed at a specific fluence and n is the 

number of sites that are irradiated with no observed damage. Using a propagation 

of error argument, the variance of P is given by: 
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If in damage frequency method (ISO), sites are continually exposed until d 

damages are observed, thus d is fixed reducing (1.2.4.2) to: 
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The variance in n is given by the variance in number of trials in the negative 

binomial distribution to get d successes: 
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where sum of n and d is N the total number of sites exposed at a given fluence Ii.  
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The partial derivative in (1.2.4.3) is 

 

N

n

n

P −=
∂
∂ .        (1.2.4.5) 

 

Substituting (1.2.4.5) and (1.2.4.4) into (1.2.4.3) gives 

 

3
2

N

nd
P =σ .         (1.2.4.6) 

 

Equation (1.2.4.6) can be rewritten in terms of the probability of damage P using 

the definition (1.2.4.3), namely 
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Fractional uncertainty in observed damage probability is εP: 
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The variance in the fluence, 2
Iσ  is [57]: 
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Where A is the effective area and E is the energy of the laser pulse 

 

( )2222
AEI I εεσ +=       (1.2.4.10) 

 

The uncertainties for both lasers which are used in our experiments are given in 

the Table 1.2.4.1. 
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Table 1.2.4.1. The budget of measurement errors. 
 
Error source NL301G  Super Spitfire 

Pulse-to-pulse random variations 

Energy stability ± 1-3.5 %* 1.5 % 

Spatial profile diameter stability  ± 3 %* 2 % 

Systematic variations: 

Calorimeter calibration ±3 % ±3 % 

Calorimeter-energy monitor correlation ±2 % ±2 % 

   * depends on the wavelength  
 

Errors which are intrinsic to the procedure [51] cause much more problems. For 

example, it is hardly possible to quantify the influence of errors in determination 

of the damage probability at a given energy-density on result of the extrapolation. 

This is a problem because the basic assumption is that all testing sites show an 

identical behavior. However, there are examples [58] which show the presence of 

different types of defects and therefore complicated damage probability functions. 

Moreover, depending on the arrangement of testing sites on the sample largely 

diverging damage frequencies can be measured if the sample is inhomogeneous. 

Since the homogeneity cannot be tested by an independent method, possibility of 

a certain inhomogeneity has to be taken into account. The consequences can 

hardly be quantified. Finally, selection of measured values on which the 

extrapolation should be based is a subject to a certain arbitrariness [12, 13, 59]. 

A lot of experience and sense of responsibility is necessary to manage the 

procedure of damage threshold evaluation.  

 

1.2.5. Conclusion 
 

An automated metrological facility for S-on-1 laser-induced damage threshold 

measurements was developed. It minimizes the influence of human factors and 

speeds up the LIDT measurements. The sensitivity of assembled metrological 

facility using femtosecond pulses is sufficient for the determination of various 

factors (deposition technique parameters and materials) on LIDT of optical 

coatings.      
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2. The effect of  pseudo-accumulation: theory and 
experiment  

 

Material related to this chapter was published in [A21] and [C26, C27]. 

 

The determination and interpretation of damage threshold as a function of the 

number of pulses on a specific optic element is a classical problem in laser 

damage studies. It has been known that material surfaces, irradiated with multiple 

high-power laser pulses, become damaged at pulse energies far below the single-

shot damage threshold. There are a few models of fundamental mechanisms 

explaining the accumulation-like behavior of LIDT: defect incubation - changes in 

electronic or chemical material structure during laser-matter interaction and 

temperature increase due to pulse-to-pulse heat accumulation. In this chapter a 

new additional statistical phenomenon is introduced and discussed: the pseudo-

accumulation effect on the laser-induced damage probability. It manifests itself at 

specific optical jitter cases and defect densities. Computer simulation of S-on-1 

(S shots on the single test site) [13] tests show a behavior similar to that of a true 

accumulation or incubation effect. We do not insist that our proposed model of 

pseudo-accumulation is the main and the only one responsible for accumulation 

like behavior. Our goal is to show the role of angular propagation and fluency 

fluctuations (jitter) of repetitive laser radiation and its relation with the 

accumulative damage probability. In our simulations, defect induced damage is 

assumed and a degenerate defect model is applied. The influence of this effect 

exists in addition to any true physical accumulation in the sample. After neglecting 

both effects: pulse to pulse heat accumulation and incubation of new defects by 

absorbed laser light our model based on statistical accumulation still leads to 

results similar to that of heat accumulation. The statistical nature of the effect, in 

fact a false accumulation, leads to the name pseudo-accumulation effect. It is 

demonstrated that the pseudo-accumulation is the result of temporally and 

spatially unstable laser radiation in transparent dielectrics containing some 

absorbing inclusions of negligible size compared to the beam width in 1/e2 level 
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of peak irradiance. Experimental results are introduced to illustrate the theoretical 

results. In order to show the clear role of the statistical accumulation only, we 

model the worst case cumulative damage probability corresponding to the beam 

scanned area by spatially and energetically unstable multiple laser pulses. Then we 

simulate the S-on-1 measurements and compare the results with experimentally 

obtained data. The fundamental elements of this model are: 

− Absorbing defects are randomly distributed on the surface and they are of 

negligible size compared to the test laser beam width (1/e2); 

− Laser-induced damage occurs when the defect is irradiated by the laser 

beam having local fluence of Tdefect (defect damage threshold) critical to the 

defects or higher. 

− The surface returns to room temperature before the next pulse (no pulse-

to-pulse heat accumulation) 

− No new defects are created because of repetitive irradiation of the same 

site (no defect incubation). 

 

2.1. The degenerate ensemble of damage precursors  

The presence of submicron sized defects in high quality optical coatings1 can be 

determined by the means of experimental methods such as fluorescence 
                                              
1 For simplicity reasons attention only to the surface defects is paid and bulk 

defects are neglected. However the bulk defects will lead to very similar computer 

simulation results. 

Fig.  2.1.1 Simulated spatial distributions of random surface defects at various defect densities. 
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spectroscopy [60], optical coherence tomography [61], analysis of the laser-

induced damage morphology and damage statistics [62] as well as the raster 

scanning absorption-deflection methods [63-66]. It is important to understand 

that laser irradiation of these defects (damage precursors) initializes damage 

process by the absorption of laser energy [67] at lower than intrinsic damage 

fluency of hosting matrix. The absorption causes free electron generation, 

ionization and thermal expansion, shock wave generation and other effects 

leading to damage. Moreover, repetitive laser pulses can also introduce new 

defects [47, 68, 69] thus changing the probability of damage and causing the so-

called incubation effect. Defect types and densities are strongly dependant on 

coating manufacturing conditions and the manufacturing technologies themselves 

[70, 71]. However, direct characterization of absorbing defect density and their 

positions are still technologically difficult and time consuming tasks. The spatial 

resolution of such measurements is typically not higher than the wavelength of 

tightly focused scanning beam. In general, defects may have individual damage 

threshold values. The population of defects is then specified by the ensemble 

function f(I), which multiplied by dI gives the number of defects per unit area 

that damage at fluence between I and I + dI. The simplest possible ensemble f(I) 

is when all defects fail at the same fluence. This is the so-called degenerate defect 

distribution. This kind of distribution is represented by a delta function (2.1.1) at 

I = Tdefect when all defects are distributed uniformly on the surface: 

 

( ) ( )defectdegenerate TIMIf −= δ            (2.1.1) 

  

where M is the normalizing constant which represents the surface defect density. 

This model is applicable to the wide range of samples and will be used in further 

simulations. A more complex (nondegenerate) defect ensemble model 

descriptions involving power-law [72] and Gaussian [62] are also known and they 

have practical meaning but will not change the essence of pseudo-accumulation 

phenomena which is described below. For the purpose of illustration the 
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computer simulated randomly distributed spatial defects with different surface 

densities are shown in (Fig. 2.1.1).  

Another very important parameter characterizing defects is the average distance 

between neighbor defects d(M). In order to estimate the order of magnitude of 

this parameter the rough assumption of the square surface defect lattice is made: 

 

( )
M

Md
1=            (2.1.2) 

 

The graphical result of the formula (2.1.2) is shown in (Fig. 2.1.2).  

 

2.2. Porteus and Seitel model: 1-on-1 damage probability 
 

In order to estimate the influence of the random beam hopping (spatial laser 

jitter) on the LIDT measurement for materials containing nanometer sized defects 

the mathematical approach of 1-on-1 damage probability should be considered. 

The simplest physical model that relates 1-on-1 damage probability and defect 

density was firstly proposed in early 1980s by J.O. Porteus and S.C. Seitel. The 

main idea of their study [72] was the definition of defect ensembles and their 

relation with Poisson statistics to derive a universal regression function for 
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Fig. 2.1.2. Surface defect density M versus average distance d between neighbor defects. 
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damage testing. Consider surface defects of degenerate ensemble (2.1.1) are under 

the focused laser beam (Fig. 2.2.1). The fluence of the incident beam is assumed 

to be Gaussian: 

( ) 
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where I0 is the peak fluence (or energy density), r radial coordinate and w - is 

Gaussian beam radius at 1/e2 level of I0. 

 
Note that the area where the fluence is above threshold Tdefect varies with peak 

energy density I0 [58]: 
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As ( )defectTwIa ,,0  increases the average number of defects n within this area also 

increases thus increasing the probability of damage. The radius or area a is given 

by  
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Fig 2.2.1. The coverage of randomly distributed defects by a Gaussian beam (TEM00 mode). Outer 
solid line surrounded circle of radius w denotes the area above 1/e2 level of Gaussian beam; Filled 
circle in the middle is the area where the energy density is higher than Tdefects. 
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The probability of damage in a single shot, P(I0), is given then by Poisson 

statistics: 

( )
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where                           

 

( ) MTwIan defect ⋅= ,,0                  (2.2.5) 

 

is the average number of degenerate ensemble defects within the laser spot that 

are damaged at fluencies above Tdefect. This probability represents the best case – 

the highest damage threshold of the sample. In the case of real accumulation the 

probability curve for multi-pulse mode can only be shifted towards the lower 

energy density. It will not change if there is no accumulation.  

 

2.3. Derivation of cumulative damage probability  
 

The 1-on-1 damage probability model of Poreteus and Seitel will be extended in 

order to show the effects of laser angular and pulse energy fluctuations in S-on-1 

mode. Four scenarios for S-on-1 measurement are discussed. 

 

2.3.1. Reproducible repetitive laser radiation  
 

In the case of absolutely stable repetitive laser radiation the area a where fluence 

exceeds Tdefect (2.2.2) does not increase with consecutive laser pulses 

(Fig. 2.3.1.1, A). All repetitive pulses are at exactly the same physical position of 

the sample. Both initial 1-on-1 best case and the cumulative S-on-1 worst case damage 

probabilities are identical to the probability predicted by Porteus and Seitel.  
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2.3.2. Spatial random beam hopping with no energy fluctuations  
 

The term jitter will be used in order to describe either spatial random beam 

hopping on the target or pulse-to-pulse energy fluctuations of laser pulses. In this 

chapter the spatial jitter is modeled as a two-axis random process, whereby two 

axes of motion (x and y perpendicular to optical axis z) are uncorrelated and 

follow Gaussian normal statistics with the mean - zero and constant standard 

deviation σs. For pulses as short as 1 ns and shorter the single shot intensity is 

Gaussian in spatial domain but it shifts between pulses because of the jitter. Two-

dimensional spatial jitter of peak energy density locations may be expressed as a 

normal distribution [73]: 

 

Fig. 2.3.1.1. Illustration of tested area: region where energy density is higher that Tdefect is depicted by 
filled circles. A – absolutely stable and reproducible stable beam, B - spatially fluctuating Gaussian 
beam: in this case, the seventh laser shot hits the defect and damages the test site, C – pulse-to-pulse 
energy fluctuations, D – spatially and energetically unstable laser pulses. 
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where x and y are the random coordinates of peak intensity position and  
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one-axis standard deviation of the spatial jitter. According to empirical rule in the 

case of normal distribution, virtually all (approximately 99.73%) the data values 

can be expected to lie within a three standard deviation interval around the mean: 

[ ]ss xx σσ 3;3 +− . Consider the radius vector which originates from the most 

probable peak intensity position of the beam in target plane. This vector every 

time is directed towards the peak intensity position of new exposition by laser 

shot. Following the empirical rule we suggest that maximal radius vector of spatial 

fluctuation has raw boundary of sfl yxr σ322 =+= . Accordingly, the 3σs can be 

a good parameter characterizing the approximate boundaries of spatial random 

beam hopping (spatial jitter). Note that parameter rfl may also have the meaning 

of either mechanical vibrations of the target or effects of air turbulence. Now 

consider the overlap of randomly walking beam and randomly distributed surface 

defects in (Fig. 2.3.1.1, B). According to the single shot model (2.2.4) damage 

probability is proportional to scanned area and defect density. The same principle 

can be applied here: random beam walking increases scanned area for which the 

local fluence is Tdefect or higher. Then cumulative (S-on-1) damage probability as a 

function of incident number of pulses N can be derived from (2.2.4) simply 

replacing area a in (2.2.5) by sum of newly added areas∑
=

iN

i
ia

1

. Here ai is only the 

fraction of newly interrogated are a defined in (2.2.2) which does not overlap with 

previously scanned area. Index i means the actual number of the pulse in burst 

and changes from 1 to Nmax:  
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A Monte Carlo simulation of randomly increasing area ∑
=

=
iN

i
iaA

1

 due to spatial 

random beam hopping of the normal distribution is given in (Fig. 2.3.2.1). 

ISO 11254-2 [13] calls for increasing fluence levels. As fluence increases, the 

relative size of the jitter to laser spot diameter decreases. Therefore, the 

interrogated area normalized to initial area a in (Fig. 2.3.2.1, B) increases much 

faster while coming closer, but remaining above the defect threshold. When the 

initial area is fixed and jitter is changed the total interrogated area increases faster 

for a larger jitter (Fig. 2.3.2.1, C and D). According to empirical rule the spatial 

Fig. 2.3.2.1. Monte Carlo simulation of the increasing scanned area A as a function of incident pulses. 
A – area in absolute units (spatial jitter is fixed); B – mean increase of interrogated area normalized to 
area of first shot (spatial jitter is fixed); C – area in absolute units (beam diameter is fixed); D – mean 
increase of interrogated area normalized to area of first shot (beam diameter is fixed) 
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jitter has asymptotic radial amplitude of sflr σ3= . Accordingly, the total 

interrogated area A for a sufficiently large number of shots can roughly be 

expressed as 

( ) ( )[ ]200 ,,,,, defectafldefectfl TwIrrTwIrA += π .     (2.3.2.4) 

 

Graphical illustration of area A is given in the (Fig. 2.3.2.2). 

 

 
Therefore, the worst case S-on-1 damage probability for multiple pulses only 

because of the influence of spatial jitter can be expressed as:  
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This curve will be discussed later together with the results of Monte Carlo 

simulation. Spatial pseudo-accumulation can be a significant factor when 

( )defecta , w, TIr 0  is small or similar compared to inter-defect spacing d and the 

translation caused by maximal beam jitter rfl. On the first shot, the area above the 

threshold will likely miss the defect. On the second shot (or subsequent shots), 

since the jitter is relatively large, uninterrogated region is likely to be exposed, 

which may contain a defect. In this case, if there is a defect in the second area and 

part damages, it appears as accumulation in S-on-1 measurement although it clearly 

is not.  
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Fig. 2.3.2.2. Explanation of important radii areas and distance. See text below for details. 
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2.3.3. No spatial random hopping, energy fluctuations  
 

 
Considering there is no spatial jitter, but the pulse-to-pulse fluence is fluctuating 

(Fig. 2.3.1.1, C). Similarly like in the spatial domain pulse-to-pulse energy jitter can 

also be characterized in terms of normal (Gaussian) distribution:  
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where σe is standard deviation of peak fluence. The computer simulated noise of 

normal distribution is shown in (Fig. 2.3.3.1). As it can be seen, the fluence of 

individual shots can reach damage threshold of defects even at lower mean 0I  

fluence values. Following empirical rule the fluence of individual pulses can be 

roughly up to ~3σe higher than average fluence 0I . Then in S-on-1 case the 

asymptotic worst case damage probability is approximately by 3σe lower than 1-on-1 

damage probability: 
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Fig. 2.3.3.1. Illustration of critical fluence and laser pulse-to-pulse energy fluctuations. 
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2.3.4. Spatial and energy fluctuations  
 

Following the logical sequence of the cases described above the asymptotic S-on-1 

damage probability can be derived for more general case (Fig. 2.3.1.1, D). When 

random spatial beam hopping and energy fluctuations are present the S-on-1 

damage probability can be expressed as: 

( )[ ]( )
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All four asymptotic cases are verified below by means of by Monte Carlo 

simulations of S-on-1 measurement.  

 

2.4. Computer simulations of S-on-1 measurement 

 
In order to perform a comparison between theoretical assumptions and 

experimentally obtained data, Monte Carlo simulation program of S-on-1 

measurement was developed. Simulations are based on the random damage/no-

damage event generation using known single shot damage probability. Maximal 

number of laser pulses and their energy density are simulated according to real 

ISO measurement. The spatial random pulse-to-pulse hopping and fluence 

instabilities are considered as described by normal distributions. Damage 

probability for the first laser shot is given by the Porteus and Seitel formula (2.2.6). 

Fig. 2.4.1. The model of S-on-1 measurement. 
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Fig. 2.4.2. On the left: Monte Carlo simulations of S-on-1 LIDT measurement with Gaussian beam 
diameter of 2w = 72 µm and surface defect density 260000 defects/cm2. On the right: single shot 
damage probability versus asymptotic worst case damage probability of S-on-1 measurement. 
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In order to simulate damage/no-damage event for each laser shot consider 

generation of a random numbers X following the uniform distribution. This 

number must lie in the interval of 0 ≤ X ≤ 1. After random number X is generated 

it is checked whether this number is greater than probability obtained from Porteus 

and Seitel formula. If X lies within interval 0 ≤ X ≤ P, damage occurs after the first 

pulse. If the random number is outside this interval, the sample is not damaged 

(Fig. 2.4.1). Then new (shifted by jitter) physical position of laser shot is simulated 

and the increase of interrogated area is estimated. The probability of damage is 

then defined by the same formula (2.2.4) but area a (2.2.2) is then replaced by the 

fraction of newly scanned area above Tdefect which appears due to the jitter. In the 

case of jitter new random number X is generated for the second laser shot. For 

the further pulses of the burst the procedure is then repeated until first damage or 

maximal number Nmax of pulses is reached. In general, the result of pseudo 

accumulation behavior varies with respect to the parameters of radiation and 

defect density of the sample. However, S-on-1 simulations are performed only for 

specific set of parameters which are close to experimentally realized conditions. 

The aforementioned four jitter cases are simulated. S-on-1 procedure [13] is 

simulated according to ISO 11254-2 standard. 10 virtual sites (different positions) 

on the sample are tested with Nmax = 10000 pulses per selected energy density 

level. Then energy density is changed and another 10 virtual sites on the sample 

are tested with maximal amount of pulses. (Fig. 2.4.2) shows results of four model 

runs. Left side panels show the simulation of damage probability for all four jitter 

combinations. The right side panels correspond to the best and the worst case 

damage probabilities due to statistical accumulation. Crosses correspond to 

damage events in (Fig. 2.4.2). Filled circles are non-damaged sites after Nmax is 

reached.  

 

Numerical run of S-on-1 measurement in the case of absolutely stable beam 

(rfl  = 0, σe = 0%) corresponds to (Fig. 2.4.2, A and B). The damage occurs on 

shot #1 if there is a defect in the laser foot print. If there is no defect - the 

illuminated part survives the first shot and every subsequent shot, since there is 
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no heat accumulation or new defects. For the next pulses no new area is 

interrogated and, therefore, the probability of additional damage is equal to zero. 

In fact, test site is damaged after the first pulse or not damaged at all in the case of 

stable laser radiation. 

 

There is a new area being interrogated after each pulse if there is finite spatial 

jitter rfl > 0, σe = 0%. If there is a defect in the laser foot print of newly 

interrogated area, the damage occurs. This situation corresponds to 

(Fig. 2.4.2, C and D). As it can be seen from asymptotic damage probability in 

(Fig. 2.4.2, D), the damage threshold does not change, but the cumulative damage 

probability increases close to the threshold. Spatial pseudo-accumulation effect 

can be expected to be a considerable factor when distance rfl  is higher or similar 

to d(M) and both of them are higher than ra. The range where ra < d(M) and 

ra < rfl  depends on peak intensity I0, beam diameter w, spatial jitter σs and defect 

density M. As a rule, the spatial pseudo accumulation is always significant slightly 

above the damage threshold (Fig. 2.4.2, D). Depending on laser pointing stability 

and focusing optics the parameter rfl = 3σs in the vast majority of commercial 

laser systems is expected to be in the range of about 1 to 100 microns. In 

presence of spatial jitter the probability of damage grows until saturation point of 

interrogated area is reached. If the scanned area is fully saturated, the damage 

probability for next pulses is zero. Consider the situation when I0 is near but 

above defect threshold and ra << rfl . Then in multi-shot irradiation mode area A 

converges to πrfl
2 and can be many times higher than the area a above Tdefects. 

When spatial jitter is large enough and newly interrogated areas do not overlap 

(ra << rfl) the experiment corresponds to a sequence of independent Bernoulli 

trials. Therefore, statistics of damage in that special case would follow P(1-P)N-1 

law [54, 74] until the areas a don’t overlap. Furthermore, if new defects and heat 

accumulation exists, there is no general expression for all cases of statistical 

damage distribution. However, a modified formula is derived in (2.3.4.1). It can be 

applied to evaluate the role of energy or spatial pulse-to-pulse instabilities as well 

as the mechanical vibrations.  
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The next case is when no spatial fluctuations of the beam exist but there is an 

energy fluence jitter rfl = 0, σe > 0% (Fig. 2.4.2, E and F). In contrast to the 

previous case the damage threshold decreases approximately by 3σe for large 

number of pulses. This appears due to the fact that average fluence is used to 

characterize the typical pulse of the burst. The average value is lower than 

maximal deviation by approximately 3σe. This is a rough estimate as for a very 

large number of pulses the individual values of pulse peak fluence can exceed the 

limit of 3σe. However, the whole process is statistical in nature and even if 

damage probability is not equal to zero the damage may not occur especially when 

the damage probability is very close to zero (low defect density or small beam 

diameter). The situation is different only when defect density M is very high and 

average distance between two defects is d(M) <  ra.  

When both spatial ant fluency fluctuations are present rfl > 0, σe > 0% the 

probability of damage for large number of pulses increases close to the threshold 

(Fig. 2.4.2, G and H). Moreover, virtually measured damage threshold is lower 

than ~3σe. This is a very important message for interpretation of experimental 

data. 

 

2.5. Experimental evidence of pseudo-accumulation 
 

In order to qualitatively verify our assumptions based on statistical accumulation 

model S-on-1 LIDT measurement using instable laser radiation for antireflective 

coated LBO crystal was performed. The LIDT test system is described in the 

chapter 1.2.2 and the S-on-1 procedure is defined in the reference [13]. The 

frequency tripled radiation of diode pumped and Q-switched Nd:YAG laser was 

used for the LIDT measurements. The main laser parameters are 0.5 kHz pulse 

repetition frequency, λ = 355 nm wavelength, τ = 25 ns pulse duration (FWHM) 

and beam diameter of 2w = 72 µm. The spatial jitter and beam diameter (1/e2) of 

the Gaussian beam were characterized using 14 bit CCD detector (WinCamD, 

Dataray) in the focal plane of the focusing lens of the LIDT test system. The focal 

length of lens was of 0.6 m. The distance of free propagation between laser and 
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lens was of about 3 m. The measured single axis standard deviation of peak 

fluence position was about σs ≈ 4,2 µm (Fig. 2.5.1). Vendor defined maximal 

angular pointing stability was of ± 50 µrad. The standard deviation of pulse-to-

pulse energy stability was measured using (Nova II, Ophir) energy meter: σe = 5 %.  

 

 
The detection of damage during measurement was based on optical scatting 

technique. In the case of damage, surface starts to scatter the light and radiation is 

blocked. After the measurement all exposed sites were inspected using Nomarski 

microscope. The experimental data points of LIDT measurement are shown 

in (Fig. 2.5.2). It is evident that measurement data are rather chaotic and 

qualitatively similar to those obtained by simulations in (Fig. 2.4.2, C, E and G). 

In the situation of the true heat accumulation or defect incubation data are rather 

deterministic [75]: experimental points are distributed close to each other on a 

clear and narrow exponent-like curve. Such behavior is typical in femtosecond 

range of pulse durations. However, in our case, due to the jitter and high 

scattering of measured values it can be assumed that some of the accumulation is 

caused by pseudo-accumulation. At lower pulse repetition rates (at least 

below 1 kHz) the surface must return to the room temperature before the next 

laser pulse [76].  Furthermore, the observed damage morphologies near the 
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Fig. 2.5.1. Spatial Gaussian beam peak intensity pulse-to-pulse fluctuations of frequency tripled   
(Q-Switched, diode pumped) Nd:YAG laser recorded in focal plane of 0.6 m lens using CCD array.  
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damage threshold in (Fig. 2.5.3) suggest that optical resistance of the sample is 

limited by the absorbing inclusions. Separated damage sites clearly show their 

spatial distribution. If each damage could be associated with a separate defect, M 

could be roughly estimated to be about 260000 defects/cm2 with average distance 

d = 19.6 µm. This distance was used in our numerical simulations. The similarity 

of experimentally and numerically obtained data suggests that spatial and energy 

fluctuations (jitter) of separate laser pulses may play a role in the LIDT 

measurement.   
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Fig. 2.5.2. The set of S-on-1 LIDT measurement data for dielectric coating: experimental data points 
are presumably modulated by pseudo-accumulation. 

 

Fig. 2.5.3. SEM image of laser induced damage morphology of dielectric coating energy density 
level exceeding the LIDT by few percent. 
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2.6. Conclusions 
 

Model of the pseudo-accumulation effect is introduced for optical surfaces 

containing absorbing defects and numerical Monte Carlo simulations are performed 

for S-on-1 measurement. Modeling results show that pulse-to-pulse fluctuations in 

laser beam propagation direction and pulse energy or even mechanical vibrations 

in the optical system produce apparently accumulative damage statistics. The 

exposed area increases shot-by-shot, thus increasing the S-on-1 damage 

probability.  Therefore, there is a risk of underestimating LIDT for high N by 

fitting experimental data modulated by pseudo-accumulation. This information is 

useful for estimation of real damage probability. Results from this model are 

consistent with experimental observations. The proposed model of pseudo-

accumulation effect is important for studying accumulation processes. Scaling the 

results is an issue in small spot S-on-1 test to a larger spot size. 
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3. Influence of  the multiphoton absorption on the 
optical resistance in dielectric laser coatings 
 

Material related to this chapter was published in [A4, A18] and [C8, C25] 

 

Optical resistance in laser components is a function of many irradiation 

parameters such as laser pulse duration [11, 37, 67, 77-81], spot size [82], 

wavelength [83], irradiation manner [84] and material parameters of the sample 

[78]. It was discovered that fatigue laser damage exists due to the heat 

accumulation [85] and defect incubation [86] effects: an additional irradiation of 

the same sample site influences the damage threshold of the material. Responsible 

for optical damage mechanisms are not the same at different laser pulse durations. 

It is widely regarded that incident pulses, lasting longer than a few tens of 

picoseconds, damage dielectrics by heating conduction-band electrons and 

transferring their energy to the lattice. This damage mechanism predicts a 

τ dependence of the 1-on-1 threshold damage fluence upon pulse duration 

τ  [37, 77]. For ultrashort pulses (shorter than few tens of femtoseconds) scaling 

law of LIDT upon pulse duration τ is still under investigation. Almost all studies 

have yielded a significant deviation from τ  scaling for pulse durations τ <10 ps. 

A decrease [80, 81] and even an opposite [87] dependencies of the critical energy 

fluence versus pulse duration were reported. However, the shortcomings of 

previous studies in femtosecond range were partially addressed by the low 

wavelength resolution of damage probability measurements. In most of the cases 

measurements were performed for the fundamental radiation and its second and 

third harmonics. Different ionization mechanisms are influencing the ionization 

process, thus such wavelength resolution is insufficient to draw the conclusions 

about the main mechanism of damage. In this chapter we consider, for the first 

time to our knowledge, the LIDT measurement of TiO2 single layer dielectric 

coatings in femtosecond range by a continuously changing wavelength. Such 

resolution is sufficient to resolve the abrupt change in multiphoton absorption. In 

addition, we show the same effect in multilayer dielectric coatings. The 
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experimental results are supported by theoretical considerations and results of 

numerical simulations. This work is motivated by growing importance of the 

femtosecond laser optics in industrial applications and few works in this field.  

 

3.1. Short overview of LIDT mechanisms in fs range  
 

 
Fig. 3.1.1 Pulse width dependence of threshold damage fluence for fused silica 

at 1053 nm (●) and 825 nm (�) [81]. 
 

Every laser pulse contains a certain amount of energy, stored in the field of 

electromagnetic wave. During the laser-matter interaction (in UV - NIR) a part of 

this energy is transferred to electronic system of wide band-gap material and then 

to the lattice. Storage of this energy in the material due to electron-phonon 

interaction is referred to as heat accumulation. The amount of transferred energy is 

dependant on interaction time (pulse duration τp), absorption and reflection 

coefficients. There is a generally accepted picture of laser damage in dielectrics for 

near infrared (NIR) wavelengths and long pulses. For laser pulse durations τp 

longer than ~10 ps generation of free electrons starts due to linear absorption 

because of inclusion states. After that electrons are accelerated in conduction 

band without significant electron-avalanche [88] and their energy is converted to 

heat of lattice. Limited thermal diffusion leads to a square-root pulse duration 

dependence (Fig. 3.1.1) of damage threshold [89]: 
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τ∝LIDT    [ J/cm2]     (3.1.1) 

Damage fluence for pulses shorter than ~10 ps does not follow the square root 

law any longer and exhibits morphology dramatically different from that observed 

at long pulses [79]. Nonlinear processes become more and more dominant as the 

laser pulse duration decreases. Initially quasi-free electrons are provided by multi-

photon, tunnel or linear absorption, through structural defect states in the band-

gap or by direct interband transitions (Fig. 3.1.2). Excited electrons are heated by 

the remaining part of the ultra-short laser pulse. Due to electron inverse 

bremsstrahlung absorption and impact electron collisions, processes lead to electron 

avalanche [87, 90, 91]. This is followed by photoelectron emission, surface 

charging and thermalization (carrier-carrier scattering).  Thermalization of quasi-

free electrons proceeds on a material-dependent timescale. The energy transfer to 

lattice by electron-phonon coupling (carrier-phonon scattering) follows afterwards 

with subsequent heating of irradiated site [92]. Then ultrafast melting and pressure 

wave is generated [93] which is followed by a thermal diffusion resulting in time-

dependent lens effect for laser focal region [94]. Typical time scale of the above 

mentioned phenomena is depicted in the (Fig. 3.1.3). In conclusion, conduction 

band electrons gain energy from the laser field much faster than they transfer 

energy to the lattice which has important consequences for the damage threshold 

for ultrashort laser pulses. The actual damage occurs after pulse has passed and 

electron energy finally is coupled into the lattice. Due to this fact the deviation 

from thermal single pulse LIDT is observed for ultrashort pulses [11, 78, 79]. 

Moreover, relation between LIDT, τp and material band-gap was introduced by 

M. Mero et. al. [78]: 

 

( ) ( ) k
pgpg EccELIDT ττ 21, +=  [ J/cm2]   (3.1.2) 

with 02.016.01 ±−=c  J⋅cm-2⋅fs-k,  004.0074.01 ±=c  J⋅cm-2⋅fs-keV-1, and 

k = 0.30±0.03 being material and pulse duration independent parameters. One 

has to be very careful when comparing the experimental damage threshold levels 

from different studies because a lot of groups use different conventions of beam 

diameter and intensity, and the experimental conditions are not the same. 
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Fig. 3.1.2. Interplay of multiphoton, tunneling, linear absorption, impact and avalanche ionization in the 
process of plasma formation. Avalanche ionization consists of a series of multiple inverse bremsstrahlung 
absorption events followed by impact ionization [91].  
 

 

 
Fig. 3.1.3. Schematic diagram of physical phenomena associated with the interaction of a femtosecond 
laser pulse with the transparent materials. The solid bars represent the typical timescales for the relevant 
processes [95]. 
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3.1.1. The rate equation of free electron dynamics 
 

Laser-induced damage in wide band-gap optical materials is a result of material 

modifications arising from the interaction of laser accelerated high energy 

electrons and the lattice. Material absorbs the energy from the laser pulse and a 

region of high free electron density in conduction band is produced. The damage 

occurs when the critical electron density of ~1019 – 1021 cm-3 is reached [90]. 

Dynamics of local free electron density in the conduction band is roughly 

described by following simplified rate equation [11, 96, 97]: 

 

( )( ) ( ) ( )( ) ( )tWttIWtIW
t rAvPi ,, ρρρ −+=

∂
∂              (3.1.1.1) 

 

where ρ is the local electron density in the laser footprint, WPi is photo ionization 

rate due to the multiphoton absorption of tunneling effect, WAv is the increase of 

electrons due to the avalanche and Wr electron relaxation rate.  

 

3.1.1.1. Keldysh photo ionization formula 
 

The first term WPi on the right in (3.1.1.1.) is predicted by L.V. Keldysh [98] and 

describes both tunneling and multiphoton ionization. In fact this is the rate 

ionization for atoms or solid bodies in the field of a strong electromagnetic wave. 

Photo ionization rate (3.1.1.1.1) is valid when energy of laser photons is much 

smaller than the band-gap of material [97]: 
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Here γ  is adiabatic Keldysh parameter, ω0- central frequency of laser irradiation, e- 

electron charge, m– effective mass of the electron, Ui- energy band-gap of the 

material, c-speed of light in vacuum, ε0-permittivity, n0-refractive index, and I- 

local intensity of laser irradiation, h  -Planck constant, ] [Z -integer part of Z, Φ-

Dawson integral and K, E –elliptic integrals of the first and the second type. The 

boundary between multiphoton ionization and tunneling ionization is defined by 

the Keldysh parameter γ. For γ < 1,5, ionization rate describes a tunneling process 

[99, 100]. In the case of strong electric field, the Coulomb well is suppressed. The 

bound electron tunnels through the barrier and becomes free, as it is shown 

schematically on the left-hand panel of (Fig. 3.1.1.1.1). The phenomenon of 

tunneling has no counterpart in classical physics and is an important consequence 

of quantum theory. This type of nonlinear ionization dominates for strong laser 

fields and low laser frequency [90]. Furthermore, the studies of tunneling 

ionization showed the dependence of ionization rate at given intensity on both 

the ionization potential charge energetic state.  

 

 
 
Fig. 3.1.1.1.1. Schematic diagram of photoionization phenomena. In a solid, the electron is promoted from 
the valence to the conduction band, rather than ionized [90]. 
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For γ > 1,5, the Keldysh formula (3.1.1.1.) describes the multiphoton ionization 

[80] unbinding the electrons from the quantum well as it is shown in the right-

hand panel of (Fig. 3.1.1.1.1). In 1929, Maria Göppert-Mayer predicted that 

theoretically an atom might absorb two or more photons simultaneously, thus 

allowing electron transition from state to state which is out of reach to the 

separate photons. Electron must absorb enough photons for being promoted 

from valence to conduction band. The total absorbed energy is equal or greater 

than the band-gap of the material [90]. The rate of multiphoton absorption can be 

expressed as σmpI
N. Here, I is laser intensity and σmp is cross section of N-photon 

absorption [48]. The number of photons required is determined by the smallest N 

that satisfies the relation, Nhω0> Ui, where Ui is the band-gap energy of the 

dielectric material and hω0 is the photon energy.  

 

3.1.1.2. Impact ionization and electron avalanche 
 

Term WAv in the formula (3.1.1.1.) corresponds to the electron avalanche [11, 48, 

97] by impact ionization:  

 

Hereby, electrons in the conduction band gain energy from photons due to 

inverse bremsstrahlung absorption (Fig. 3.1.1.2.1., on the left). Additional electron 

will be promoted from the valence band to the conduction band, if the electron 

gained energy is higher than band-gap energy. Stuart et al. [11] developed a model 

of avalanche ionization in which the avalanche rate depends linearly on laser 

intensity. Heating of electrons in the conduction band is taken into account using 

what is basically a Drude model, considering the electron energy dependence of the 

conductivity included [48, 90]. This model makes the flux doubling 

approximation, stating that an electron in the conduction impact ionizes an 

                          IttIWAv ηρρ =))(),(( ;    (3.1.1.2.1) 
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electron from the valence band as soon as it has enough energy to do so. 

However, avalanche ionization process requires some seed electrons in the 

conduction band. These initial electrons are provided either by thermally excited 

carriers, by easily ionized impurity or defect states, or by carriers that are directly 

excited by multiphoton or tunneling ionization. Typically, the initial electron 

density of ~1019 cm-3 is critical to start the significant effect of the avalanche 

ionization process. Nevertheless, the influence of avalanche ionization is of 

fundamental importance for quantitative analysis of ionization process. 

 

 
 
Fig. 3.1.1.2.1. The mechanism of impact ionization. Initially free electron absorbs photons through inverse 
bremsstrahlung absorption (on the left) and when the gained energy reaches double bandgap energy the 
second electron is promoted to the conduction band by the impact collision (on the right) [90]. 
 
 
 
3.1.1.3. The relaxation of carriers 
 

The last term Wrel in the equation (3.1.1.1.) corresponds to the relaxation process: 

rel

relW
τ
ρ

= .            (3.1.1.3.1.) 

The conduction band electrons can relax to the valence band or decay into 

shallow traps [101] as well as into self trapped excitons (STE) [48, 90]. STEs are 

well-known lattice defects observed in many wide-gap dielectric materials. Shallow 

traps are typical for coatings and manifest themselves as small tails in the 

transmission spectrum near the band-gap observed in our oxide films. However, 

in this study we do not distinguish between different origins of relaxation. 

However, the effective time relaxation is roughly considered to be τrel ≈ 500 fs. 
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3.1.2. Fatigue laser damage due to the heat accumulation and 
defect incubation 
 

The S-on-1 threshold for multiple-shot irradiation is almost always lower than for 

single-shot experiments by a factor of two to four when using femtosecond laser 

pulses [102, 103]. In fact, the surface damage threshold drops dramatically after 

the first laser shots until reaching an almost constant level. When the sample is 

damaged after more than one laser pulse, this is the so-called fatigue laser damage 

[104, 105]. To our knowledge there are two main reasons for fatigue laser damage 

in femtosecond range of pulse durations. The additional irradiation of the same 

test site causes either defect incubation (pulse-to-pulse absorption, and 

mechanical stress increase [101]) or heat accumulation (shot-by-shot temperature 

increase [106]). The fatigue laser damage probability can be measured according 

to ISO standard by S-on-1 procedure. The damage threshold (zero level damage 

probability) as a function of incident number of pulses is referred to as characteristic 

damage curve. When the material is irradiated with the train of repetitive laser pulses 

a source of heat at the focal volume is created. The electron system is heated at 

first and then the energy is transferred to the lattice. The temperature of the lattice 

grows when the pulse-repetition rate is high enough (Fig. 3.1.2.1.) and the time 

interval between incident laser pulses is less than required for heat diffusion of 

absorbed laser energy [76, 85, 100, 107-109]. The typical heat diffusion time is of 

the order of ~1 µs [76]. The longer the material is exposed to the train of pulses, 

the higher the temperature at the focus and the larger the region that is heated. 

The energy is accumulated around the focal volume until the melting point is 

reached or the local structural changes occur. The boiling, evaporation or ablation 

takes place if the temperature is further increased. Therefore, the repetition rate, 

number of incident pulses and beam diameter are critical to the damage threshold. 

The radius of the so-called heat affected zone (HAZ) is controllable by an 

increase in either repetition rate or the incident laser fluence. If the laser beam 

waist is located in the bulk of the sample, the waveguides due to refractive index 
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changes may be produced [110]. Due to limited diffusion time LIDT also depends 

on the beam radius ω0 [108, 111, 112]. 

 
Fig. 3.1.2.1. Temporal evolution of glass temperature with respect to the number of laser pulses at a radial 
position of 2 µm from the center of the laser beam [107]. 
 

Up to now amplified femtosecond pulses from Ti:Sapphire based laser systems 

are typically separated by milliseconds, exceeding significant time required for heat 

to diffuse out of the focal volume [76]. The focal volume thus returns to room 

temperature before the next pulse. Consequently, the structural change caused by 

an amplified laser is confined to the focal volume, regardless of the number of 

pulses that strike sample [101]. Defect generation by intense laser radiation is the 

second very important mechanism leading to fatigue laser damage [89]. Strong 

optical excitation is sufficient to generate electrons and holes: the process of 

defect formation starts from exciton creation, followed by self-trapping. In fact, 

the generation of lattice defects causes the increased absorption for every pulse of 

the burst. STE’s add more energy levels inside the forbidden band-gap, in analog 

to the effect of impurities and introduces excitation routes for the next laser shots 

[102]. Moreover, defects increase the mechanical stress inside the material which 

is directly related to the optical resistance [105]. As a result of intense 

femtosecond laser irradiation, micron sized defect clusters may form, which can 

yield macroscopic structural damage in the material. In addition, significant 

transient volume associated with exciton self-trapping increases. This creates a 

shockwave-like perturbation that eventually damages otherwise perfect lattice. 

Defect formation may be classified as extrinsic or intrinsic depending on whether 
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the defect is derived from the precursor. Recent advances [48] in the study of self-

trapped exciton (STE) structures and time-resolved pump probe measurements 

[47] have provided the basis for a new level of understanding of the mechanisms 

of intrinsic defect formation. Excitonic mechanisms of defect formation are well 

established in laser-irradiated halides, SiO2, TiO2, Ta2O5, and HfO2, among many 

other wide band-gap materials with strong electron-lattice couplings. These STEs 

are long-lived and can accumulate during illumination by a sequence of pulses.  

 

3.2. Modeling of critical electron density 
 

Ionization rates (3.1.1.1.) are calculated for the given experimental conditions in 

order to model LIDTs of experimentally prepared TiO2 samples. According to 

literature, the electron density of 1021 cm-3 is considered critical. Refractive index 

of TiO2 coatings n0 = 2.48 was determined experimentally from reflection – 

transmission measurements. Different mechanisms are responsible for the 

electron density growth in conduction band (3.1.1.1.1.). Therefore, the nonlinear 

material response is expected to be as a function of the radiation parameters. For 

instance, an abrupt change of the electron density growth due to the multiphoton 

absorption is expected for the wavelength transition from n to the n+1 - photons 

which are necessary to promote the electron from valence to conduction band.  
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Fig. 3.2.1. The estimation of Keldysh ionization rates WPi for TiO2 at different wavelengths [113]. 
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Fig. 3.2.2 Electron density in TiO2 during a fs-pulse [113]. 

 

In contrast to multiphoton case, a continuous change in ionization rate is 

expected for the tunneling mode. The Keldysh ionization rate in TiO2 was 

determined numerically (3.1.1.1.1.) for the wavelengths of interest (Fig. 3.2.1). 

Temporal profile of the pulse intensity is considered to be Gaussian. And indeed 

at lower intensities (up to ~1011 W/cm2) there is an abrupt change in ionization 

rate that corresponds to the multiphoton absorption.  
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Fig. 3.2.3. The computer simulation of laser intensity which is necessary to  

produce the critical (1021 cm-3) electron density [113].  
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At very high intensities the Keldysh parameter γ < 1,5 corresponds to the tunneling 

ionization mode ant there is no abrupt change in ionization rate with respect to 

the wavelength. Since the Gaussian temporal profile is considered, ionization rate 

thus corresponds rather to the multiphoton mode at the beginning and the end of 

the pulse and to the tunnel mode at the peak intensity. Of course, this assumption 

is not valid for all materials and wavelengths since the ionization rate depends on 

many parameters. Modeled dynamics of electron density under identical laser 

pulses but different wavelengths are calculated for TiO2 (Fig. 3.2.2). The influence 

of different mechanisms is displayed by separate curves. As we can see, density of 

free electrons is not the same for different wavelengths. This implies the idea of 

different LIDTs for different wavelengths. In order to verify this assumption the 

laser pulse fluence at which the maximal electron density of 1021 cm-3 is reached 

for 130 fs pulses at the wavelength of interest is modeled (Fig. 3.2.3). As it was 

predicted, in order to reach the same electron density the different intensities are 

necessary when changing the wavelength. Moreover, there is an abrupt change in 

the critical energy density. The predicted model needs to be verified 

experimentally. The approach of verification is measurement of LIDTs in TiO2 

coated layers using tunable wavelength source. 

 

3.3. Preparation of samples  
 

Experiments were conducted on two types of samples: the first set of samples 

consisted of single-layer TiO2 films and the second set HR stack TiO2/SiO2 

mirrors. The first set of TiO2 single layer samples2 was coated on the B270 glass 

substrates using ion-beam sputtering (IBS) technique, which is known to produce 

films with nearly bulk-like refractive indices and low optical losses. Films were 

nearly amorphous and had a physical thickness of 440 nm. The material band-gap 

energy (Ui(TiO2) = 3.65 eV) and refractive index of the coatings (nTiO2 = 2.48) were 

determined from spectrometric measurements. With respect to band-gap energy 

                                              
2 ~5% of SiO2 were mixed into TiO2 during the IBS process. Since SiO2 has broader band-gap than pure 

TiO2 the band-gap of the experimental coatings were slightly broader that of pure TiO2.  
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the stepwise transition form the 2 to the 3 photon absorption is expected at a 

wavelength of ~680 nm (Fig. 2.3.1). Separate mirrors of identical spectral formula 

must be prepared for each wavelength in order to avoid the effects of interference 

and standing waves of electric field in the coating. Therefore, the high reflectivity 

(HR) dielectric coatings centered at λ = 800 nm and 400 nm were deposited on 

BK7 substrates using IAD technique. The high refractive index TiO2 and the low 

refractive index SiO2 materials were chosen for production of dielectric mirrors. 

All coatings were designed using commercial software (TFCalc, Software 

Spectra Inc.). Spectral formula of alternating quarter-wave optical thickness layers 

was in both cases the same – (HL)8H2L, where L = SiO2 and H = TiO2. Coatings 

satisfy condition of R > 98 % at λ = 800 nm and 400 nm specification. The 

overcoats of 2L were used in both cases of HR coatings in order to shift the 

standing wave maximum towards the higher damage threshold layer of SiO2. Such 

overcoat helps to increase LIDT by ~50-100% [114]. The IAD coating process 

started by evacuating the coating chamber to 2�10-3 Pa pressure and heating 

substrates up to 170 °C. Preconditioning of the evaporation materials and pre-

cleaning the substrates for 10 minutes using ion source with O2 was made. 

Afterwards the gas flow was introduced in the chamber, resulting in ~2�10-2 Pa 

total pressure during the deposition. Deposition rates were 0.13 nm/s for TiO2 

layers and 0.22 nm/s for SiO2 layers. O2 gas was used for feeding the ion gun for 

hardening coatings by ion assistance. Anode current was of ~2.5 A. Physical 

thicknesses of trial coatings were 2167 nm and 1022 nm for HR 800 nm and HR 

400 nm mirrors respectively.   

 

3.4. Results and discussions 
 

The measurement of breakdown threshold fluence as a function of wavelength 

was performed on both - single TiO2 layers and TiO2/SiO2 coating stacks. The 

femtosecond Ti:Sapphire oscillator-amplifier system, operating at a wavelength of 

800 nm with a spatially Gaussian beam profile and the pulse duration of 130 fs, 

was used for the measurements. Pulse repetition rate was 1 kHz. Topas 4-800 



92 

optical parametric amplifier was attached to the system in order to convert laser 

energy to the wavelength of interest. For more experimental details refer to the 

chapter 1.2.2. The first set of samples was illuminated with a burst of 1000 pulses 

at center wavelengths from 590 nm to 750 nm. The technique used to measure 

damage threshold fluence was based on the measurement of S-on-1 damage 

probability as a function of incident pulse energy. Extrapolation of data to a zero-

damage probability was made to obtain the threshold fluence corresponding to 

the center of the Gaussian beam. As expected, the LIDT’s of 0% damage 

probability in the investigated range exhibit a quantized transition at 

approximately 680 nm (Fig. 3.4.1). In the range from 590 nm to 670 nm of two 

photon absorption LIDT remains almost constant at a level close to 0.1 J/cm2. 

Between 670 and 690 nm, the threshold increases dramatically.  The threshold 

reaches a constant level again at about 0.40 J/cm2 in 3 photon absorption range. 

This change in the threshold exceeds approximately ~20% uncertainty of 

measurement.  The step from two to three photon absorption matches theoretical 

consideration. 

 

600 620 640 660 680 700 720 740 760
0,0

0,1

0,2

0,3

0,4

0,5

0,6
Sample: single layer of TiO

2
 coated by IBS (LZH)

 0% damage probability after 1000 Pulses

 

 

LI
D

T
, J

/c
m

2

Wavelength, nm

Two photon 
absorption Three photon 

absorption

 
Fig. 3.4.1. The result of S-on-1 LIDT measurement3 for single layer TiO2. 

 

                                              
3 obtained in the international team of LZH and VULTC groups during the LASERLAB-EUROPE 

project in Vilnius 
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The second set of samples - TiO2/SiO2 mirrors - was tested in a similar way. 

Samples were illuminated with a burst of 10000 pulses at fixed center 

wavelengths: mirror HR400nm – at 400 nm and HR800nm at 800 nm, respectively. 

Damage morphologies of samples were observed by microscope (Ergolux, Leiz). 

The result of measurement is shown in (Fig. 3.4.2). 
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Fig. 3.4.2. The result of S-on-1 LIDT measurement for TiO2/SiO2 mirrors. 

 

In principle, data of both experiments confirmed theoretical considerations: the 

step-like transition of LIDT is observed experimentally by changing the 

wavelength in single layer TiO2 coatings. Moreover, the same effect was observed 

in the case of HR coatings. Since both mirrors were additionally coated by SiO2 

overcoat which reduces the internal electric field intensity in TiO2 layer the 

damage threshold observed for the mirrors is higher than in the case of single 

layer coatings. However, band-gap of the material is much smaller for TiO2 layers 

than for SiO2 and this layer limits the optical resistance [78]. LIDT at different 

wavelengths corresponds to different absorption cross-sections of two and three 

photon absorption. The same result was predicted by theoretical model of critical 

density electron generation. Similar results were achieved independently for KDP 

crystals by Carr et al [83]. The main difference between measurement and 

modeling of our work is the fact that modeling was made for single shot 

measurement (1-on-1) but the experiment was performed in multi-shot (S-on-1) 

operation. S-on-1 instead of 1-on-1 measurement was performed because of two 
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main reasons. The speed of mechanical shutter was insufficient to ensure accurate 

control of the exposure by the single laser pulse at repetition rates of 1 kHz. 

Sometimes one, sometimes as many as two pulses pass through the aperture of 

the mechanical shutter until it is fully open. Also, the S-on-1 measurement is more 

important from practical point of view since it corresponds to real operation 

conditions of optical coatings. In all cases the incubation effect was observed. For 

all samples LIDT reached constant level after approximately 10-100 pulses and 

decreased by approximately 50% compared to first pulses. As it was shown my 

M. Mero et al [101], the thermal accumulation does not play a role here at 1 kHz 

repetition rates. The most likely fatigue mechanism of LIDT in femtosecond 

range is caused by incubation of self trapped excitonic states inside band-gap of 

TiO2. Such excitons are the result of high electron density in conduction band. 

Lifetime of the states is high enough if compared to the time between pulses set 

by the repetition rate of the laser [48, 90, 101]. Material starts to absorb strongly 

and the electron avalanche starts at the moment when the density of exited 

electrons reaches critical level. This process leads to ablation and permanent 

structure changes. It is obvious that 1-on-1 damage threshold which is directly 

proportional to multiphoton absorption of the first pulse is also critical for fatigue 

laser damage.  

 

3.5. Conclusions 
 

The experimental observations of TiO2 coatings showed the stepwise transition in 

LIDT when continuously tuning the wavelength of laser pulses (130 fs and 1 

kHz) in spectral range from 590 nm to 750 nm where two-photon absorption 

changes to three-photon absorption. It confirms that multiphoton absorption is 

one of the main damage mechanisms in femtosecond range. Both multilayer and 

single layer dielectric coatings exhibit similar LIDT behavior.  
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4.  LIDT of  multilayer dielectric coatings in 
femtosecond range: role of  substrate roughness and 
coating densification by accelerated ions 
 

Material related to this chapter was published in [A3] and [C7]. 

 

A more complete understanding of different factors that can influence laser-

induced damage threshold is necessary for further optimization of optical 

resistance in multilayer dielectric coatings. These factors include coating 

deposition methods, deposition process parameters and the choice of coating 

materials [28, 43, 115, 116]. It was also discovered that the substrate surface 

properties such as crystalline structure and roughness [117] may also influence the 

crystal structure of the growing coating. Experimental results show that even 

slightly different deposition conditions can result in differ LIDT's. Up to now4 the 

most common deposition techniques for metal-oxide films remains e-beam and 

IAD evaporation. However, the mobility of arriving particles with low thermal 

energy is not large enough to make dense films in e-beam process. In the case of 

such evaporation thin films consist of columns and voids [43]. Such irregular 

structures and porosity can introduce additional absorbing defects i.e. self trapped 

excitons [46] into the lattice. Moreover, the low density and columnar 

microstructure evokes more undesirable optical effects, such as vacuum-to-air 

spectral shift, anisotropy and high scattering losses. In order to solve the spectral 

stability problems related to columnar growth and porosity, more energetic forms 

of film deposition techniques such as IAD, IBS and MS were developed [24, 33, 

34]. The mobility of coating atoms can be enhanced indirectly by substrate 

heating and by ion bombardment of the growing coating or by sputtering targets 

and directly producing atoms with higher energy. On the other hand, 

densification of coatings leads to replication of irregular substrate surface in the 

growing coating [37]. This replication produces the cone-like pits or lens-like 

defects. Because of these defects the local intensity of incident light may be 

                                              
4 more detailed overview is given in the chapter “Coating deposition techniques” 
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increased many times [38, 39, 118] thus lowering LIDT. To our knowledge the 

effect of substrate surface roughness as well as role of coating densification with 

more energetic ion beams is not investigated in detail for femtosecond laser 

pulses. Thus the aim of study described in this part is experimental investigations 

of influence of substrate roughness and coating densification by IAD method on 

the optical resistance of multilayer coatings. According to this, the following study 

was split in two parts: roughness test and ion assisted densification test.  

 

The approach to roughness test involves the production of the identical e-beam 

multilayer coatings on well-characterized substrates from different vendors, 

having different root-mean-square surface roughness (Rrms). This test is important 

because of surface preparation, and because finishing quality (roughness) varies 

from vendor to vendor and it may play a role for damage resistance. The surface 

roughness of each sample is measured with an atomic force microscope (AFM). 

In order to examine this relationship between roughness and LIDT, all coatings 

were LIDT-tested and compared under identical test conditions using fs pulses. 

Multilayer coatings were deposited under the same e-beam evaporation conditions 

during the same process run.  

 

The second test referred to as ion assisted densification test is based on the 

comparison of optical resistance of two HR coatings with almost identical spectral 

formula of coating layers and the same BK7 substrate surface roughness, but 

evaporated by different methods: e-beam and IAD respectively. Substrates as well 

as the deposited coatings were characterized by different techniques and finally 

LIDT-tested.  For the densification of layers an additional ion gun was introduced 

into the coating plant (IAD technique). Typically, the kinetic energy is then 

supplied by a beam of ionized Ar or O2 gas that is accelerated towards the 

growing film [23, 24, 26-32]. Momentum transfer at values of 10 to 300’s eV 

discourages columnar growth, thus densifying the layers. Therefore, IAD films are 

harder, smoother and exhibit more stable optical properties than conventional e-

beam films. However, the quality of IAD film is strongly influenced by the energy 
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of the incident ions and their density [26]. This method has been used extensively 

for more than two decades, but questions about the densification impact on the fs 

LIDT are still open. A few works mention such improvement [31], but, on other 

hand, there are works where the opposite trends are observed [32]. To clarify this 

we performed a series of S-on-1 tests for 104 pulses at 1 kHz repetition rate and 

the wavelength of 800 nm. For coating structure characterization X-ray diffraction 

(XRD) measurements were performed. 

 

4.1. Preparation of samples 
 

High reflection (HR) multilayer dielectric coatings centered at λ = 800 nm were 

deposited on 20 mm-diameter and 4 mm-thick BK7 substrates in a VU-2M 

coating plant5. Two evaporation techniques were applied, namely e-beam and ion 

assisted deposition (IAD). High refractive index ZrO2 and low refractive index 

SiO2 materials were chosen for the production of sample layers. Both coatings 

were designed using commercial optical thin film coating software TFCalc. The 

standard requirement for a laser-line dielectric mirror: R > 99.5 % at λ = 800 nm 

was set as a design target. Design of 27 alternating QWOT ZrO2 and SiO2 layer 

(substrate/(HL)13H/air, total thickness: 4330 nm) for the e-beam case and design 

of 21 alternate quarter-wave thickness ZrO2 and SiO2 layers 

(substrate/(HL)10H/air, total thickness: 3270 nm) for the IAD case were obtained 

to satisfy R > 99.5 % at λ = 800 nm specification. The e-beam HR coating 

process started by evacuating the coating chamber to 3�10-3 Pa pressure and 

heating the substrates to 300° C. After preconditioning of evaporation materials 

and pre-cleaning of the substrates for 10 minutes by using the ion source with Ar 

gas, an additional O2 gas flow was introduced into the chamber, resulting in ~ 

4�10-3 Pa total pressure during the deposition. The approximate deposition rates 

were 0.4 nm/s and 0.5 nm/s for ZrO2 and SiO2 layers respectively. IAD HR 

coating process was started in the similar way; however, all substrates were heated 

to 170° C. Argon gas was used for feeding ion beam gun. Oxygen gas was 
                                              
5 The same coating plant is described in previous chapter  
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introduced into the chamber resulting in total chamber pressure of ~ 2⋅10–2 Pa 

during process. The main parameters of ion beam power supply were: 

 

 Cathode current IC:  ~15 A 

 Anode current IA:   ~ 2.5 – 3 A 

 Anode voltage UA:  ~150 V 

 

The deposition rates during the IAD coating process were approximately 

0.06 nm/s for ZrO2 layers and 0.12 nm/s for SiO2 layers. The layer thicknesses in 

both processes were controlled by measuring the transmittance of growing layers 

on the test glass pieces.  

 

4.1.1. Characterization of surface roughness by AFM 
 

Substrate surfaces were examined by means of contact-mode atomic force 

microscopy using the scanning probe microscope (Explorer, Thermomicroscopes). 

Scans in a range of 100 to 1 µm in five distinct surface points near the centre of 

specimen were performed collecting topography. The most common statistical 

parameters Ra and Rrms (the average roughness deviation and the root-mean-

square roughness deviation respectively) were calculated from topography data 

using SPMLab 5.01 software. The definitions for these parameters are given in 

(4.1.1.1) and (4.1.1.2): 
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     (4.1.1.2) 

 

Areas with erroneous data, noise spikes and noise lines were excluded before 

calculations. Surface examination results are presented in (Fig. 4.1.1.1 and 4.1.1.2) 

(later compared in Table 4.2.1). Surfaces of four samples obtained from different 
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(C) Surface of sample C1 (D) Surface of sample D12  

 
 

  

(A) Surface of sample A1 

Fig. 4.1.1.1. Representative BK7 glass surfaces of substrates obtained from different vendors  
(before the deposition of HR layers). 

  

Fig. 4.1.1.2. Surfaces after the deposition of HR coatings. 

(A) Surface of the e-beam coating  (B) Surface of the IAD coating  

(B) Surface of sample B1 
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vendors before deposition process show different topographies (Fig. 4.1.1.1).        

IAD and e-beam coated samples on substrates with the same surface roughness 

also differ in roughness (Fig. 4.1.1.2). Average roughness deviation Ra and root-

mean-square Rrms roughness deviation were calculated for 10 µm2 areas. As 

expected, the e-beam coatings are more porous and have higher surface 

roughness. Roughness of IAD coated samples is ~50% lower than for e-beam 

coatings. However, it exceeds the roughness of substrates. These results are in 

good agreement with the results obtained by [19]. The histogram of AFM height 

values per same scanned area is given in (Fig. 4.1.1.3).    

 

 

4.1.2. Characterization of refractive indices 
 

The ratio of refractive indices of high nH and low refractive index nL materials in a 

quarter-wave-layer stack determines the spectral width and depth of dielectric 

mirror. Transmission measurements show that the spectral width of high 

reflection zone (192 nm at T = 1% level) of IAD HR coating exceeds the high 

reflection zone of e-beam HR coating (176 nm at T = 1% level). These results are 

in good agreement with calculated designs of these HR coatings. (Fig. 4.1.2.1) 

shows the difference in the refractive index of ZrO2 resulting from different 

coating technologies – lower index for e-beam evaporation alone and higher index 
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Fig. 4.1.1.3. The histogram of AFM height values for E-beam and IAD coating. 
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for ion-assisted deposition. When ZrO2 is evaporated using electron beam, low 

thermal energies of condensing atoms or molecules result in porous, low packing 

density and thus lower refraction index ZrO2 layers. In the case of IAD, the 

growing film is bombarded with energetic ions. That increases the mobility of 

condensing atoms and molecules on the surface of the substrate. In this case good 

adhesion increased packing density and thus a higher refractive index ZrO2 layer 

ensues. This result is in consistence with the surface roughness measurements and 

refractive indices obtained by [19].   

 

4.1.3. X-ray characterization of coatings 
 

X-ray diffraction (XRD) measurements of the optical coatings were performed 

with a diffractometer (D8, Bruker AXS) equipped with a primary beam 

monochromator for Cu radiation. Peaks were step-scanned typically with a step-

length of 0.02° and a counting time of 3.5 s per step. (Fig. 4.1.3.1) shows a typical 

XRD pattern for SiO2/ZrO2 e-beam and IAD optical coatings. Sharp peaks 

present on the pattern corresponded to ZrO2 monoclinic and tetragonal phases 

[119, 120]. Silicon oxide layers were amorphous. The monoclinic phase of the 

ZrO2 coating lattice structure dominates in coatings fabricated using IAD at 

170 °C and tetragonal phase of ZrO2 dominates for conventional electron-beam 

evaporation (e-beam at 300 °C) coatings. 
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Fig. 4.1.2.1. Refractive index of ZrO2 according coating method. 
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4.2. Results and discussions 
 

The main part of experimental results is presented in Table 4.2.1. A typical graph 

of experimental statistics and a characteristic damage curve for femtosecond 

pulses are shown in (Fig. 4.2.1). After the first 100 pulses the threshold for which 

the probability of damage becomes non-zero is constant. The characteristic 

damage curve only changes during the first 100 pulses. 

 
 

As can be seen from the experimental results for 130-fs pulses at 800-nm 

wavelength, the surface roughness of the substrates had almost no influence on 

the LIDT. Although the roughness characterized by Rrms was in the range of 0.16 

Table 4.2.1. Experimental results 

Substrate 
roughness, 

nm 

Sample Coating 
method 

Experiment Coatings 
layer 

materials 
  Ra  Rrms 

Laser beam 
diameter in 
target plane, 

µm 

Wave- 
length, 

nm 

Pulse 
duration, 

fs 

LIDT0% 
after 10000 
shots, J/cm2 

A1 0.12 0.16 535 0.351 
B1 0.27 0.35 540 0.335 
C1 

roughness 
test 

0.39 0.50 535 0.355 
D12 

e-beam 

 deposition 0.51 0.64 540 0.332 
D2 IAD method test 

ZrO2 

and 
SiO2 

0.51 0.64 560 

800  130  

0.343 
 

Fig. 4.1.3.1. XRD patterns of coatings deposited by using e-beam and IAD methods.  
T – ZrO2 tetragonal, M - ZrO2 monoclinic. Cu K2 radiation was used. 
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– 0.64 nm, the variation in LIDT was not higher than ~7 %. This is close to 

accuracy of relative measurements, which was ±5 % in our experiments. The 

same can be said about deposition methods. The LIDT value for IAD optical 

coating deposited on substrate with the same polishing quality as e-beam coating 

was higher by ~3 %. Taking into account other samples, the LIDT of IAD 

coating is in the middle of the range of all observed values.  

 

 

 

Fig. 4.2.2. Nomarski images of laser-induced damage on HR coated BK7-glass specimens. A – 
femtosecond pulse induced damage on coating produced by e-beam technique, B – damage on 
coating produced by IAD technique 
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Fig.4.2.1. The typical characteristic damage curve: 0% damage probability of  

e-beam coated SiO2/ZrO2 HR mirror. 
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Coatings prepared by IAD have the same LIDT value for 130-fs pulses as 

coatings prepared by e-beam. The main mechanism of laser damage at this pulse 

duration near the threshold is assumed to be multiphoton absorption in the first 

layer with high refractive index and high absorption in UV. This can be seen from 

AFM analysis of laser damage. Damage depth does not reach BK7 substrate, and 

the substrate has nearly no influence on LIDT for femtosecond pulses directly or 

trough surface absorption that still exists at the film-substrate interface after 

coating. Nomarski micrographs of damage sites produced by femtosecond laser 

pulses at energy fluency levels near threshold are shown in (Fig. 4.2.2, A and B).  

 

4.3. Conclusions 
 

LIDT comparison of high-reflection coatings deposited of alternating quarter-

wave optical thickness ZrO2/SiO2 layers by using IAD and e-beam techniques 

was performed at femtosecond laser pulse durations. Monoclinic and tetragonal 

crystalline phase of ZrO2 layers dominated for IAD (at 170 °C) and e-beam 

(at 300 °C) deposition techniques respectively. Even though the crystalline phases 

in ZrO2 layers were different both coatings had almost the same LIDT values for 

130 fs, 800 nm and 1 kHz pulses in S-on-1 test mode. The IAD and e-beam HR 

coatings typically had higher than 2 nm surface roughness characterized by Rrms. 

Therefore, the typical 0.16 – 0.64 nm roughnesses of substrates had also almost 

no influence on LIDT of HR coatings for repetitive femtosecond pulses.  
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5. The influence of  interference effects on optical 
resistance in multilayer dielectric coatings  
 

Material related to this chapter was published in [A19] and [C15]. 

 

There are theoretical and experimental works dedicated to investigation of 

relation of laser induced damage and electric field intensity (EFI) within dielectric 

coating [63, 121-123]. Since interfaces of high and low index materials within a 

coating stack are usually identified as the weakest zone, there were many attempts 

to suppress electric field intensity by shifting its peaks to more resistant low 

refractive index material. Several studies also demonstrated that there is a clear 

correlation between damage morphologies and distribution of electric field within 

multilayer coatings [122, 124]. However, the vast majority of studies were 

performed for nanosecond laser pulses causing thermal damage. The aim of this 

work was an experimental study of femtosecond optical resistance in dielectric 

mirrors using standard alternating QWOT design and modified e-field design with 

suppressed electric field strength. This question arises naturally, since the 

mechanism of damage is different in femtosecond range [48, 78, 90]. The 

approach of investigations consists of production of the coatings and their optical 

resistance testing using ultrashort pulses. High refractive index materials ZrO2, 

HfO2 and Ta2O5 were chosen for two sets of experiments. Two different designs 

of the coatings were investigated: standard alternating quarter-wavelength layer 

design with SiO2 overcoat, and modified e-field non quarter-wavelength design 

with suppressed electric field. Damage sites were studied using optical and AFM 

microscopes. Relation between electric field distribution and damage morphology 

was observed. Results demonstrate that suppressing electric field at layer 

interfaces enables to increase LIDT for high reflectance coatings almost twice 

compared to standard quarter-wavelength design when using ultrashort laser 

pulses. However, electric field distribution is sensitive to variations in thicknesses 

of outer layers, so deposition process should be precisely controlled to get 

improvement in LIDT of coatings.  
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5.1. Preparation of ZrO2/SiO2 samples  
 

Experiments were carried out using VU-2M coating plant equipped with a high 

vacuum diffusion pump, backed by rotary oil and rotary lobe pumps. The coating 

chamber was 70 cm in diameter and 70 cm in height with a spherical rotational 

substrate holder. Two 180° electron-beam sources and a gridless end-Hall ion 

source for the substrate pre-cleaning and ion beam assisted deposition were 

installed in the chamber. Deposition process was controlled by optical monitoring 

measuring the transmission through test glass pieces at selected control 

wavelength. Optical monitoring was performed using a spectrophotometer with 

operating range from 250 nm to 1500 nm. The main design specifications of the 

ion beam source: 

 

 Ion energy: 80-120 eV 

 Beam current: 750 mA (anode current is 4 A) 

 Ion beam current density: 5 mA/cm2 (central part at 150 mm distance) 

 

The main purpose of the first experiments was to compare the resistance of 

standard design high reflectance coating with e-field design, where intensities of 

electric field at the layer interfaces as well as in the high refractive index material 

were suppressed by modifying thicknesses of outer layers to shift peaks of 

standing electric field wave to the layers of low refractive index material (SiO2). 

We chose to suppress the intensity of electric field about three times in e-field 

coating comparing to the maximum intensity at the interface of outer layers in 

standard quarter-wavelength design. The mirrors were designed using TFCalc 

software. The final e-field design modified thicknesses of the outer 8 pairs of the 

Table 5.1.1. Main design and deposition parameters of experimental ZrO2/SiO2 mirrors 
 

Design 
Number 

of  
layers  

Thickness 
(nm) 

Tempe- 
rature 
(°C) 

ZrO2 
deposition 
rate (Å/s) 

SiO2 
deposition 
rate (Å/s) 

Back- 
ground 

gas 

Deposition 
pressure  

(Pa) 
standard 26 3260 
e-field 32 4260 

300 3.5 5 O2 ~4.5 × 10-3 
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stack and additional 3 pairs of ZrO2 and SiO2 layers to match reflectance at 

λ = 800 nm of standard design mirror. Both designs had the overcoat of half-

wavelength thickness SiO2 layer. All coatings were deposited on BK7 substrates. 

The first pair of mirrors was manufactured using common e-beam evaporation of 

ZrO2 and SiO2. The main design and deposition parameters are presented in the 

Table 5.1.1, while calculated distribution of standing electric field wave at nine 

outer layer pairs of both mirrors is shown in (Fig. 5.1.1).  

 

 
 

Measured reflectance spectra of e-field design deposited mirrors by 

spectrophotometer (Perkin Elmer, Lambda 950) are presented in (Fig. 5.1.2). Due 

to errors during the deposition run, there were clear discrepancies between 

designed theoretical and measured spectral curves. We used optimization of 

optical layer thicknesses of initial e-field design to match the measured spectra and 

to recover the real structure of deposited layers in order to trace very possible 

pattern of E-field. During the reverse engineering procedure, the changes of optical 

thickness of each layer were restricted to 5%, in order to avoid non-realistic 

solutions. All this procedure was done using the same TFCalc software package. 
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Fig. 5.1.1. Distribution of normalized electric field intensity at nine pairs of outer layers of standard (left) 
and e-field (right) ZrO2/SiO2 mirror designs. 
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(Fig. 5.1.2). on the right shows distribution of electric field intensity in deposited    

e-field coating. Deposition errors clearly led to even worse result compared to 

standard design, because the real electric field intensity at all eight outer SiO2 layers 

is approximately two times higher than designed. The field intensity in the 8th and 

9th layer outer interfaces reached the same maximum electric field intensity as in 

the outer interface of layers of standard design. This e-field pattern could possibly 

lead to lower LIDT values. 

 

5.2. ZrO2/SiO2 mirrors: results and discussions 
 

The results and parameters of S-on-1 LIDT testing are presented in Table 5.2.1.  

 

  

The observed behavior of optical resistance in experimental ZrO2/SiO2 mirrors 

were in consistency with corresponding e-field patterns - erroneous e-field design 

with raised e-field intensity in SiO2 layers and layer interfaces demonstrated only 

70% of resistance of standard design mirror. Damage sites were also inspected 

Table 5.2.1. LIDT testing of experimental ZrO2/SiO2 mirrors 

Design LIDT, J/cm2 Pulse duration, fs Beam diameter 1/e2, µm 
standard 0.65 

e-field 0.44 
130 238 
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     Fig. 5.1.2. Measured and designed spectra of experimental e-field ZrO2/SiO2 mirrors (left). Distribution 
of normalized electric field intensity in the nine pairs of outer layers of deposited e-field ZrO2/SiO2 
mirror, corresponding to measured reflectance spectrum (right). 
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using optical microscope (BX41, Olympus) with dark field contrast in reflection 

mode. (Fig. 5.2.1) shows dark field images of damage sites of both mirrors using 

pulse with energy close to LIDT (left) and several times exceeding LIDT (right).  

 
Morphologies were different – damages of standard design mirrors had cone-like 

shape, where damage was caused by the highest energy density at the centre of 

Gaussian-shaped laser beam, while e-field design clearly demonstrated two-stage 

pit, possibly obtained when lower energy density at the periphery of the laser 

beam was still sufficient to initiate damage in outer 8-9 layer pairs where electric 

field intensity was much higher than in standard design coating. Damage sites were 

also investigated using AFM (CPII, Veeco). AFM scan of laser damaged e-field 

mirror is shown in (Fig. 5.2.2). Measured depth of crater corresponded to the 

  

  

(A) standard design, fluence ~ LIDT  (B) standard design, fluence >> LIDT 

(C) e-field design, fluence ~ LIDT 
 

(D) e-field design, fluence >> LIDT 
 

Fig. 5.2.1. Images of damage sites of standard design (A, B) and e-field design (C, D) mirrors. 
All pictures are of the same scale (78x61 µm2). 
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distance of interface of 8th – 9th layer pair from the coating surface, where the 

intensity of electric field was the highest of all interfaces of the stack. This implied 

that damage was initiated at this place of the deposited layer structure. 

 

5.3. Preparation of Ta2O5/SiO2 and HfO2/SiO2 samples 
 

 
The first set of experiments showed that much more stable materials and 

processes were needed for the precise manipulation of layer thickness in order to 

get the desirable distribution of electric field. Therefore, two combinations of 

processes and high refraction index materials for the next set of experimental 

mirrors were investigated further: e-beam evaporation of more stable hafnia 

(hafnium oxide) and highly precise IAD deposition of tantala (tantalum oxide).  

Table 5.3.1. Main design and deposition parameters of experimental Ta2O5/SiO2 and HfO2/SiO2 mirrors 

Design H L Process Nr. of 
layers  

Thick- 
ness, 
nm 

Tempe- 
rature  

°C 

H dep. 
Rate, 
Å/s 

L dep. 
rate, 
Å/s 

Back- 
ground 
IAD gas 

Deposition  
pressure,  

Pa 
standard 24 3200 
e-field 

Ta2O5 SiO2 IAD 
22 2800 

50 1.3 2 O2 8 × 10-3 

standard 24 3270 
e-field 

HfO2 SiO2 e-beam 
24 3100 

300 2 2.8 O2 4.5 × 10-3 
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Fig. 5.2.2. A – damage topography of e-field design mirror measured by AFM; B – the cross-section of 
relative height near the geometrical center of the crater. 
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Additionally, e-field design was simplified to decrease the influence of possible 

errors in modified layer thicknesses to the final pattern of electric field within the 

coating. Only three outer layer pairs were modified to suppress electric field 

twofold, compared to a standard design mirror. Deposition runs and their 

technological parameters are presented in Table 5.3.1. Measured transmittance 

spectra of deposited e-field coatings and corresponding distribution of electric field 

within the outer layers of coatings are shown (Fig. 5.3.1). There was a reasonable 

match between measured and designed spectra, so corresponding pattern of 

electric field had fulfilled initial e-field design intentions – electric field at outer 

layer interfaces was suppressed two times, comparing to standard design. 

 

 

 

500 600 700 800 900 1000
0

20

40

60

80

100
Ta

2
O

5
/SiO

2
 Mirror

 designed
 measured

R
, %

Wavelength, nm
 

3000 2500 2000 1500 1000
0

1

2

3

4

5
Air

 Ta
2
O

5

 SiO
2

N
or

m
al

iz
ed

 E
FI

, a
.u

.

Thickness, nm
 

500 600 700 800 900 1000
0

20

40

60

80

100
HfO

5
/SiO

2
 mirror

 designed
 measured

R
, %

Wavelength, nm

 

3500 3000 2500 2000 1500
0

1

2

3

4

5
Air  HfO

2

 SiO
2

N
or

m
al

iz
ed

 E
FI

, a
.u

.

Thickness, nm
 

Fig. 5.3.1. Measured and designed spectra of experimental e-field Ta2O5/SiO2 and HfO2/SiO2 mirrors 
(left). Distribution of normalized electric field intensity in the seven pairs of outer layers of e-field 
deposited mirrors, corresponding to measured reflectance spectrum (right). 
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5.4. Ta2O5/SiO2 and HfO2/SiO2 mirrors: results and 
discussions 

 

 
 

Laser induced damage threshold (LIDT) of deposited mirrors was experimentally 

measured in the same manner as for zirconia (zirconium oxide) mirrors. Pulses of 

46 fs and 130 fs duration were used. The final LIDT results are summarized in 

(Fig. 5.4.1). Designs with suppressed e-field demonstrated 65-78% increase in 

LIDT compared to standard quarter-wavelength design for tantala mirrors and 

12-16% increase for hafnia mirrors, dependently on pulse duration. The effect of 

standard mirror stack modification was considerably lower in hafnia case, possibly 

due to higher band-gap energy of hafnia comparing to tantala. Therefore, it had to 

be less sensitive to electric field influence on non-linear ionization processes. 

(Fig. 5.4.2) shows damage sites of Ta2O5/SiO2 mirrors (left) and HfO2/SiO2 

mirrors (right). Different morphology could be identified between standard (top) 

and e-field (bottom) designs for both materials and followed distribution patterns 

of electric field at outer layers of coatings. Cone-like pits of standard mirrors 

confirmed that critical free electron density at the interfaces of outer layers due to 

higher electric field could be reached by lower energy densities present at 

peripheral part of the pulse, having Gaussian spatial distribution, while inner 

layers demanded higher energies, present at the very center of the pulse. 

Cylindrical shape damage pits in e-field coatings implied that the critical conditions 
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Fig. 5.4.1. LIDT’s of Ta2O5/SiO2 (left) and HfO2/SiO2 (right) mirrors for standard  

and e-field designs at 46 fs and 130 fs duration pulses. 
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were reached simultaneously at several outer layer interfaces, which clearly 

correlated to the distribution of electric field within the   e-field coating (Fig. 5.3.1).  

 

 
 

5.5. Conclusions 
 

Standard alternating QWOT and custom design Ta2O5/SiO2 and HfO2/SiO2 e-field 

dielectric mirrors centered at 800 nm were deposited by IAD technique. The 

suppressing of electric field at high refractive index layers as well as in layer 

interfaces results in the increased optical resistance to intense laser radiation also 

in femtosecond pulse range. Tantala-silica mirror resulted in 0.66 J/cm2 and 

(A) standard design: Ta2O5/SiO2 (B) standard design: HfO2/SiO2 

  

(C) e-field design: Ta2O5/SiO2 (D) e-field design: HfO2/SiO2 

  

Fig. 5.4.2. Images of damage morphologies of standard design (A - Ta2O5/SiO2 B- HfO2/SiO2) and  

e-field design (C - Ta2O5/SiO2, D - HfO2/SiO2) mirrors. Laser pulse energies close to LIDT. 

All pictures are of the same scale (78x61 µm ) 
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0.89 J/cm2 LIDT for 46 and 130 fs pulses, respectively. These results were 65% 

and 78% higher in comparison to standard quarter-wavelength design tantala-

silica mirrors. Hafnia based e-field mirrors had 0.77 J/cm2 and 0.86 J/cm2 LIDT 

for 46 and 130 fs pulses respectively; this result was 12% and 16% higher 

compared to standard hafnia-silica mirrors. The effect of suppressed electric field 

on damage threshold of the coating was considerably lower in hafnia case, due to 

higher band-gap energy of hafnia comparing to tantala. ZrO2/SiO2 e-field mirrors 

showed that electric field distribution is sensitive to variations in modified layer 

thicknesses, and could lead to even lower LIDT in the case of incorrect 

deposition.  

The study of damage sites using optical and AFM microscopes confirmed the 

relation between the shape of pits and distribution of electric field at the outer 

layers of experimental mirrors. Cone-like pits of standard mirrors illustrated that 

damage conditions at the interfaces of outer layers due to the higher electric field 

could be reached by lower energy densities present at the peripheral part of the 

pulse. Cylindrical shape damage pits in e-field coatings suggested that the critical 

conditions were reached simultaneously at several outer layer interfaces, which 

correlated with the equal values of electric field at these interfaces of e-field 

coating.  
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List of  conclusions 
 

1. An automated metrological facility for S-on-1 laser-induced damage threshold 

measurements was developed. It minimizes the influence of human factor and 

speeds up the LIDT measurement procedure. The sensitivity of assembled 

metrological facility is sufficient for the determination of various factors 

(parameters of deposition techniques and coating materials) on LIDT of optical 

coatings when using femtosecond pulses.   

2. S-on-1 test of optical resistance in dielectric surfaces containing absorbing 

damage precursors by spatially and energetically fluctuating laser radiation 

produces the apparently accumulative damage statistics with respect to incident 

number of pulses because of increasing exposed area and thus increasing 

probability of damage. 

3. The experimental observations of TiO2 coatings showed the stepwise transition 

in LIDT when continuously tuning the wavelength of laser pulses (130 fs and 

1 kHz) in spectral range from 590 nm to 750 nm where two-photon absorption 

changes to three-photon absorption. It confirms that multiphoton absorption is 

one of the main damage mechanisms in femtosecond range.  

4. The high reflectivity dielectric coatings of alternating ZrO2/SiO2 QWOT layers 

evaporated by using conventional electron beam evaporation or ion-assisted 

deposition typically have surface roughness more than ~2 times higher than 

substrate roughness. Therefore, the typical roughness of substrate which does not 

exceed ~0.6 nm has no influence on the LIDT of those coatings in fs range 

(800 nm, 130 fs and 1 kHz).   

5 The densification of HR ZrO2/SiO2 layers by IAD technique using Ar+ ions 

with kinetic energy of ~150 eV does not change the LIDT of those coatings for 

femtosecond (800 nm, 130 fs and 1 kHz) pulses in comparison to with e-beam 

deposited coatings. 

6. The experimental observations using 800 nm, 130 fs and 1 kHz repetition rate 

laser pulses showed that it is possible to increase the LIDT of HR dielectric 

coatings up to ~78% by suppressing electric field at the outer layers of high 

refractive index also in fs pulse range. 
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Summary 
 

 

The present Ph.D. thesis is the experimental and theoretical analysis of damage 

processes in thin film dielectric coatings induced by the femtosecond laser pulses. 

Experimental investigations were performed by automated metrological facility designed 

for S-on-1 laser-induced damage threshold measurements. Femtosecond repetitive pulses 

(1 kHz) either at fixed 800 nm and 400 nm wavelengths or continuously tunable in 

590 nm to 750 nm spectral range were used for measurements. The sensitivity of 

assembled metrological facility was sufficient for the determination of various deposition 

factors (process parameters and coating materials) on LIDT of optical coatings. During 

our experimental investigations on multi-layer ZrO2/SiO2, HfO2/SiO2, Ta2O5/SiO2, 

TiO2/SiO2 high reflection coatings and single-layer TiO2 several important results were 

obtained. This allows us to conclude: stepwise transition of LIDT values was 

experimentally observed in range where two-photon absorption changes to three-photon 

absorption. It confirms that multiphoton absorption is one of the main damage 

mechanisms in femtosecond range. The multilayer coatings deposited by IAD and e-

beam techniques on substrates having roughness of 0.64 nm or smaller showed similar 

LIDT values. Moreover, it was also confirmed that suppressing of standing wave electric 

field intensity at the outer layers of high refractive index improves the optical resistance 

of high reflectivity coatings also for femtosecond pulses. Furthermore, the model of the 

pseudo-accumulation effect is introduced for optical surfaces containing absorbing 

defects. The results of Monte Carlo simulations show that pulse-to-pulse fluctuations of 

laser beam propagation direction, energy or even mechanical vibrations in the optical 

systems produce apparently accumulative damage statistics. The exposed area increases 

shot-by-shot, thus increasing the S-on-1 probability of damage. 
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