
VILNIUS UNIVERSITY 

MEDICAL FACULTY 

 

 

The Final thesis 

 

Overview of Clinical Validation Processes for Artificial Intelligence 

Applications in Pathology 

 

 

 

Margaryta Lyzogub, VI year, 2018, 1st group 

 

Institute of Biomedical Sciences;  

Department of Pathology and Forensic Medicine 

 

 

 

Supervisor       Prof. dr. $UY\GDV�/DXULQDYLþLXV
          

Head of Department/Clinic     3URI��GU��$UY\GDV�/DXULQDYLþLXV

                                 

 

 

 

 

 

 

2024 

 

 

margaryta.lyzogub@stud.mf.vu.lt 

  

mailto:margaryta.lyzogub@stud.mf.vu.lt


 2 

CONTENT 
SUMMARY                                                                                                                               2 

ABBREVIATIONS                                                                                                                   3 

1.BACKGROUND                                                                                                                    4 

2. LITERATURE SEARCH STRATEGY                                                                                4 

3. HOW DID WE GET WHERE WE ARE NOW                                                                    4 

4. THE DIGITALIZATION OF PATHOLOGY                                                                       6 

4.1 The algorithms applied in pathology                                                                                   6 

4.2 Supervised learning Vs unsupervised learning                                                                    8 

4.3 Value of AI for pathology workflow                                                                                  10 

5. THE LIFECYCLE OF THE ALGORITHM DEVELOPMENT                                         12 

5.1 Stakeholders and stages                                                                                                      12 

5.2 Analytical and clinical performance stages                                                                        13 

5.3 Analytical validation data strategies                                                                                   15 

5.4 Performance indicators                                                                                                       17 

6. EXAMPLE OF Ki67 ENUMERATION ALGORITHMS AND THEIR CLINICAL 

VALIDATION                                                                                                                         21 

7. THE FUTURE OF MEDICAL PROFESSION IN THE AI CONTEXT.                           22 

8. CONCLUSION                                                                                                                    23 

LITERATURE                                                                                                                         23 

WARRANTY                                                                                                                           28 

 

SUMMARY 
The paper aims to provide a general understanding of the impact of artificial intelligence on 

the current pathology and explore the aspects that a medical student or a clinician without a 

background in the computational pathology need to be aware of to evaluate the performance of 

the algorithm.  

It starts with the overview of the history of computational pathology development emphasizing 

the speed and the effort needed for the novel WUHQGV¶ introduction into research and clinical 

practice. In then explores the most common types of algorithms deployed in the industry and 

cases of their application. An idealistic model of fully symbiotic machine-pathologist workload 

is depicted. Next, information about the process of artificial intelligence models¶ development 

is introduced, focusing on the steps of analytical and clinical validation. The approaches to the 
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data distribution for training, tuning, and testing are discussed and the most commonly used 

statistical measures are explained. The work concludes with the ideas on the steps needed to 

take today in terms of medical education, to provide the healthcare specialists of tomorrow 

with the relevant knowledge to face the era or artificial intelligence prepared. 

In conclusion, it takes a combination of pathology, data science, medical statistics, medical law 

and many more areas of knowledge to accurately assess the novel model, thus providing the 

healthcare professionals with basic concepts in diverse expertise domains during medical 

education using stratified approach based on their future role in AI development is crucial. 

KEYWORDS 

Artificial intelligence, machine learning, deep learning, supervised learning, computational 

pathology, validation, Ki-67 enumeration algorithm 

ABBREVIATIONS 
AI Artificial intelligence 

CNN Convolutional neural network 

CPU Central processing unit 

CV Cross-validation 

DL Deep learning 

DP Digital pathology 

EMA European Medical Agency 

FDA Food and Drugs Agency 

FFPE Formalin-fixed paraffin-embedded blocks 

FN False negative values 

FP False positive values 

GAN Generative adversarial network 

GNN Graph neural network 

GPU Graphics processing unit 

H&E Hematoxylin and eosin 

IHC Immunohistochemistry 

MCC 0DWWKHZ¶V�FRUUHODWLRQ�FRHIILFLHQW 

ML Machine learning 

MIL Multiple instance learning 

MSI Microsatellite instability 

ROI Region of interest 

ROC Receiver operating characteristic curve 

TN True negative values 
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TP True positive values 

WSI Whole-slide image 

1.BACKGROUND 
Pathology is one of the specialties benefitting the most from artificial intelligence (AI) 

algorithms becoming increasingly better, performing such tasks as interpreting complex 

histopathological images and detecting the patterns suggestive of disease. The potential gains 

from adapting the digital tools into the workflow include reducing the time per case, and 

improving the accuracy of assessment, resulting in higher efficiency and scalability in practice. 

However, before allowing the machine to make decisions impacting human health, rigorous 

validation is needed. The process aims to provide the practitioners with a scientific and 

statistical basement demonstrating the reliability of the model while deployed over diverse 

patient datasets.  

This thesis is dedicated to unraveling the existing practices in clinical validation within 

pathology. By diving into the methodologies and statistical measures employed in this process, 

it aims to enlight the path toward enjoying the full potential of AI while safeguarding the 

integrity of diagnostic decisions in clinical settings, providing the illustration of the validation 

of the Ki67 enumeration tools. 

2. LITERATURE SEARCH STRATEGY 
Literature search was performed from January 1st 2023, to May 10th 2024, with keywords 

³Computational pathology OR Artificial intelligence in pathology AND Validation,Ä  

³6WDWLVWLFDO� PHDVXUHV� IRU� YDOLGDWLRQ� 25� FURVV� YDOLGDWLRQ,´ using PubMed. Only original 

research articles written in English were selected. Full texts of the relevant articles were 

extracted after being screened for titles and abstracts.  

3. HOW DID WE GET WHERE WE ARE NOW 
Pathology has always been the discipline connecting clinical practice and science. It took only 

50 years for the journey of artificial intelligence from being a newly invented term in computer 

sciences to becoming a part of clinical routine.  

In digital diagnostics, it is considered that the start took place in 1965 as the year that brought 

to us the invention of computerized image analysis and the introduction to computer vision for 

microscopic fields of blood smears. It continued as convolutional neural networks were 

developed in 1988, as a kind of deep learning algorithm for automated recognition and 

classification of histopathological images [1]. In 1990 the development of whole-slide scanners 

was started and in 1994 the first commercial solution called BLISS went through FDA approval 
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successfully. Ever since, multiple commercial scanners with fluorescent and brightfield 

capabilities have come to the market.  

In 1995 the first commercial digital tool for Pap smears also received the green light from the 

FDA. The digital progress continued as in 2017 another large approval happened in 2017 with 

Philips and their Intellisite. Moreover, 1 year later AI-based diagnostic tool for diabetic 

retinopathy was also approved. This set the precedent of AI-based tool registration for 

healthcare, posing more questions on how to assess the efficacy for diverse groups of patients 

and resulting in the need for better regulation oI�WKH�ILHOG�RI�GLJLWDO�KHDOWKFDUH�VROXWLRQV��7KDW¶V�

why in 2019 FDA released µ$,�0/�EDVHG�VRIWZDUH�DV�PHGLFDO�GHYLFH¶��8S�WR�GDWH��(0$�KDV�

not released any AI-related regulations with the main document regulating the field still being 

����¶V�µ,Q�9LWUR�'LDJQRVWLF�0HGLFDO�'HYLFHV�5HJXODWLRQ�����������¶��However, Office of the 

European Union has developed and published µEthics guidelines for trustworthy AI¶ in 2019 

DQG���\HDUV�ODWHU��LQ������µ7KH�$,�$FW¶�ZDV�GHYHORSHG�DQG�LV�VWLOO�JRLQJ�WKURXJK�WKH�UHYLVLRQ� 

However, pathology is not limited to the digital diagnostics aspect, but also includes 

computational pathology aspect, such as automatic cytological smear screening becoming 

possible in 1959, statistical analysis of cell morphology performed in 1965, survival predictions 

based on nuclear analysis (2009) and morphological features (2011). The more recent advances 

include microsatellite instability (MSI) prediction from WSI, cancer detection using MIL, 

HoverNet nucleus segmentation and classification (2019), WSI image search development, 

prediction of metastasis development, PAIGE.AI, Proscia, DeepLens, PathAI and Inspirata 

start-ups (2020-2021) and many more. The field is booming with many commercial and 

academic attempts to produce new more exciting tools. 

However, it quite early became evident that to advance quicker, much public collaboration is 

QHHGHG��7KH�VXFFHVV�RI�7KH�+XPDQ�*HQRPH�3URMHFW�ZDV�HYLGHQW��WKDW¶V�ZK\�WKH�LGHD�WR�FUHDWH�

a similar database for pathologists was shared by many minds of the induVWU\��7KDW¶V� KRZ�

TCGA ± public archives of WSI were started in 2005. Another milestone in public efforts is 

considered to be the CAMELYON challenge, which in 2017 provided the world with 

algorithms for metastasis detection in the lymph nodes. In 2019 BACH initiative brought us 

the chance to subtype the breast cancer of regions of interest (ROIs). In 2021 EU Big Picture 

project was started as a repository of WSIs, including 3 million slides collected and stored with 

UHVSHFW�WR�SDWLHQWV¶�SULYDF\�DQG�GDWD�FRQIidentiality [2]. 

The most significant milestones are depicted in Figure 1.[1,2] 
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Fig. 1. The timeline of the most significant events in the development of computational 
pathology (modified on Bera K. et al. 2019; A.H. Song et al. 2023) 
 

4. THE DIGITALIZATION OF PATHOLOGY 
4.1 The algorithms applied in pathology 
%HIRUH� VWDUWLQJ� WKH� GLVFXVVLRQ� RQ� DOO� WKH� SRVVLEOH� DSSOLFDWLRQV� RI� $,�� OHW¶V� review the 

technologies and methods involved. 

$FFRUGLQJ�WR�$EHOV�HW�DO����������µArtificial intelligence (AI) is a branch of computer science 

dealing with the simulation of intelligent behavior LQ�FRPSXWHUV¶�� 

The branch of it that specifically processes data, makes an intelligent judgement, performs the 

set task and improves the performance is called machine learning (ML).  

Last, but not least, deep learning (DL) is the branch of machine learning that imitates logical 

VWUXFWXUH�YLD�DUWLILFLDO�QHXUDO�QHWZRUN¶V�PXOWLOD\HU�KLHUDUFKLFDO�DOJRULWKP�WKDW�SURFHVVHV�ODUJH�

amounts of data to perform the tasks and self-train [3]. 

Several AI model types are deployed to solve the tasks posed by pathologists. One of the oldest 

ones used by pathologists since the last century is the convolutional neural network (CNN). 

CNNs are supervised machine learning models that require a large pool of labelled data 

(typically images) for training. They are hypothesis-driven and consist of one or more 

convolutional layers, pooling layers and 1 or more fully connected layers. The typical tasks 

that are deployed by these systems include image classification, object detection and semantic 

segmentation [4]. In the articles, such examples of CNN use for tumor-infiltrating lymphocytes 

classification, differentiation of malignant and benign lesions between colorectal polyps and 
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lung nodules, interstitial fibrosis and tubular atrophy detection, Ki67 quantification with piNET 

calculator and many more [5-8]��7KH�ELJJHVW�DGYDQWDJH�RI�VXFK�D�QHXUDO�QHWZRUN�LV�WKDW�LW¶V�

understandable for pathologists, thus deemed more trustworthy to be deployed into clinical 

practice. The disadvantages include limitations of the use (can only perform pre-trained tasks) 

and the QHHG� IRU� D� ODUJH� GDWD� SRRO� ZLWK� SDWKRORJLVWV¶� DQQRWDWLRQV� WR� WUDLQ� WKH� DOJRULWKP�

efficiently (if the model is built from scratch). 

A more complex model is a graph neural network (GNN), which are moderately-supervised 

models designed to operate not on the simple images, but on graphs where nodes represent 

entities and edges represent relationships between them [9]. They usually consist of embedding 

layer, graph pooling layer, graph convolutional layer and last fully connected layer to produce 

the output. GNNs are capable of classification/regression (of nodes, edges, or graphs), 

prediction and clustering [10]. The examples of application in pathology include nucleus 

segmentation and classification, tumor detection and staging for breast cancer, grading of 

colorectal cancer, more accurate Gleason scoring for prostate cancer and many more [11]. The 

advantage of this model is in capturing special relationships between nuclei and other elements 

RI� KLVWRORJLFDO� DUFKLWHFWXUH��ZKLOH� GLVDGYDQWDJH� LV� OLPLWHG� H[SODLQDELOLW\� RI� WKH� DOJRULWKP¶V�

decision-making, disturbing the pathologists considering entrusting real patient data and 

validating it. 

The next group is represented by end-to-end models, including multiple instance learning 

(MIL) algorithms. These are weakly supervised, hypothesis seeking models that typically need 

grouped data for training into so-called bags, when the information about instances is 

DJJUHJDWHG�LQ�HDFK�EDJ�WR�PDNH�D�SUHGLFWLRQ�RQ�WKH�JURXS¶V�ODEHO��7KH�W\SLFal structure includes 

activating fully connected layer, encoding layer, pooling layer producing bag representation, 

classification, and output layers [12]. In pathology, MIL offers 3 levels of classification ± 

image, instance, and pixel. Moreover, MIL models are capable of object detection and 

identification leading to computer-assisted diagnostics, clusterisation, bag label prediction, 

annotations refining and image retrieval for the specific task [13]. In pathology, these 

algorithms may predict HER2 and BRAF status, microsatellite instability (MSI) based on 

hematoxylin & eosin (H&E) breast tissue samples, predict subtypes of cancer based on H&E 

WSIs, etc [14,15]. These PRGHOV�VKDUH�WKH�µEODFN�ER[¶�SUREOHP�ZLWK�WKHLU�SUHGHFHVVRUV��ZKLOH�

allowing to explore even more advanced associations. 

Generative adversarial networks (GANs) typically involve 2 competing neural networks: a 

generator that creates fake images and discriminator that compares generated data with ground 

truth and filters aside fake data to produce most realistic output. GANs may be used in 
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pathology to generate a pool of data that may be further used for training of other kinds of 

models, for education purposes, to improve the image quality and remove the artifacts [16,17]. 

These models pose the biggest validation challenge as the current metrics for quality 

assessment are insufficient for them. 

4.2 Supervised learning Vs unsupervised learning 
As we have explored in the previous chapter, machine learning models may be supervised to 

different extent and completely unsupervised. The comparative characteristics of supervised 

and unsupervised learning is presented in Table 1. 

Supervised machine learning is used to cover the current tasks of clinical pathologists. For the 

training, ground truth annotations are used, where each data item is linked with the expected 

outcome. It is typically performing such tasks as classification, regression, localisation, and 

segmentation [18]. The training demands large datasets, and labelling is usually a lengthy 

process taking away much time from clinicians and researchers. L. Hou et al. specify that 

providing annotation to 50 WSIs on nuclei segmentation took 120-����KRXUV�RI�SDWKRORJLVWV¶�

workload [19]. This sometimes leads to the limited application and scalability in clinical 

practice. Another possible disadvantage is related to the challenges of generalisation. As the 

training dataset is usually quite limited, it might be not diverse enough to represent the target 

SRSXODWLRQ�RU�YDULHW\�RI�FRQGLWLRQ¶V� IRUPV�� WKXV� LW�PLJKW� IDLO� WR� UHFRJQLVH� LW� LQ�XQVHHQ�GDWD��

Unrepresentiveness might be the result of multiple biases, including sampling bias, labelling 

inaccuracies (for example, immunohistochemical evaluation is often subjected to inter-

observer variability), or social factors (including accessibility of healthcare services by various 

groups). There is also a chance of overfitting happening during the training, when the algorithm 

performs better identifying noise and outliers rather than target features. After overcoming all 

these potential problems in the process of development, the models are ready to perform very 

specific tasks with easy to interpret and highly accurate results [20]. 

Unsupervised machine learning is providing new insight onto the disease diagnostics [3]. 

They are fed unlabelled data in attempt to discover new useful features and patterns without 

trying to interpret them. They can solve such problems as clusterisation, dimensionality 

reduction, and new content generation [18]. 7KHVH�PRGHOV¶�YDOLGDWLRQ�SRVHV�D�JUHDW�FKDOOHQJH��

The obvious reason for that is the absence of ground truth. The unsupervised algorithms often 

produce results that are difficult to comprehend, thaW¶V�ZK\� D� ORW� RI� HIIRUW� LV� QRZ�SXW� LQWR�

producing interpretable AI models, including dimensionality reduction techniques use, 

deploying initial model-based neural networks for clusters visualisations (such as localisation  
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Tab. 1. Comparative characteristics of supervised and unsupervised learning (modified on 
Baxi V. et al., 2022; Kim I. et al., 2022) 

 Supervised learning Unsupervised learning 

Scheme of work 

 
Human 
supervision 

Requires intervention to label the data, 
pathologist is a trainer and a validator 

'RHVQ¶W� QHHG�PXFK� JXLGDQFH�� SDWKRORJLVW� LV�
mostly a validator 

Data Annotated with ground truth Unlabeled data 
Hardware 
requirements 

Mostly CPUs Mostly GPUs 

Training time Less Longer 
Typical tasks x Image classification 

x Object detection and localization 
x Semantic segmentation 
x Instance segmentation 
x Regression 
x Survival analysis 

x Feature extraction and 
representation learning 

x Anomaly detection 
x Data augmentation and 

enhancement 
x Transfer learning and domain 

adaptation 
x Image generation and synthesis 
x Treatment effectiveness prediction 

Applications in 
pathology 

x Tumor cells identification 
x Computing of mitotic counts 
x Immunohistochemistry scoring 
x Standardized histological scoring 

criteria application (Gleason score) 
x Detection of lymph node metastases  

x Identifying morphological features 
(nuclear shape, nuclear orientation, 
texture, tumor architecture, etc.) to 
predict recurrence in early-stage 
non-small cell lung cancer 
(NSCLC) from H&E slides 

x Grading prostate cancer 
x Identifying biomarkers for disease-

specific survival in early-stage 
melanoma 

x Detection of invasive breast cancer 
regions on WSIs 

x Predicting response to 
chemoradiotherapy in locally 
advanced rectal cancer  
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KHDWPDSV�GHSLFWLQJ� WKH� UHOHYDQFH� IRU� WKH�PRGHO¶V�GHFLVLRQ�PDNLQJ���H[SODLQLQJ�RXWOLHUV�DQG�

inliers and many more [21,22]. Another problem is the choice of metrics to demonstrate the 

PRGHO¶V�JRRG�TXDOLW\�DV�LW�LV�XVXDOO\�TXLWH�VXEMHFWLYH�DQG�GHSHQGV�RQ�WKH�PRGHO��)RU�H[DPSOH��

to demonstrate internal validity of clustering method, cohesion (intra-cluster metric), 

separation (inter-cluster metric) or a mixture of both can be used [23]. It is also quite difficult 

to construct a good training set that would have sufficient variability and minimal noise to 

HQVXUH�DOJRULWKP¶V�VWDELOLW\�DQG�UREXVWQHVV��DV�ZHOO�DV�YDOLGDWLRQ�GDWDVHW�WR�EH�UHSUHVHQWDWLYH��

However, these models are more data efficient as they require no annotations, they are capable 

of extracting hidden features and patterns and are suitable for a variety of tasks. Moreover, they 

may generate the annotated data to train supervised algorithms faster and more efficiently. 

4.3 Value of AI for pathology workflow 
Artificial intelligence keeps expanding its abilities to contribute more towards the medical 

GLDJQRVLV��+RZHYHU��WKH�LQWHJUDWLRQ�RI�WKH�LQQRYDWLRQV�LV�TXLWH�OLPLWHG�ZLWK�WKH�FHQWUHV¶�DELOLWLHV�

to digitalise the workflow, have sufficient funds to invest into purchasing of all necessary 

hardware and software solutions and have sufficient storage space for the data accumulated, 

high quality Wi-Fi connection, trained technicians to operate them. Several cost-benefit studies 

on the digitalisation may be found. For example, Matthew G. Hanna et al. in 2019 has published  

their estimate of 1.3 million dollars of operational savings over 5 years after integration of 

digital pathology workflow in the large academic pathology centre [24]. Moreover, College of 

American Pathologists keeps advocating for the new digital pathology (DP) reimbursement 

codes, which became effective since January 1st 2023, to ensure sustainable development of 

the DP programme.  

Furthermore, integration of unsupervised ML algorithms is also restrained with black box 

problem related to the difficulties to interpret the decision-making of the model. Even the 

explainable AI algorithms highly depend on their operators and might not meet the needs of 

the clinical pathologists and physicians as the final users [25]. 

,Q� WKH� LGHDO� VLWXDWLRQ�� DOJRULWKP�ZRXOG� DVVLVW� LQ� HYHU\� VWDJH� RI� SDWLHQWV¶� GDWD� DQG�PDWHULDO�

processing, from quality control of formalin-fixed paraffin-embedded (FFPE) blocks to 

providing binary decisions to the clinicians regarding the possible diagnosis. However, as the 

options generated might be image processing-based, rather than evidence-based, the final 

decision should always be made by the pathologist and the algorithm has to go through 

vigorous validation prior to introduction into the clinical workflow. In this scenario AI 

symbiosis with clinical pathologist is aiming to increase accuracy and speed of processing each  
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case [20]. The depiction of taVNV�LQ�ZKLFK�$,�PD\�EH�LQYROYHG�LQ�YDULRXV�SDUWV�RI�SDWKRORJLVWV¶�

work is schematically portrayed in Figure 2. 

It is also important to consider that the center might be participating in the clinical trials and 

might additionally benefit from quality controls at every checkpoint of the study and more 

efficient way to archive, store and retrieve the slides of interest. Moreover, as the system would 

be able to access the patient meta-data, it might be able to generate new links that may be 

further investigated by the researchers or generate prognosis or treatment response predictions 

for individual patients providing additional information for physicians that would contribute to 

precision and personalization of healthcare services [26]. 

Another possible application of AI algorithms lies in the educational use. Students and 

residents may use the AI-VHOHFWHG�:6,V�ZLWK�SDWKRORJLVWV¶�DQQRWDWLRQV�WR�WUDLQ�PRUH�HIILFLHQWO\�

and interactively. The students can zoom through the images, mark ROIs, start communication 

with the supervisors about areas in question [27]. 

The opportunity to work flexibly from the comfort of home and provide healthcare services to 

remote areas more efficiently is the last, but not the least important of the benefits of 

digitalisation. 

Overall, the AI integration provides a lot of opportunities and benefits, especially in the long-

term use perspective. 

 

 
Fig. 2. The workflow of pathology center with fully integrated AI ecosystem (modified on Kim 
I. et al. 2022) 
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5. THE LIFECYCLE OF THE ALGORITHM DEVELOPMENT 
5.1 Stakeholders and stages 
The birth to the artificial intelligence happens in the human brain, when a member of industry, 

academia or clinician sees the need that may be solved with the technology. They usually 

perform the research of the current market to look for analogues, potential sources of funding, 

evidence for such algorithm potential efficacy etc. Quite often the initial stages of research are 

well protected by intellectual property laws, thus several groups of researchers might be 

working on the same solution or industry might be developing the application that solves non-

existing problem as they are biased with the opinion of expert or group of them that are 

employed by the company. After the idea is worded, it is submitted to the Ethical committee 

for approval. It should be noted that it tends to be more challenging to receive approval for the 

solutions that require redesign of the workflow or substantial funding. Once the permission is 

received, the research protocol is designed, outlying:  

x pre-processing stage (expected output, design of algorithm to achieve it),  

x analytical stage (pilot and follow-up patient sample size), 

x processing stage (data organisation, storage, statistical analysis measures) [28]. 

The following stage is validation��ZKLFK�LV�GHILQHG�E\�&ROOHJH�RI�$PHULFDQ�3DWKRORJLVWV¶�DV�

µWKH�SURFHVV�WR�HVWDEOLVK�WKDW�WKH�SHUIRUPDQFH�RI�D�WHVW��WRRO�RU�LQVWUXPHQW�LV�DFFHSWDEOH�IRU�LWV�

LQWHQGHG�SXUSRVHV¶�>��@. It is usually divided into 2 stages ± analytical and clinical validation, 

which will be discussed more in the next chapter. Following validation, verification is executed 

to prove that the new model performs according to specifications if used according to 

PDQXIDFWXUHU¶V�LQVWUXFWLRQV��8VXDOO\��Whe performance is assessed in multiple centres and by 

multiple pathologists.  

The results of validation and verification are further used for regulatory approval. AI 

algorithms in computational pathology are considered to be in-vitro diagnostic devices, thus 

according to current EMA legislation (2017/746 and 2017/745), they are classified according 

to the potential risk to patient (classes A-D, where WSI are classified as class C) and certified 

by Notified Bodies. The similar principle is employed by FDA, and the devices that are 

registered as Class II or III must go through Pre-market notification [30]. The registration 

SURFHVV�PD\�EH�DYRLGHG�LI�WKH�GHYLFH�LV�PDUNHG�DV�µ)RU�5HVHDUFK�8VH�2QO\¶�� 

After the approval is received, the model goes through the accreditation process with regular 

external quality assessments to keep the accreditation valid. Now it may become the part of 

clinical practice and if the performance is satisfactory in long-term run ± it becomes part of 

management guideline. The typical challenges, that need to be overcome at this stage include 
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OLPLWHG� SURWRFROV� IRU� $,� GHSOR\PHQW� �RSWLPLVDWLRQ� RI� LQWHUIDFH� DQG� PRGHO¶V� RXWSXW� IRU�

SDWKRORJLVWV¶� XVH��� OLPLWHG� FRPSXWLQJ� UHVRXUFHV� RI� WKH� FHQWUH� DQG� OLPLWHG� UHLPEXUVHPHQW�

models to make the use of AI sustainable [31]. Moreover, any in-house changes to algorithm 

would demand update to each stage of accreditation.  

 
Fig. 3. Roadmap of AI tool development. In green marked the stages that require external 
assessment and approval (by Ethical committee, EMA/FDA/national regulators, international 
professional society/expert groups), in red ± stages of performance assessments (modified on 
Colling R. et al. 2019) 
 
5.2 Analytical and clinical performance stages 
In last chapter, the concepts of analytical and clinical validation were introduced.  

Analytical validation is focused on the ability of the algorithm to process and interpret the data 

as intended. This stage usually includes the development of the study protocol that would 

include the algorithm of data collection and specimens handling, choice of markers to test 

performance, limits of detection and quantification, cut-offs and other. It is important to note 

that these markers are relying on the ground truth annotations and may be impacted by inter-

observer and intra-observer variability, thus opinions of multiple pathologists are needed.  

Different levels of validation are used at this stage. It usually includes internal and external 

validation. Internal validation is usually performed on the smaller unseen portion of dataset 

that was used for training. External validation utilizes external datasets to evaluate 

generalizability and robustness of the model. It is important to blind the developers if the data 
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from multiple centers is used to avoid bias. The summary of data processing for analytical 

validation is provided at Figure 4 [32,33]. 

 
Fig. 4. Datasets for development and testing of AI models according to hold-out cross-
validation design (modified on Park S.H. et al., 2021; van der Laak J. et al., 2021) 
 

In case of unsupervised algorithms, the choice of metrics is even more challenging, as for 

internal validation cohesion, separation, proximity matrix or hierarchical methods may be used, 

while for external validation classification accuracy coefficient, purity, precision-recall, F-

measure, Jaccard coefficient, entropy or other methods may be used [23,34]. 

Nakagawa K. et al. propose to develop standardized protocols for performance assessments in 

pathology, that would have to include demographic report and publicly available code, 

performance on data from independent datasets and on images from different scanners [31].  

As a final product of analytical validation, internal documentation, noting down the population 

metrics, ground truth or reference selection, explanation on the choice of statistics and its 

calculations; regulatory submission; journal article should be produced [35]. 

Clinical validation sets its goal on assessing the benefit to the patient and clinical need in such 

medical device typically as a clinical trial performed on cohorts of patients with and without 

the feature of interest. It must assess the diagnostic accuracy via sensitivity and specificity, 

likelihood rations and expected values), ensure diagnostic reproducibility. It also compares the 

method to gold standard in the industry (for example, AI output with the output of several 
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experienced pathologists) and assesses the potential clinical benefits and losses. The benefits 

might be advances in treatment selection and response prediction, more accurate 

prognostication, changes in treatment outcomes for patients, time optimizations. It may include 

H[SORUDWLRQ�RI�WKH�SHFXOLDULWLHV�RI�QHZ�PRGHO¶V�DSSOLFDWLRQ�LQ�FOLQLFV�DQG�ILQDQFLDO�FDOFXODWLRQV 

[28]. It is typically designed as independent crossover or sequential study. Independent 

crossover design has 2 arms: pathologist evaluation with and without AI intervention, which 

LV� XVXDOO\� DFKLHYHG�E\� VXEVWDQWLDO� WLPH�EHWZHHQ�SDWKRORJLVW¶V� HYDOXDWLRQV�� Sequential study 

design has 1 arm marking the pathologist evaluation prior to model application and post-AI 

intervention [36]. 

As the result, all the data is collected and submitted to the Regulatory Body for approval. 

5.3 Analytical validation data strategies 
As it was stated before, scarcity of annotated data is usually one of the biggest challenges in 

the algorithm development. The centre may decide to produce its own database; however, it 

will require much financial and time effort from the pathologists. For this reason, several 

strategies of data splitting were developed to mitigate this challenge and provide the ability to 

use smaller datasets.  

Train/test split, suggests initially randomly dividing the data into the training and unseen 

validation datasets prior to the development of the model to assess the performance of the 

algorithm. Usually the seen sets include 70-90% of images, while test set includes 10-30% of 

cases [37]. It is a classic technique deployed if sufficient data is available and the method 

HIIHFWLYHO\�UHSUHVHQWV�WKH�PRGHO¶V�SHUIRUPDQFH�LI�GHSOR\HG�LQ�UHDO�FOLQLFDO�SUDFWLFH [38]. 

Cross-validation (CV) is the typical solution to the limited dataset issue, it is a statistical 

approach of data resampling from same core dataset aiming to evaluate generalization and 

prevent overfitting. 

x Hold-out CV also depicted on Fig. 4, advised by several authors, and is the simplest of 

cross-validation methods as it required only 1 run of data. It involves splitting into 3 

datasets, using a separate portion of training set for fine-tuning (validation or tuning 

set) and a separate testing set. The final performance is evaluated when using the testing 

set. ,WV� DSSOLFDWLRQ� LV� KRZHYHU� FRQVWUDLQHG� LI� WKH� VL]H� RI� WKH� VHW� LV� VPDOO� RU� LW¶V�

imbalanced. There is also a novel MuSCID method, proposing to use WSIs of off-target 

organ for calibration of algorithms to prevent data leakage between training and testing 

sets [39]. 

x K-fold CV involves splitting the data into k equal portions randomly. One section of 

data is excluded from the training set and further used for validation. Then a different 
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fold is left out and used for testing until each sub-sample has been used for validation 

and all the data is fed to the model. The performance is calculated as the mean of 

assessment results. This method does not ensure that training and testing data are 

separate, therefore might provide opportunity for overfitting (if approach is used for 

tuning) and overly positive estimates [40]. 

x Stratified K-fold CV is the K-fold CV variation, where consistent representation of each 

class is ensured in every fold, marking the fixed proportion in a fold. This approach is 

more favoured over K-fold CV as it is more efficient for problems of classification with 

unequal class distribution. 

x Leave-P-out CV is a technique that suggests keeping away P samples as test set and 

use all the remaining data for training. The process is repeated until all the data points 

combinations in P group were achieved. It is important to note, that the higher the 

number of P is, the more combinations are possible [41]. Due to this factor a simplified 

version called leave-one-out CV exist, where P=1. Some authors consider it being a 

type of K-fold validation, where number of folds is equal to the sample size [42]. 

x Nested CV consists of 2 stages. In the primary stage or outer layer, the principle of K-

fold CV is employed to split data into seen and testing sets. In the internal layer, data is 

split into a training and tuning sets according to the same principle. This provides an 

opportunity to calibrate hyperparameters. Performance is calculated as the mean of 

outer layer results and the results are considered to be more reliable, especially for 

complex models [43]. 

x Partially nested or hierarchical CV combines the test-split simplicity and nested CV 

computational efficiency. At first, the data is randomly split into training and testing 

sets. Next, the data in the training set is arranged into folds. The model is trained on all 

folds except one used for intermediate evaluation, just like in K-fold CV. If 

hyperparameter tuning is needed, the data may be split according to outer and inner 

layer principle of nested CV. After completing the training, the final evaluation is 

performed on the initially separated training set [38]. 

x Monte Carlo CV or random sub-sampling performs random selection of portion of 

data for training and further using all the remaining data for testing several times. The 

training-testing ratio is the same, however a sample might be selected several or no 

times for validation. The average of performance indicators is used [44]. 
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Bootstrapping validation involves the random sampling of training dataset and the remaining 

data items are used for validation. However, afterwards a re-sampling is performed, and the 

repeated between runs data-points are replaced, FDXVLQJ�GXSOLFDWLRQV�LQ�HDFK�IROORZLQJ�µVWUDS¶. 

The bootstrap estimate is calculated as the mean of all runs. The result is highly dependent on 

representativeness and size of the initial dataset and the process may be time-consuming. This 

approach is considered to improve stability of algorithms [45]. 

The schematic illustration of all methods is provided on Figure 5. 

5.4 Performance indicators 
7KHUH�DUH�D�ORW�RI�VWDWLVWLFDO�PHDVXUHV�XVHG�WR�LOOXVWUDWH�WKH�SHUIRUPDQFH�RI�$,�PRGHOV��/HW¶V�

review the ones that are more frequently seen in the pathology articles. 

/HW¶V�VWDUW�ZLWK building the confusion matrix. First the output must be converted into binary 

format (yes-no). At this stage, a threshold has to be set as it affects the final result. Next, the 

results need to be summarised into diagnostic cross-table, looking as follows: 

Tab. 2. Confusion matrix: TP = true positive, FP = false positive, FN = false negative, TN = 
true negative 
 The feature / disease 

Present Absent 

Algorithm output Present TP FP 

Absent FN TN 

 

Sensitivity or recall LV�D�SUREDELOLW\�RI�WKH�DOJRULWKP¶V�RXWSXW�EHLQJ�SRVLWLYH��ZKHQ�WKH�IHDWXUH�

/ disease are actually present. It represents the true values that were correctly classified and is 

calculated via formula:  

Sensitivity = TP / (TP+FN) 

It should be interpreted cautiously in the imbalanced datasets. 

Specificity is a chance of the output being negative when the feature or condition are actually 

absent. It depicts the ratio of false values being correctly classified and is evaluated by: 

Specificity = TN / (TN+FP) 

Accuracy is denoting how well does the model provide true values, is a measure of systematic 

errors and is measured as the ratio of correctly identified cases to all data points and is 

calculated as: 

Accuracy = (TP+TN) / (TP+FP+TN+FN) 

 



 

 
Fig 5. The methods used for splitting the data during analytical validation (light grey depicts training set, dark grey ± tuning set, burgundy ± testing set; each 
circle depicts 1 data piece, red and white are used to distinguish 2 classes) 
 



Precision is calculated as a proportion of successfully identified cases to all outputs within the 

positive or negative class. It is counted as follows: 

Precision = TP / (TP+FP) or Precision = TN / (TN+FN) 

2IWHQ�WKH�ILUVW�IRUPXOD¶V�UHVXOW�LV� referred to as positive predictive value, while second ± as 

negative predictive value. It is important to note that all these values should lie within [0;1] 

span [32, 41, 46]. 

The dependences between these values may be illustrated via 2 common visualisations that 

may be prepared only with the direct access to the model, therefore are more difficult to check. 

Receiver operating characteristic curve (ROC curve) is a demonstration of dependency 

between specificity and sensitivity. To plot it, specificity values are noted on X-axis, while 

sensitivity ± on Y-axis. This allows to identify area under ROC curve, which is the same for 

all threshold values and can be 1 at maximum. It is important to note that in clinical practice 

the algorithm is still functioning with a certain threshold, thus sensitivity and specificity 

counted according to it are the main true measureV�RI�WKH�DOJRULWKP¶V�SHUIRUPDQFH� It might 

provide an evaluation too optimistic to the real picture if the dataset is imbalanced as FP might 

be too small, when in reality it is more significant. 

A variation of ROC curve is a free-response ROC curve, where sensitivity is kept on Y-axis, 

while mean number of FP is depicted on X-axis. It is used to assess the performance of 

algorithms for computer-aided detection. 

Precision-recall curve shows the relation between recall depicted on X-axis and precision 

plotted on Y-axis. It demonstrated the performance only in the positive class. Similarly to ROC 

curve, area under precision-recall curve is used as the metric of the graph, for a random 

classifier it is equal to TP ratio in the whole set, therefore it might deal with the imbalanced 

data more realistically. 

For demonstration, ROC and precision-recall curves from deep-learning model for predicting 

of multiple sclerosis-associated RNA by Xiaoping Sun et al. (2022) is added as Figure 6 [47]. 

Using the confusion matrix and previously mentioned statistical measures, more advanced 

calculation may be performed. 

F1-score is used for unbalanced datasets and is a harmonic mean of precision and recall. The 

harmonic mean promotes similar measures of precision and recall, thus the larger difference 

between precision and recall is, the worse F1-score will be got [48]. It is estimated as: 

F1-score = 2* (Precision*Recall) / (Precision+Recall) = TP / (TP + ½(FP+FN)) 
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Fig. 6. ROC curve (A) and precision-recall curve (B) in five-fold cross validation of the 
miRNA-multiple sclerosis association prediction. Standard deviation is presented as a shade. 
From Xiaoping Sun et al., 2022. 
 
Kappa is a measure that demonstrates inter-rater reliability as the extent of agreement between 

2 raters, in our case ± truthing pathologist and AI, during classification. 

ț� ��3R-Pe) / (1-Pe), 

where Po ± observed agreement between raters, Pe ± expected agreement between raters be 

chance. For binary systems the formula may be modified:  

ț� ���
��73
71�± FN*FP) / ((TP+FP) * (FP + TN) + (TP + FN) * (FN + TN)) 

The values are in the range [-1;1]. To interpret it, following references are used: ț�  � ��

FRUUHVSRQGV�WR�SHUIHFW�DJUHHPHQW�EHWZHHQ�UDWHUV��ț� ���PHDQV�WKDW�DJUHHPHQW�LV�HTXLYDOHQW�WS�

FKDQFH��ț�����LV�LQWHUSUHWHG�DV�DJUHHPHQW�ZRUVH�WKDQ�FKDQFH [46]. 

0DWWKHZ¶V correlation coefficient (MCC) is a balanced measure of classification performance 

used for imbalanced datasets. It is considered to be more reliable measure as it reflects the 

performance in all 4 confusion matrix categories and is equally influenced by both positives 

and negatives [49]. It is calculated as: 

 

There are many more statistical measures, used less often, such as balanced accuracy, 

bookmaker informedness, markedness, diagnostic odds ratio, confusion entropy, Brier score, 

log-loss, Jaccard coefficient, etc. The choice is made based on the type of task algorithm is 

trying to solve, importance of false positives and false negatives, data distribution and many 

other factors. 



 21 

6. EXAMPLE OF Ki67 ENUMERATION ALGORITHMS AND THEIR 

VALIDATION 
Ki67 is cellular proliferation marker, the higher values of which were linked to the worse 

survival in breast cancer patients. Various guidelines recommend assessing from 300 cells (100 

cells in 3 ROIs) to 1000 cells per case. The patients are usually stratified into the risk groups 

with the most common cut-offs of 14% or 20%. The full-scale assessment is time-consuming, 

thus eyeballing technique with approximate estimation is used in clinical practice. This creates 

the task, that might be efficiently solved with artificial intelligence model. /HW¶V�LOOXVWUDWH�WKH�

theory discussed with three articles on clinical validation experience of various Ki67 

enumeration algorithms and the variety of statistical representations.  

Feng M. et al. (2020) introduced a concept of machine-pathologist competion assessing the 

accuracy of in-house algorithm compared to the work of 10 pathologists [50]. The database 

included 1017 sections with the split to 677 sections in training set, 153 in verification set and 

187 in test set. 28 labelling workers in 3 groups performed annotations on over 200 000 cells 

per person with a senior pathologist providing the feedback on annotations and 2 attending 

pathologists conducting the quality check during more than 80 hours. The competion was 

performed on unseen 10 slides. The accuracy of the algorithm developed was 99.4% Vs 90% 

accuracy of participating doctors [50]. 

Van den Berg E.J. et al. (2021) assessed correlation between eyeballing, counting by 2 

pathologists and ImmunoRatio and interobserver agreement between 2 pathologists on 204 

breast carcinoma core biopsies. To illustrate the validation results, Lin concordance correlation 

FRHIILFLHQW��Ȥ��WHVW�DQG�.RKHQ¶V�NDSSD��ZLWK�FXW-offs 14% and 20%). were used. The highest 

FRUUHODWLRQ�DVVHVVHG�E\�/LQ¶V�FRQFRUGDQFH�FRUUHODWLRQ�FRHIILFLHQW�ZDV�REVHUYHG�EHWZHHQ�WKH�

counts by 2 pathologists (0.965), next between ImmunoRatio and Pathologist 1 (0.790), 

ImmunoRatio-eyeballing (0.716), eyeballing-Pathologist 1 (0.698). To interpret, one should 

NQRZ�WKDW�WKH�FORVHU�WKH�YDOXH�RI�/LQ¶V�FRQFRUGDQFH�FRUUHODWLRQ�FRHIILFLHQW�LV�WR����WKH�KLJKHU�

the agreement is. Kappa was considered to be more accurate than Ȥ��WHVW, moderate agreement 

between Pathologist 1 and Immunoratio was demonstrated both with cut-off 14% and 20% 

with the values of ț �������P��������DQG�ț �������P<0.001) respectivelly [51]. 

Zehra T. et al. (2023) assessed concordance between Mindpeak software and manual 

assessment on 60 retrospectively collected cases for 1,5 months. The groups presented mean 

values as 36.40±25.7 and 38.35±24.7 for manual and AI-based enumeration. Paired t-test was 



 22 

used to demonstrate high concordance and the value was 0.00 with p<0.001 demonstrating 

statistical significance [52]. 

7. THE FUTURE OF MEDICAL PROFESSION IN THE AI CONTEXT 
As we have discussed in the history chapter, the development of computational pathology and 

AI application in medicine overall is getting more and more intense. Modern healthcare 

students are already well aware of GPT as large language model, Grammarly as an AI-based 

writing assistant, Otter.ai for spoken text to transcript and many more. They might be less 

aware of Med-PaLM as a tool able to generate artificial FOLQLFLDQ¶V�UHVSRQVHV��$OSKD)ROG in 

drug discovery, numerous models already approved for healthcare. There are many challenges 

in the integration of AI into diagnostic and treatment processes, one of which being training of 

healthcare professionals. The idea to split clinicians into 3 groups of developers, translators 

and consumers based on the level of interaction with AI is proposed by Faye Yu Ci Ng et al. 

(2023) [53]. The healthcare workers are facing information overload, thus the depth of 

technical knowledge should be stratified [54]. Developers require much technical competency; 

they are computer and medical sciences qualified. Translators are responsible for formulating 

the diagnostic questions for engineers, actively participate in the model development and 

validation. Lastly, customers are majority of healthcare specialists uninvolved in any of the 

development stages, however they still need technical knowledge to correctly choose and 

deploy the models.  

The goal of medical education is to release the specialists in every category mentioned, 

therefore several universities in America (United States, Canada, Mexico) and Asia (Korea, 

China, Singapore) started various initiatives to improve the knowledge of healthcare students 

in the realm of artificial intelligence. Majority are several months long (1-6 months), elective, 

many are integrated into informatics courses. The proposed curriculum to be studied, pre-

stratified based on the 3 groups of specialists outlines the need in knowledge regarding 

technicalities, validation, ethics, and appraisal. The concepts advised to study are presented in 

Figure 7. 

The earlier healthcare professionals will be exposed to the stratified AI-related content, the 

more prepared the medical community will be tomorrow. 
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Fig. 7. The map of AI curriculum (from Faye Yu Ci Ng et al., 2023 [50]) 

8. CONCLUSION 
This paper provides a narrative literature review of artificial intelligence application in 

pathology and its validation peculiarities. The lifecycle of the algorithm is discussed in most 

detail, outlining stakeholders, stages of development and assessment, validation data strategies 

and most common statistical measures. Advantages and disadvantages of various algorithms 

and validation approaches are outlined.  

Looking ahead, the technological advancements present many exciting opportunities to the 

future healthcare specialists and ensuring their basic computational education according to their 

plan to be involved into the development and clinical integration process. 
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