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Abstract

This dissertation is focused on a method to modéhasualize normative rule
violation in decision support for aircraft approadparture. A prototype
system is developed to demonstrate feasibilitphefgroposed method. Norms
are taken from the flight rules, maps, approactddepe procedure charts and
other legal documents. An example of a normative: ritKeep 3 degrees
descent angle while landing and hold restrictiointhe altitude and geography
as depicted in the aerodrome chart”. The reseaschimited to norms
applicable in the approach/departure phases ditflithe work is based on the
assumption that lidar, which is used together \thih radar, provides aircraft
position with a high degree of accuracy. This eealthe decision support

system (DSS) to detect trajectory violations.

A method for norm violation modeling and visualipatof normative behavior
is proposed. Normative rules are represented &siteasn definitions in the
DSS. Two norm types are identified: limit-based aiation-based. Each
norm is modeled with a factor (attribute of thejectory/ies), a normative
value, and a predicate. This work proposes a foratadn of the violation
notion in the context of the DSS. Risk item defont associates a modeled
norm with a set of thresholds and discrete risklevRisk evaluation maps the
observed value to a discrete risk level. Each leslel is mapped to one of
traffic light colors, to help guide the air traffwontroller decisions. Risk is
visualized with a colored indicator on the DSS coonfpanel. Innovative
visualization ideas from other projects were adaoe the lidar-based DSS.
Hereby, two methods based on 3D views were propasedisualize the
adherence of the aircraft to the airport proceduradditional objects
(projection curtains, wireframe rings) which aréegrated into the main 3D

window allow the user to visually estimate compti@nvith the procedure.
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Introduction

Research Context

The research revolves around a decision suppotermy$DSS) for the air
traffic controller. It is a specific application thhe decision support systems.
The DSS is considered in the context of expandimgdir traffic controller
awareness in the approach/departure phases by tmilag and lidar data
fusion and decision support in terms of norm violatrisk. Normative rules
for aircraft approach/departure are modeled in@$S in order to estimate
norm violation risks for the aircraft. The reseapmbposes the following view
to the DSS for the air traffic controller: the DSf®rforms data fusion,

estimates norm violation risks and proposes cauweeictions (Fig. 1).

Radar p N
data Decision Support System for
the air traffic controller "
Eusion / Fused position, /

Rules of Airport risks and actions
flight procedures

Lidar L )

data

Figure 1. Assumed DSS for air traffic controller

The subject matter of the research is at the ietéien of several research
areas: decision support in real-time systems, nmglehnd prediction of
aircraft trajectories, specific rules for the aafty wake turbulence, aircraft
conflict prediction, risk modeling, data fusion,davisualization. Fig. 2 shows

areas that are important to the present research.

Statement of the Problem

High level problem addressed in this research mmnmodeling and violation

risk visualization. The lower level problem is thgcraft approach/departure
1



Risk modeling
Air traffic control

Conflict detection ]
rules for the aircraft

and resolution

Wake Trajectory
turbulence prediction
Volcanic ash Decision support
systems
2D and 3D

Real time decision-

visualization making

Data fusion

Figure 2. The research areas
norm modeling and violation risk visualization. Waization is understood as
communicating for visual perception (of the humaerator). The problem is
considered in a new context — the use of lidars@taradar”) for aircraft
tracking. Lidar gives precise aircraft coordinatestor margin of lidar is

measured in meters.

The problem can be classified as norm operatiomiada problem.

Operationalization is the process of developingp@rational definition: a list
of steps for how to quantitatively measure the demponcept (i.e. to turn the
concept into a set of indicators). The researchinged at a theory (method)
which involves the subjects above. The prototypeSDS created with a
purpose to demonstrate the proposed theory. Conmh@rplementations of

the DSS are out of scope of the present research.

Motivation

The SKY-Scanner project.This work was inspired by the research performed
in the EU FP6 project “Development of an Innovati®BAR Technology for
New Generation ATM Paradigms” (SKY-Scanhe2007-2010. Participation
in the project validated the research problem, rasdlts. Results, which were

presented in the project deliverableSyfas, Dapknas, Lapin, Plankis &

! Thematic Priority TP1.4 Aeronautics and space, NREAero, 037161, http://www.sky-scanner.it/
2



Saviiene, 2009) and(yras, Lapin & Saviiene, 2011) are also reflected in the

publications and the text of the dissertation.

The SKY-Scanner project was aimed at developinglar-based system to
detect and track aircraft up to at least 6 nautitdles (NM) from the
aerodrome traffic zone (ATZ) barycentre (Salernalet 2008). Lidar (Light
Detection And Ranging) is an optical remote sendighnology that can
measure the distance to a target using pulses &daser. Consequently, a
hardware system comprising a rotating laser ramgkef and a control
computer has been developed as a prototype. The-Skviner software

embraces the DSS as a subsystem.

Radar and lidar data fusion. A key presumption is that the decision support
is based on lidar and radar data fusion. The islanstalled in the airport and
used in conjunction with the primary radar for eaft surveillance. The precise
aircraft position data from the lidar facilitatestélction of risks that are not
possible to detect using solely radar data. Thegmteresearch on modeling

norm violation goes beyond the data fusion assumpti

Assumptions. The investigation task rests on the following @i

assumptions (see full list of assumptions in secsid):

1. Lidar, which is used together with the primary nadarovides aircraft
position with a high degree of accuracy (meter$)s Enables the DSS to

detect trajectory violations.

2. The DSS simply informs the controller. Then, a digti on actions is up to
him. He can instruct the pilot who is responsilie the safe operation of

the aircraft. There is no feedback loop from tHetpd the DSS.

Position of the DSS in the SKY-Scanner systenThe DSS is one of the
components of the overall SKY-Scanner System (Bjg.The DSS receives
input data and sends output data to the CommandCamdrol Computer
(C2C). The C2C is the central component of the Skénner system which

manages the track data and the communicationsothér components and the

3



external systems, such as the logistic room ofaihgort and the ATC/ATM

system (SKY-Scanner, 2007). The communicationslane asynchronously.

Sensor

Management c2C DSS
Computer

Figure 3. Overview of the SKY-Scanner system (SKeasher, 2007)

The Sensor Management Computer controls the lasersoss and
communicates the track data to the C2C in real timde. The C2C sends to
the DSS the track data from the laser sensors eord ATC/ATM radar
systems that have a data link with the SKY-Scarsystem. Track data is
updated periodically, about every second. For @achived track data set the
DSS sends to the C2C and visualizes on screenufesl fposition, detected

risks and recommended actions.

Research Aims and Objectives

The research aims to develop a method to model atorenrules and visualize
norm violation risk in decision support for airdrafpproach/departure. The
research is guided by the assumption that the wbdeaircraft position is

obtained from radar and lidar data fusion.
The following research objectives are stated:

1. Analyze normative rules in aircraft approach/dapardomain and identify
norms that can be modeled in the decision supgstésn.

2. Analyze existing solutions in aviation decision gog, risk modeling and
visualization areas.

3. Develop a norm violation risk model for aircraftpapach/departure.

4. Develop a visualization model for norm violatiomskr visualization and

path violation visualization.



5. Develop a prototype decision support system. Mdhkelradar and lidar
data fusion, aircraft trajectory prediction, cotree action selection.

6. Demonstrate the proposed method by modeling andaNzsng specific
norms in the prototype DSS: approach procedurekewarbulence risk,

and ash cloud risk.

Research Approach and Method

Research approach.(Glass et al., 2004) separate research approagh an
research method. The research approach addressegetteral way the
research is conducted, whereas the research meithdidtsses the specific
methods used. Three research approaches are applidhe computing
disciplines: descriptive, evaluative and formulativhe present research is of
formulative nature: the research goal is to forneula method to model and

visualize norm violation risk.

Research type and methodCreation of innovative artifacts to solve real-
world problems is the central idea of the designe(sxe) research (Hevner &
Chatterjee, 2010). The design science research inemla focus on the IT
artifact with a high priority on relevance in th@péication domain. The
outputs of design research are constructs, mod®isthods, theories,
algorithms, human-computer interfaces, and oth¢ifaats (Vaishnevi &
Kuechler, 2004). Constructive research method (@@&itinkovic, 2010)
implies the construction of an artifact (practidghkoretical or both) that solves
a domain specific problem, based on the existingwkadge used in novel
ways, with possibly adding a few missing links. Téenstruction creates
knowledge about how the problem can be solved ifdertstood, explained or

modeled) in principle.

Research method stepsAccording to (Kasanen et al., 1993), there are six

steps in the constructive research method:

1. Find a practically relevant problem which also research potential.
2. Obtain a general and comprehensive understanditigedbpic.
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Innovate, i.e., construct a solution idea.
Demonstrate that the solution works.

Examine the scope of applicability of the solution.

2

Show the theoretical connections and the reseanctniloution.

Most of the steps partly overlap (Lindholm, 2008he steps 2 (obtaining of
understanding) and 6 (showing contribution) areedtiroughout the entire
research process. Fig. 4 illustrates how the stépgbke constructive research
method are also parts of three aggregate phasegréparatory phase, the

fieldwork phase and the theorizing phase.

PREPARATORY PHASE

TN

1. Finding a practically relevant
and theoretically interesting e DWORK PHASE
problem

2. Obtaining a general and comprehensive understanding of the topic

3. Constructing a solution idea \

4. Demonstrating  THEORIZING PHASE
that the solutio

5. Examining the scope
of applicability of the
solution
6. Showing the
research
contributio

Figure 4. Constructive research method phasestapd, adapted from (Lindholm, 2008)

Research processThe process of the present research has follovetadicture
of the constructive research method. The study rb&gth extensive analysis
of the application domain and existing solutioriyaugh related works had to
be analyzed throughout the entire effort. Considlergart was the domain
analysis of the air traffic control and the relateiminology in order to
correctly interpret the normative rules. The reskais on the intersection
several research areas and the existing solutiens studied in the domains of
conflict detection and resolution, risk modelingatal fusion, ATM
visualization, and others. Due to space consideratthe present dissertation

contains only a brief overview of the material. Tideas from the related
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works were the input for the prototype creationstthrow-away prototypes
were vertical prototypes intended to test and eefite core system features —
predicting the next position of the aircraft, séleg horizontal maneuver,
detecting loss of separation, etc. The study ofibdes visualizations led to the
concept of the current DSS prototype. Individualm® were implemented one
after another, concurrently generalizing gathersdwkhow and defining the
conceptual model of norm violation. The early ptgpes were tested with
artificial data (for instance, assuming the airctadjectory is a sinusoid) to
demonstrate, that the ideas work in principle. tathe simulations were
performed using a one-day radar data archive frioen Naples (it.Napoli)
Capodichino airport. The prototype was demonstrétetthe controllers in the
Pescara (a town in southern lItaly) airport, thejgmoreviewers, and the
controllers in three Lithuanian airports.

Summary of Research Results

1. A method for aircraft approach/departure normatiuke modeling and

norm violation risk visualization is proposed.

2. ldentification of normative rules, that can be mlede in the
approach/departure DSS.

3. Norm violation visualization model is proposed. dbnsists of risk

visualization and two path violation visualizatioodels.

4. A prototype decision support system developed. Bé\apecific norms

modeled as a demonstration.

5. Participation in the SKY-Scanner project is undmydt as validation

(approbation) of the proposed method.

Contributions of the Dissertation

1. The work is intended as a theoretical researchmFiwe standpoint of
computational modeling, a simple model for normation risk evaluation

and decision making is created. The model is adaptea particular
7



application domain; it is based on the specificesgbn of aircraft

approach/departure normative rules.

2. Normative rules in aircraft approach/departure hage been studied on
the model level. Existing aviation-related decisisapport systems
typically concentrate on an individual task, and mut distinguish the
applied norms from other system elements. Currefitlgre is no general
norm representation framework (norms are repredeatthoq. The
research aims to move towards the framework. Theppetive introduced

in this work explicitly represents a selection ofms in the DSS.

3. The novelty of the work stems from the novelty lod¢ tontext: the use of
lidar for the aircraft tracking. The precise liddata enables to check
adherence of such normative rules, that cannothbeked using only the

data from conventional radars.

The present research is relevant both to the reisearATM field, and the
current mode of ATC operations in the airports. Tésearch is aligned with
the SESAR (Single European Sky ATM Research Progranmresearch. The
DSS could provide support for situation monitoring the future ATM
scenarios. If the constraints on SESAR businegsctaies are expressed as
risk item definitions in DSS, the trajectory adhexe can be monitored by the
DSS (see section 5.4). Also, the assumption abaotah making the final
decision accords with the SESAR ATM Target Con¢8ESAR, 2007, p. 28).

In the course of the work, a demonstration sessuas performed with
controllers in three airports of Lithuania. Althduthe main observation was
that the precision of current equipment is suffitidor currently applied
procedures, some situations where the lidar-base8 €ould be used in the

current mode of operations were identifted

e when the instrument landing system (ILS) sighaliéakened due to rough

terrain;

2 Interviews with controllers from Vilnius, KaunasdSiauliai airports in May — June of 2011
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executing ground controlled approach procedure ergmilitary aircraft
not equipped with ILS);
tracking altitude of targets that have no secondaryeillance radar (SSR)

transponders (e.g. gliders), or with broken transieos;

Statements Promoted to Defend

1. A method to model normative rules and visualizermaiolation risk in

decision support for aircraft approach and departiproposed.

The proposed method enables to represent an i@entdelection of

aircraft approach/departure normative rules.

The prototype decision support system demonstriiats the proposed

method is possible to implement.
Two visualization models for path violation are posed.

The norm violation risk modeling can be automated the following
factors: horizontal and vertical separation, apphnédeparture procedure
vertical profile, indicated airspeed, glide-pathdatime-based wake
turbulence separation. Their modeling was dematestran the prototype
DSS. For a new factor to be modeled, additionalyaisof specifics is

needed, as each norm factor is unique.

Approbation

The main results of the dissertation were presemted approved at the

following conferences:

1. 14" Conference of Lithuanian Computer Society “Computays — 2009”,

September 25-26, 2009, Kaunas.

2. 16" Conference on Information and Software Technodlaformation

Technologies — 2010”, April 21-23, 2010, Kaunas.

3. 1% Conference on Application and Theory of AutomatiorCommand and

Control Systems, ATACC 2011, May 26-27, 2011, Blara, Spain.
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4. 15" Conference of Lithuanian Computer Society “Compiitays — 2011”,
September 22-24, 2011, Klaipeda.

5. 2" Young Researchers Conference of Lithuanian Acadefmgciences
“Interdisciplinary Studies in Physical and Techmpt@l Sciences”,
February 14, 2012, Vilnius.

6. 10" Baltic Conference on Databases and InformationteBys “Baltic
DB&IS 2012”7, July 8-11, 2012, Vilnius.

Outline of the Dissertation

Chapter 1 presents the normative rules for airapftroach/departure that are
considered in this research. Chapter 2 analysesetated works. Chapter 3
describes the model for norm violation risk estiorat Chapter 4 presents the
development of the DSS prototype and path violatisnalization. Chapter 5
describes modeling and visualization of specificrma Chapter 6 presents

results, conclusions and open issues.
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1 Aircraft Approach/Departure Norms

This chapter presents the normative rules for @fit@pproach and departure
that are considered in the current research. Sedtid introduces normative
documents that are the sources of the normativesruior aircraft
approach/departure. Section 1.2 is dedicated toulles of aircraft separation,
section 1.3 — separation rules for wake turbulemesidance, section 1.4 —
instrument procedures for aircraft approach andadepe, section 1.5 —
normative rules, related to ach clouds, section-1rGles applied in collision
avoidance systems.

1.1 Sources of Aircraft Approach/Departure Norms

Most of the aircraft in the area where lidar isdiger tracking — up to 6 NM
from the ATZ barycentre (Salerno et al., 2008) € aither departing or
approaching to land, as in some airports the fapgdroach segment may be
longer than 6 NM, up to 10 NM (ICAO Doc 8168, 200695). In this section,
normative rules applicable to the aircraft in tippr@ach and departure phases

of flight are reviewed.
Norms in three areas of focus are examined:

1) aircraft trajectories (vertical and horizontal sgpi@n, path violation);
2) wake turbulence separation;

3) avoidance of dangerous substances (ash clouds} ettnosphere.

This research does not discriminate among differemdalities of the

” 13

normative rules (e.g. “allows”, “recommends”, “ajdies”, “forbids”). Terms

” 13

“normative rules”, “legal rules” and “norms” areagsas synonyms in the text.

In this research only norms for civil aviation aeamined and not military
aviation norms (which may be significantly diffeteand not always available
to the public). The United Nations Convention oteinational Civil Aviation
(ICAO Doc 7300, 2012) is the basis of civil aviatidlight rules. The
Convention establishes rules of airspace, aireegjistration and safety, and

details the rights of the signatories in relationair travel. Each state has to
11



ensure that its own rules of the air are as unif@snpossible with those

established under the convention.
Several documents are examined as the source roftivge rules:

e (ICAO Doc 4444, 2007) defines rules for the airtrs¢paration — for

preventing collisions and wake turbulence avoidance

e Aeronautical charts depict arrival and departurateas and instrument
approach procedures. These charts are differeréviery airport and are
designed in accordance with International Civil #&wn Organization
(ICAO) requirements and recommendations — (ICAO éna, 2009) and
(ICAO Doc 8168, 2006).

e (ICAO Doc 9691, 2007) contains guidance material vaicanic ash,
radioactive material and toxic chemical clouds. yYOmaterial regarding
volcanic ash clouds is examined; besides, the Buatoa announcements
from summer of 2010 are examined for additionahmative requirements

regarding ash clouds.

Further, normative rules for aircraft approach/dgpa found in these
documents are presented. Citations from the novmatocuments are

presented in the smaller typeface than the retsieofext.

1.2 Rules for Horizontal and Vertical Aircraft Separation

Two aircraft are considered safely separated ifviical distance between
them is greater than a vertical separation standarfthe horizontal distance
between them is greater than a horizontal separatiandard (ICAO Doc
9863, 2006). The portion of flight of the aircré&stwhich the clearance relates
may be defined using these terms (ICAO Doc 444872Qaxi (movement of
an aircraft on the surface of an aerodrome undepwn power, excluding

take-off and landing), take-off, departure, en-epatpproach, and landing.

12



Vertical separation minimum (VSM) is regulated as follows (ICAO Doc
4444, 2007):

¢ Within designated airspace : a nominal 300 m (1f@08elow flight level (FL) 410, and a

nominal 600 m (2000 ft) at or above this level; and

e Within other airspace: a nominal 300 m (1000 ftjoleFL 290 and a nominal 600 m
(2000 ft) at or above this level.

Lateral separation (separation between aircraft on different routeayt be at

15 NM or more from the navigational facility or ¢taintersection and the

tracks must diverge at a certain angle (15, 3(badefrees). For the aircraft on

converging tracks, lateral separation exists wheeast one of the aircraft is

outside the area of conflict. See Fig. 5: the H&teyeparation points are

calculated by the formula= S, /sin 8, wherel is the distance of separation

point to the intersectioryy is the lateral separation minima, afits the angle
between tracks (ICAO Doc 4444, 2007, p. 73).

Area of conflict

/ LEGEND

A\ Lateral separation points

Figure 5. Lateral separation points and the aremwfiict ICAO Doc 4444, 2007)

Longitudinal separation. There are several methods for longitudinal

separation:

e Based on time (see example in Fig. 6).

No two aircraft following the same route must comiéhin 15 minutes flying time of

each other. In areas with good navigational aicecdkis reduces to 10 minutes; if the

13



preceding aircraft is faster than the following athen this can be reduced further

depending on the difference in speed.
e Based on distance using distance measurement egui®ME)

For aircraft on the same track, or crossing traskparation must be at least 20 NM,; if
the preceding aircraft is faster than the followorge then this can be reduced to 10 NM;

for aircraft climbing/descending on the same treggaration must be at least 10 NM.

e Based on time with technique of Mach number (a dsieless number
representing the speed of an object moving throaighdivided by the

speed of sound)

Separation must be at least 10 minutes, or betWesmd 5 minutes, provided that the

preceding aircraft is maintaining a Mach numbeatgethan the following aircraft.
e Based on distance using area navigation (RNAV)
Separation of at least 80 NM must be maintained.

Lateral and longitudinal separation is appliedha én-route phase (ICAO Doc

4444, 2007).
15 min—‘
| FL 260
- (7900 m)
- -
i —
————— — = — _— — FL250
- 15 min (7600 m)
S —
o -
— FL 240
}—15 min—l (7300 m)

Figure 6. Longitudal separation rule example (afiteclimbing on the same track) (ICAO
Doc 4444, 2007)

In the vicinity of the airport the reduced separation minima is used (ICAO

Doc 4444, 2007):

e A minimum of 300 m (1000 ft) vertical or a minimunf 5.6 km (3.0 NM) radar
separation shall be provided between aircraft dutirn-on to ILS localizer courses

and/or microwave landing system (MLS) final appto&racks.

14



A minimum of 5.6 km (3.0 NM) radar separation shml provided between aircraft on
the same ILS localizer course or MLS final appro@abk unless increased separation is

required due to wake turbulence.

A minimum of 3.7 km (2.0 NM) radar separation shzl provided between successive
aircraft on adjacent ILS localizer courses or Mlisaf approach tracks (when aircraft

are making dependent parallel approach).

Separation of the departing aircraftis time-based (ICAO Doc 4444, 2007):

One-minute separation if aircraft are to fly oncks diverging by at least 45 degrees

immediately after take-off so that lateral separais provided.

Two minutes between take-offs when the precedingadt is 74 km/h (40 kt) or more

faster than the following aircraft and both airtqafopose to follow the same track.

Five-minute separation while vertical separatiorsinot exist if a departing aircraft will
be flown through the level of a preceding departirgraft and both aircraft propose to

follow the same track.

Separation between departing and arriving aircraft places constraints on
the direction which a departing aircraft may tak& O Doc 4444, 2007):

In any direction until an arriving aircraft has ré¢a its procedure turn or base turn
leading to final approach or, if an arriving airftia making a straight-in approach, until

five minutes before the arriving aircraft is estiethto be over the instrument runway.

In a direction, which is different by at least 46gdees from the reciprocal of the
direction of approach, until at least three minute®re the arriving aircraft is estimated
to be over the beginning of the instrument runwapefore the arriving aircraft making

a straight-in approach crosses a designated fthk@approach track.

Separation when holding(ICAO Doc 4444, 2007, p. 101).

When aircraft are being held in flight, the apprafe vertical separation shall continue to be

provided between holding aircraft and en-routeraftavhile such en-route aircraft are within

five minute flying time of the holding area (Fig, tinless lateral separation exists.
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Figure 7. Separation between holding and en-rauteaét (ICAO Doc 4444, 2007)

1.3 Wake Turbulence Separation

All aircraft produce wake turbulence, more corngcthlled wingtip vortices or

wake vortices (CAA of New Zeland, 2008). They aemgrated from the point
when the nose landing gear of an aircraft leavesgtiound on take-off and
cease to be generated when the nose landing geare® the ground during
landing. Viewed from behind the generating aircréfie left vortex rotates

clockwise and the right vortex rotates counterdoldse. The greatest hazard
from wake turbulence is induced roll (Fig. 8) anawy This is especially

dangerous during takeoff and landing when thettlis altitude for recovery.

Aircraft with short wingspans are most affecteda@ke turbulence.

Counter

control \

Figure 8. Wake vortex and induced roll (FAA, 1995)
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In the flight rules, wake turbulence hazard avoa#ais ensured by providing
safe separation (Table 1). Wake vortex separatitesrare based on aircraft
weight categories (ICAO Doc 4444, 2007):

e heavy (H) — all aircraft types of 136 000 kg or eior

e medium (M) — aircraft types less than 136 000 kgrbare than 7 000 kg;

o light (L) — aircraft types of 7 000 kg or less;

e super heavy (J) — for Airbus A380-800 with a maximtake-off mass in the order of
560 000 kg.

Table 1. Wake turbulence separation rules (Scherétadl., 2010)

Weight categories Approach Take-off

Leading aircraft Following aircraft Spatial sepaat(NM) | Time separation (s
J J Not required Not required

H 6 120

M 7 180

L 8 180
H H 4 Not required

M 5 120

L 6 120
M L 5 120

Civil aviation authorities also issue recommendatidor the pilots, such as
keeping above the preceding aircraft’'s path, amngfoff before the rotation

point of the preceding aircraft (Fig. 9), to helppa wake vortices.

\\\\ ) e J
\\\~"H\\\T!‘iﬁr—_/_"/

Touchdown Touchdown  Rotation Rotation
point point point point

Figure 9. Landing (left) and take-off (right) aftarger aircraft (CAA of New Zeland, 2008)

1.4 Instrument Procedures for Approach/Departure
The instrument flight rules (IFR) and instrumendgedures are examined as a

source for the aircraft trajectory norms, but n@ual flight rules (VFR) or
17



visual procedures. The instrument procedures déimeegrained constraints,
which can be used to evaluate the observed airtnagéctories. The visual

procedures define only visual reference pointgpfimts.

The IFR are regulations and procedures for flyimgraft by referring only to
the aircraft instrument panel for navigation. Eviémothing can be seen
outside the cockpit windows, an IFR-rated pilot égmnwhile looking only at

the instrument panel. Most scheduled airline flsgbyperate under IFR.

Each airport has its own set of procedures, depgnain the terrain, prevailing
winds and other factors. For the purposes of tleqrtures the total flight is
divided into the following phases (ICAO Annex 4 020(:

e Phase 1 — Taxi from aircraft stand to take-off poin

e Phase 2 — Take-off and climb to en-route ATS ratrecture;
e Phase 3 — En-route ATS route structure;

e Phase 4 — Descend to approach;

e Phase 5 — Approach to land and missed approach;

e Phase 6 — Landing and taxi to aircraft stand.

Approach procedures. Approaches are classified as either precisionoor n
precision, depending on the accuracy and capaisilaf the navigational aids
used. Precision approaches utilize both laterala(leer) and vertical (glide
path) information. Non-precision approaches providateral course

information only.

Instrument approach procedures are depicted inlikgument Approach
Charts (ICAO Annex 4, 2009). These documents gcallyi depict the
specific procedure to be followed by the pilot &oparticular type of approach
to a given runway. There are different proceduceslifferent navigational aid
types — very high frequency omni-directional radiange (VOR), non-

directional beacon (NDB), instrument landing systfin®) and others.

The number of controlled parameters is also differS procedures provide

most information about the approach. ILS procedudepict prescribed
18



altitudes and headings to be flown, as well asaalbss$, terrain, and potentially
conflicting airspace. In addition, they also lisssed approach procedures and

radio frequencies for communication (Fig. 76, Apglizrl).

An instrument approach may be divided into fourrapph segments: initial,
intermediate, final, and missed approach. Additignaome routes provide a
transition from the en route structure to the I&AAQ, 2007):

e Arrival: where the pilot navigates to the Initiapproach Fix (IAF), and where holding

(keeping an aircraft within a specified airspaceilevlawaiting further clearance) can

take place.

o Initial Approach: the phase of flight after the IAwhere the pilot commences the
navigation of the aircraft to the Final Approactkx BFAF), a position aligned with the

runway, from where a safe controlled descent baslatds the airport can be initiated.

o Intermediate Approach: an additional phase in numeplex approaches that may be
required to navigate to the FAF. This segment kzegtrthe Intermediate Fix (IF).

o Final Approach: between 4 NM and 12 NM of straifffight descending at a set rate

(usually an angle of between 2.5 and 6 degrees).

e Missed Approach: an optional phase; should theiredwisual reference for landing not
have been obtained at the end of the final apptodih allows the pilot to climb the
aircraft to a safe altitude and navigate to a pmsito hold for weather improvement or
from where another approach can be commenced.

Departure procedures. Standard instrument departures are depicted in the

instrument departure charts (SIDs). The departuszeulure contains the

significant points defining the departure routegdiions to be flown, distances
between significant points, altitude and speedriotisins, as well as the
description of the departure maneuver in plain (exd. 77, Appendix 1). The
departure procedure also contains applicable hgldiatterns and radio

frequencies for communication (ICAO Annex 4, 200968).

1.5 Ash-cloud Related Rules
Volcanic ash consists of extremely fine particléspalverized rock (ICAO
Doc 9691, 2007). It is comprised predominantly ib€a (>50%), which is in
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the form of glassy silicates. Glassy silicate matas very hard and, when in
pulverized form, also extremely abrasive. It camdge the aircraft structures,

cockpit windows and engine parts.

Another important property of the volcanic ash ts melting point. As the
glassy silicate melting temperature (~1100°C) imWwethe temperature of jet
engines operating at normal thrust (1400°C), vaokcash can melt and be

deposited in the hot section of the jet engine.core

The ability to observe the ash cloud “zone” latexalent by remote sensing
(satellite, ground based lidar, etc.) has greathproved in recent years
(SKYbrary, 2011). However, establishing the detdiash cloud composition

and its vertical extent has proved much more chgiieg.

The recommendations for the pilots inadvertenttgeng a volcanic ash cloud
(ICAO Doc 9691, 2007), are to (1) immediately reslubrust to idle (where
the engine operating temperature — ~600°C — isnb#te melting temperature
of volcanic ash), and (2) exit volcanic ash closdjaickly as possible (it may

require an immediate, descending 180-degree temmin permitting).

The controllers should follow these proceduresa ifolcanic ash cloud is
reported or forecast in their region of controlAQ Doc 9691, 2007):

1) Relay all information available immediately to pdavhose aircraft could be affected to

ensure that they are aware of the ash cloud’sippnsind the flight levels affected.
2) Suggest appropriate rerouting to avoid area of knowforecast ash clouds.

3) Remind pilots that volcanic ash clouds are notaetk by airborne or air traffic radar
systems. The pilot should assume that radar wilighe them advanced warning of the

location of the ash cloud.

4) |If advised by an aircraft that it has entered acamwic ash cloud and indicates that a

distress situation exists:

e consider the aircraft to be in an emergency suati
¢ do not initiate any climb clearances to turbine-powd aircraft until the aircraft has
exited the ash cloud; and

¢ do not attempt to provide escape vectors withdot pbncurrence.
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After the Eyjafjallajokull eruption in 2010, new keanic ash regulations were
issued, and were refined several times by the Butoal, and local civil
aviation authorities (Eurocontrol/CFMU, 2010). Alhese regulations (UK
CAA, 2010; Eurocontrol/CFMU, 2010; UK CAA, 2010; XD, 2010; EASA,

2010) follow the same pattern:

e The airspace is divided into several zones: a xamere flight operations
are forbidden (no-fly zone), a normal flight opeyatzone, and there may

be one or two zones of limited flight operations.

e The division of the airspace into zones is basetherpredicted volcanic

ash concentration.
e There may be an additional buffer zone (BZ).

See example in Fig. 10 which depicts black, grey r@d zones. Black zone is
the no-fly zone (ash concentrations above Zgl®’). Flights in the grey zone
(ash concentrations between 2%g0n® and 4x10g/m°®) are allowed under
certain conditions, provided they are managed byndtional ATM provider.
Flights in the red zone (ash concentrations betv@edi®*g/m® and 2x1dg/m®
may be encountered) are allowed provided the dirfokbows the appropriate

recommendations of the engine manufacturers.

As the division of the airspace into zones is basadthe predicted ash
concentration, forecasting ash cloud transport disdersion is needed. The
process of forecasting is based on a combinationa ofelatively well-
understood and modeled meteorological process doecésting of wind,
temperature and stability of the atmosphere. Semmple outputs from

volcanic ash forecast models in Fig. 11.
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Predicted area where Predicted area of ash concentrations in Predicted area of ash concentrations
volcanic ash may which flights are permitted with an that exceed acceptable engine
be encountered appropriate safety case and agreement manufacturer tolerance levels
from endine and airframe manufacturers.
b }

30 40

..................

60

Figure 10. Example chart with enhanced procedweez(red) and time-limited zones
(grey) (UK CAA, 2010)

Recent studies (UK CAA, 2010; Witham et al., 200@)clude that the current
volcanic ash prediction models, although not exaat, sufficient to provide
the answers to how the ash clouds propagate.
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Figure 11. Example screenshots of volcanic astcémte(ICAO Doc 9691, 2007)

1.6 Norms in Collision Avoidance Decision Support Systas
Collision avoidance systems do not strive to ensegaration but try to avoid
collisions (ICAO Doc 9863, 2006). However, they @so be considered from

the standpoint of norm representation.

Conflict detection in Airborne Collision Avoidancystem (ACAS) depends
on two tests (Lee, 2006). A range test is how faarget aircraft is away or
how soon this target aircraft will come within arteén time criterion. An
altitude test observes how much an altitude ofrgetaaircraft moves toward
within a certain altitude criterion. When these tigsts pass together, a target

aircraft is defined to be an intruder. ACAS thrddsoare independent from

22



ATC separation norms (ICAO Doc 9863, 2006, p. 14he main ACAS
thresholds are time-based, not distance-based rikst ATC separation
standards. ACAS concept was developed based ont &f sassumptions
(Williams E., 2004), and the thresholds were defirspecifically for this
purpose (ICAO Doc 9863, 2006, p. 68).

In contrast, the Next Generation Air Transportati®ystem (NextGen)
initiative takes a novel approach to detection aesblution of air traffic
conflicts (Chamlou, 2009). The inputs to the detectalgorithm are the
current position and speed vector of both aircaafi a cylindrical minimum
safety protection zone (PZ). The size of the camfigle PZ can be assigned
values that the Federal Aviation Administration siolers as a near mid-air
collision incident. That is, a definition of coll (the norm) is represented as
a PZ in the system. The choice of PZ allows therélyn to address a range of

applications (from separation assurance to coflisieoidance).

1.7 Conclusions
Normative rules for aircraft approach/departuremfrdCAO flight rule

documents can be grouped into these categories:

1. Separation rules:
1.1. Collision avoidance (horizontal and vertical sepjaraminima);
1.2. Turbulence avoidance:
1.2.1. Spatial separation (expressed in distance amooa#)r;
1.2.2. Time-based separation (expressed in time intervals should
be kept between taking-off or landing aircraft);
2. Airport charts:

2.1. Procedure tracks (prescribed maneuvers — routess,tatc. — that
the aircraft should make; deviation from the tr&geg prescribed by
the airport procedures is callpdth violatior);

2.2. Constraints (altitude, speed, and other restrision

3. Volcanic ash related restrictions.
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This classification covers only the normative rulleat were analyzed in this
research, but do not cover all available rules.e®©thorm categories are

possible. Other classifications, tailored for othaerposes are also possible

Each airport has a different set of approach/dapartprocedures.
Approach/departure procedure constitutes a complggct and contains a
number of interrelated norms that define the “ottgHbe” trajectory with
additional constraints. Normative rules in the gmafl documents are
presented as textual descriptions, graphicallynfaps, charts, and schemes),
and as tables. This makes identification of theviddal norms and modeling

of norms a challenge.

The norm operationalization is investigated in thentext of expanding
surveillance and the ATC control to the approagbadieire phases by using
radar and lidar data fusion and decision suppaenms of norm violation risk.
Only norms that can be checked using the lidarfr&tked data (position and

speed) will be included in the norm violation risstimation model.
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2 Related Works

This chapter presents the analysis of the relamtsvon the decision support
in aviation, real-time decision support systemsualization, data fusion, risk
modeling and wake turbulence modeling. Sectionig.ldedicated to the
characteristics of decision support systems, se@id — conflict detection and
resolution (CD&R) process and design factors of GDdystems, section 2.3 —
time-critical decision making models, section 2.shethods of visualization of
information in air traffic management applicatiosgction 2.5 — data fusion
architectures and filtering algorithms, section 2.6modeling of risk and
decisions on risk, and section 2.7 analyzes walkeikence modeling methods.
Some of the material below describes the contexhefpresent research and
could be treated as preliminaries; however, thd@autreats them as more
relevant to the analysis.

2.1 Decision Support Systems

The use of decision support systems is becomingefenped paradigm in the
field of automation in aviation (HALA, 2011). Themcept of decision support
systems has considerably evolved since it emergedhé 1970s. The
definition, taxonomy and the characteristics expeécof the present day

decision support systems are analyzed below.

2.1.1 Characteristics of Decision Support Systems

Definition. The definitions of what is a decision support egstvary
depending on the author. Some treat decision sumystem broadly as a
computer-based system that aids the process obidecmaking. Others
specify precise characteristics: interactivity, xitelity, adaptability, data-
utilization, ease-to-use, etc. (Turban, 1995). Adow to (Power, 1997), the
term “decision support system” is a useful andussle term for many types
of information systems that support decision makikg defines decision
support systems as interactive computer-based msgstiatended to help
decision-makers utilize data and models in orderidentify and solve

problems and make decisions. (Arnott & Pervan, 20€&te that decision
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support systems are a philosophy of informationesys development and use

and not a technology.

Characteristics. Alter’s research, one of the earliest theory dewelents in
this field, identified three major characteristafsthe decision support systems
(Alter, 1980): (1) they are designed specificatlyfdcilitate decision processes,
(2) they should support rather than automate detisnaking, and (3) they
should be able to respond quickly to the changiegds of decision makers.
Present day research (Bohanec, 2001) adds thevinfjocharacteristics: they
incorporate both data and models; they are desigmeaksist managers in
semi-structured or unstructured decision makinggsees; they are aimed at

improving the effectiveness — rather than efficienof decisions.

Classification. As with the definition, there is also no commoradi@omy of
the decision support systems. Alter's conceptuadldaxonomy (Table 2)
remains relevant (Pearson & Shim, 1994). Subsedeehhology innovations
have resulted in development of other types of si@ci support systems
(Power, 2001).

Table 2. Decision support system taxonomy evolution

Alter’s taxonomy (1980) The expanded framework (20D

1. File drawer systems Data-driven decision supgystems

2. Data analysis systems

3. Analysis information systems

4. Accounting and financial models Model-drivenidam support systems

5. Representational models

6. Optimization models

7. Suggestion models Knowledge-driven decision stgystems
Communications-driven decision support systems
Document driven decision support systems

Approach/departure DSS as a decision support system The

approach/departure DSS isparsonal decision support systeactcording to

the classification of (Arnott & Pervan, 2005): stdeveloped for one decision

maker (the air traffic controller), and for one &mn task (monitoring of the
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aircraft conformance to flight rules). The DSS mse#te characteristics

expected of the modern-day DSS: (1) it covers lblatta (aircraft position and
speed data) and models (norm violation risk modg))jt is designed to assist
the controllers in the decision making process, @hdt is aimed at improving
the effectiveness of the decisions, by applyingefynained normative
constraints and providing better visualizations. céan be classified as
suggestion(or knowledge-driven) decision support system, clwvhprovides

suggested decision for a relatively structured téBlwer, 2001). The

structuring of the task is achieved by creatingribie item definitions.

2.1.2 Level of Automation in Decision Support Systems

The purpose of a decision support system is armmattdo improve the
effectiveness of the decision maker (Arnott & Perv2005). It can be
improved by automating redundant, manual and maomo® tasks and
allowing operators active participation (CummingX)04). Therefore, an

important characteristic of a decision supporteysis the level of automation.

It is important to note, that automation can alswehan adverse effect on
human performance, such as loss of situation awaserskill degradation and
automation bias. The latter occurs when a compgé&rerated solution is
accepted as correct and the operator disregardsotiteadictory information.

Full automation is useful in rigid tasks but camsa unanticipated effects in
complex tasks. Therefore, in decision support systelesign, an important
task is the recognition of the human role in coragaéd tasks and allocation

of decision making tasks between humans and comgute

The levels of automation (LOA) range from fully aotated to minimal level
of automation (Cummings, 2004). A fully automatggtem (LOA 10) acts
autonomously and decides everything. On the contrarsystem with the
lowest level of automation (LOA 1) provides no atmnce and all decisions

and actions are taken by a human.
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An air traffic controller’'s tasks are complex arite tevents cannot be fully
determined in advance. However, an increasingraffid flow does require
raising the operator’'s work efficiency. High levedd automation are not
advisable in systems dealing with dynamic enviromisi@vith many external
and changing constraints (Parasuraman & Wicken88)2Gsuch as the air

traffic control environment. Thus, full automatioannot be taken as an option.

In ATM Target Concept (SESAR, 2007), SESAR defitieel role of humans
as central in ATM. Humans cannot be eliminated fribim decision loop. It
means that the choice of automation levels is madoto three options, from
LOA 2 to LOA 4; in higher automation levels, thessgm is the central actor,

which makes decisions with only some (higher ordgvhuman intervention.

(Cummings, 2004) examines the effectiveness of coenp generated
recommendations on a pilot's ability to make derisi in problematic
situations. In the studies, pilots were presentdth wtatus displays (which
merely presented information, LOA 2) and commandpldys (which
recommended action, LOA 4). The conclusions stad tinless the decision
aids are perfectly reliable, status displays shdodd used instead of the

command displays.

2.2 Conflict Detection and Resolution

One type of decision support tools in aviation @re conflict detection and
resolution (CD&R) tools (Kopardekar et al., 200@)erest in CD&R systems
has significantly grown since the Traffic Collisid&wvoidance System (TCAS)
introduction in the early 1990s (Kuchar & Yang, QD0

Most CD&R works define conflict as an aircraft segign violation
(Erzberger et al., 1997; Kelly, 1999; Dowek & Mund2007). However,
conflicts with other hazards can be abstractech&éo same decision making
problem (Kuchar & Yang, 2000). In the case of ndwearules explored in
this research, the norm violation could be congdex conflict with hazards

such as the wake turbulence left by another aircoafthe boundary of the
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allowable path in the air. Therefore, the CD&R @& structure and design

considerations are relevant to the tasks of thegmteresearch.

Different aspects of software systems are examindtle context of CD&R
and in the context of decision support. Analysisathier specific CD&R

systems are decision support systems is out okesobihe present research.

2.2.1 Conflict Detection and Resolution Process

CD&R system definition. Conflict detection and resolution (CD&R) systems:
(a) use sensor data to predict conflicts betwesmadi, (b) alert humans to a
conflict, and (c) possibly assist in the resolutafithe conflict situation. The
terms “conflict detection” and “conflict resolutibrhave been adopted to

differentiate the alerting and guidance portionsl{s 1999).

Terminology. There are differences in the interpretation oftdren “conflict”

in the research literature. The definition providgd(Kuchar & Yang, 2000) is
assumed: “a conflict is an event in which two orenaircraft experience a loss
of minimum separation”. Note, that a broadened, engeneral, definition
could also be used, without losing the benefits toé CD&R system

characterization.

CDé&R phases.The CD&R processes are organized into severalgsh@sg.
12). First, the trafficenvironmentmust be monitored and currestate
information collected. Typically, because of types of sensmexd, and sensor

errors or limited update rate, the state infornratiarries some uncertainty.

The dynamic trajectory modeab used to project the states into the future and
predict if the conflict is going to occur. Infornat regarding the current and
predicted states is combined to derineetrics (e.g. predicted minimum

separation) used to make traffic management desisio

Conflict detectionis a process of deciding whether a human should be
informed and whether action is needed to maintafii¢t separation. In some

cases, notification of a conflict is all that igjoered of the CD&R system. The
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human operator then determines how to resolve ¢emdlict. When action is
considered necessary, tlenflict resolutionphase may be initiated. This
involves determining an appropriate course of actmd transmitting that
information to the operator. Conflict resolution ynavolve its own state

estimates, a resolution maneuver trajectory mauhel,decision criteria.

S 4

Environment

»-)—

State Estimation

Current States

Dynamic Model

Projected States

Metric Definition

|
l Metrics l

Conflict Detection Conflict Resolution

Human
Operator

Figure 12. Conflict detection and resolution preessfrom (Kuchar & Yang, 2000)

2.2.2 Classification of CD&R Modeling Methods

Formal methods. (Dowek & Munoz, 2007) suggest a mathematical
framework for the formal specification and analysiCD&R algorithms. The
central concept is the protected zone (imaginargiore which defines
minimum safe separation distance between airctdtijvever, this framework
is suitable only for a subclass of CD&R modelingtimoels. Also, it is tailored
to the definition of a conflict as a loss of separg and it would not be

directly applicable to conflicts with other hazards

CD&R method taxonomy. (Kuchar & Yang, 2000) have made an extensive

overview and comparison of the CD&R modeling methttat were available
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at the time of their study and highlighted the mosgtortant design factors of

these systems. They suggest a taxonomy coverirdgesign factors:

1) dimensions of state information,

2) method of dynamic state propagation,
3) conflict detection threshold,

4) conflict resolution method,

5) maneuvering dimensions, and

6) management of multiple aircraft conflicts.

(c)

Figure 13. State propagation methods from (Kuchafagg, 2000)

The most concrete difference between modeling ambes involves the
method by which the current states are projectéa time future hethod of
dynamic state propagatipnThree fundamental extrapolation methods have
been identified (see Fig. 13), termed Nominal (@jorst-case (b), and
Probabilistic (c). In theNominal method, the current states are projected into
the future along a single trajectory, without direconsideration of
uncertainties. In aVorst-caseprojection, it is assumed that an aircraft will
perform any of a range of maneuvers. If any ongeheke maneuvers could
cause a conflict, then a conflict is predicted.the Probabilistic method,
uncertainties are modeled to describe potentialatrans in the future

trajectory of the aircratft.

Dimensions of state informati@now whether the state information used in the
model involves purely the horizontal plane, thetieat plane, or both. For
example, a ground proximity warning system (GPW®nsoders only

information on vertical plane.
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Conflict detectiorthreshold indicates whether a model explicitlyines when
a conflict alert is issued. Models that do not h#hie explicit threshold may
provide valuable, detailed tools and metrics updmciv conflict detection
decisions can be made, but do not explicitly drher line between predicted

conflict and non-conflict.

Conflict resolution metho@mployed by the model may be of these types:
prescribed, optimized, force field, manual or ncsofation. Prescribed
resolution method is fixed during system designedasn a set of predefined
proceduresOptimizedmethod typically combines a kinematic model witbea

of cost metrics and searches for trajectories witlower cost.Force field
method treats each aircraft as a charged particlaiaes modified electrostatic
equations to generate resolution maneuwdesnual method allows the user to
generate a potential solution and gives feedbactk adether the trial solution

IS acceptable.

Maneuvering dimensionsdicate what dimensions of resolution maneuvers
are allowed in the model. Possible maneuver dinsessinclude turns, vertical

maneuvers, and speed changes.

Management of multiple aircraft conflicdescribes how the model handles
situations with more than two aircraft. This caketdawo forms: pairwise, in
which multiple potential conflicts are resolved geqtially in pairs; and

global, in which the entire traffic situation isaawined simultaneously.

Considerations.Kuchar & Yang note that it is not always possildleseparate

conflict detection and conflict resolution. For axale, a decision when to take
an action might depend on what action is to bertakéis interdependence is
one of the factors that make the development of 3&stems challenging —

there are many feasible solutions (Kuchar & Yarif)®@.

This list of design factors is not exhaustive; Kaic& Yang identify several
other important aspects that are not covered bytakenomy: which current

states and metrics are used to make CD&R decisioo, uncertainty is
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managed in the model, or the degree to which théetmassumes coordination
between aircraft involved in a conflict. Other fast could also be
considered — like the use of intent informationg(it plans), distributed vs.

centralized architecture, considered time horizoml others.

Alerting philosophy. (Kuchar, 2001) defined one more design factor. He
states that there are three fundamental alertintpguphies: conformance,

nominal trajectory, and escape trajectory (Fig. 14)

In a conformance systealerts are considered justified when the aircratsd
not follow expected behaviour. More formally, a hdary of acceptable
operating states is defined beforehand, and ahialessued when the state of

the aircraft exits this boundary.

In the nominal trajectory philosophythe state of the process is projected into
the future using some form of trajectory model. Tgrejection is used to
determine whether a hazard is explicitly expectede encountered if the
current control strategy continues. Should it beedikely that a hazard will be

encountered an alert is then issued.

Predicted nominal Predicted escape path
trajectory

System state

Hazard

System
state

Normal operating

envelope System state
(a) ~(b) (c)
Conformance Nominal trajectory Escape trajectory

Figure 14. Fundamental alerting philosophies adongrtb (Kuchar, 2001)
The third design approach is to issue an alert wien expectedescape
trajectoryis threatened by a hazard. This method extraoateajectory from
the current state into the future, but based onadsimption that an alert is
issued and corrective action is taken. Conditiamsaf safe escape need to be

defined, and the escape path is examined to determhether those escape

33



conditions are reachable. If the escape conditamesnot reachable at some

level of confidence, then an alert is issued.

The nominal trajectory philosophy is better for idem making (with respect
to the rate successful alerts versus the rate okaessary alerts) than the
conformance method, when the trajectories are @ede. When the

trajectories are not predictable the conformanséesy performs better.

2.2.3 Traffic Collision Avoidance System

An example of CD&R system is the Traffic Collisiockvoidance System
(TCAS)®. TCAS is an aircraft system based on Secondarye8lance Radar
(SSR) transponder signals. The system interroghéeransponders of nearby
aircraft and from the replies tracks their altitiated range and issues alerts to
the pilots, as appropriate. TCAS has the followprgperties according to
(Kuchar & Yang, 2000) classification:

e Method of dynamic state propagation: nominal;

e Dimensions of state information: horizontal andticat; TCAS uses only
range measurements and range-rate estimates tondeteif a conflict

exists in the horizontal plane.

e Conflict detection: yes; there is a time-based shoéd for range, and
threshold for altitude, if both are passed togetliee target aircraft is
declared a threat (Lee, 2006).

e Conflict resolution method: optimized; TCAS searchhrough a set of
potential climb or descent maneuvers and seledts least-aggressive

maneuver that still provides adequate protection.

e Maneuvering dimensions: vertical; only climb or c=st maneuvers are

considered in TCAS Il implementations.

% Currently, TCAS Il version 7.0 is the only comnialy available implementation of ICAO standard
for ACAS Il (Airborne Collision Avoidance Systenttrocontrol, 2012). The terms TCAS and ACAS
are often used interchangeably in the literaturéndicate on-board collision avoidance systems.
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e Management of multiple aircraft conflicts: pairwisieone conflict solution
induces a new conflict, the original solution mag modified until a

conflict-free solution is found.

2.3 Time-critical Decision Making

Human cognitive processesDecision making is the process of selecting a
choice or course of action from a set of alterrei(Azuma, Daily &
Furmanski, 2006). Time-critical decision makingagtgies rely on the studies
of human cognitive processes. Human decision makwgjves attention and
working memory. Attention is how the brain, oftemnsciously though
sometimes automatically, selects information forgratve processing.
Working memory refers to the processes used totaiaimental information

in a highly accessible state. It is also closelgtesl to what is referred to as the
“executive control” (Baddeley, 2007), the consciaildity to switch between

effective task sets, contexts, and intentions.

Analogical reasoning.Human decision making processes are facilitat@tjus
a variety of different reasoning techniques. Onehstechnique is analogical
reasoning (inferring novel solutions via analogyktmwn solutions/methods).

It includes the following serial procedures (Stemp 1977):

Encoding: translating stimuli to internal (mentadpresentations.
Inference: determining the relationship betweerblenms.
Mapping: determining correspondences between nelokhitems.

Application: execution of the decision process.

a K~ W DnPRE

Response: indicating the outcome of the reasonogess.

Significance of the encoding.Since the steps in this reasoning process
proceed in a serial manner, temporal ordering smnith@ of decision support is
critical to improving time-critical decision makingurther analyses show that
reaction times and error rates increase for mongpéex encodings. Regardless
of the stimuli, the encoding step is the largesigles component of the

reasoning process, taking ~45% of the overall i®@agaime. For example, the
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encoding of words takes longer than the encodingsafematic pictures,

implying that reducing text in displays will faddte faster decision making.

Decision making philosophies.There are two philosophical approaches
toward decision making: the Rational (or logicalalytical) approach vs. the

Naturalistic (or action-based, recognition-primagdproach.

The Rational approach assumes a clear set of alérohoices can be
generated and their likely outcomes predicted vatlsignificant degree of
confidence. It relies heavily on experience or pa&sults to generate the
predicted outcomes, and requires that the infoonathe decision is based

upon is reliable.

In contrast, the Naturalistic model (Pascual & Hawdn, 1997) is based upon
imposing an interpretation upon an ambiguous saoafThere is an inherent
assumption that after a point, too much informaitan be detrimental. This
model assumes that knowledge results from actidnen observing
conseqguences. It does not attempt to come up witeal or optimal solution.
The Naturalistic model assumes it is not feasibleutly quantify the situation
and find a solution mathematically. It may be tlesthf the present situation is

very different from any past situation.

Summarizing, the rational model is objective bufuiees calculating the utility
of each alternative, whereas the naturalistic mddghlights the need to

provide the human with relevant information.

Time-critical decision making models.Time-critical decision making models
are studied mostly in military context: Boyd’'s OODd&op (Boyd, 1995), the
ISAA loop (West, 1996), Headquarters Effectivenesssessment Tool
(HEAT) (Hayes & Wheatley, 2001), the Triage modeinfon, 1977), and the
recognition-primed (R-P) model (Klein, 1999). Mast them describe the
process of decision making as a serial staged gsesethat includes steps
centered on information gathering, likelihood estilon, deliberation, and

decision selection.
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OODA loop (Boyd, 1995) is one of the best-known military idean making
models. OODA stands for the following steps: Obagon (observe the
overall situation), Orientation (make judgmentstlod situation to understand

what it means), Decision, and Action (execute andaitor the decision).

The traders’ equivalent to the OODA is th8AA loop (West, 1996):
Information, Sort by priority, Act, and Assess. Qaetic used by the traders
with the ISAA loop is to sort trade orders by pityptbased upon experience,
and then first execute market orders with smallitprs before moving to
larger trades. The results of the initial tradethezi confirm or refute the
trader’s understanding of the market, allowing treder to readjust if the

market does not respond as anticipated (a naticadisategy.)

Six steps of thdHEAT are (Hayes & Wheatley, 2001): monitor, understand,
develop alternatives, predict, decide, and dirétie first two steps are to
collect the facts and produce an understandindgnefsttuation, while the last
two steps are those, in which commanders make idesisand disseminate
them to forces for execution. Decision making engasses the middle four
steps. This model explicitly points out that thencoanders commonly skip the

middle two steps (develop and predict).

(Simon, 1977) models the decision making procegfinee high-level stages
(called Triage model (Azuma, Daily & Furmanski, 2006)): (1) Intelligegic
fact-finding, problem and opportunity sensing, exation; (2) Design:
formulation of solutions and generation of altewed; and (3) Choice:

decision making, goal maximization, and implemeatat

(Klein, 1999) described thR-P model This model assumes experience is the
primary source of wisdom in decision making, ansutes from observations
and studies of real-life case, rather than in latwoy conditions. It generally
applies to crisis situations where time is veryitegd. This process does not
compare solutions against each other, but solutagasnst the situation in a
serial fashion. Its goal is a “good enough” solntimot the ideal one. This

approach allows saving decision making time thakeisded for reasoning. R-P
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model is valuable when compared situations arefamofrom each other. If
decision is complex or depends form multiple argoisiequick decision is not

possible (Azuma, Daily & Furmanski, 2006).

Comparison of models.Many of the models share common aspects and
attributes but differ in the order of steps, ardaemphasis or underlying

assumptions. Significant aspects of the models are:

¢ limited of ample time for decision making,
e decision optimization level,
e the level of efforts to analyze decision outcomes,

e how experience is involved to decision making.

Decisions are required in either simple or com@igxations. Simple situation
requires one quick decision and corrections are memded. For complex
situations usually it is important to find an opéihdecision in a certain time.

Table 3 summarizes significant aspects of the vestemodels.

Table 3. Comparison of decision making methods

Method Time for | Decision Efforts to | Cumulated experience

decision | optimization | perform

making level decision
OODA loop | Medium | Low Medium Involved in situatiossessment
ISAA loop Small High High Prioritization of availbsolutions
HEAT High High High Involved in developing altermags
Triage Large High High Involved in problem analysis
R-P Small High Small Formal rules and procedures

Considerations with respect to approach/departure BS Simple decisions
are taken during landing or take-off, for examplen left or right. There is no
space for trial and error. Optimization level ispiontant as corrections are not
possible. Approach/departure procedures are basedriot rules. Presenting
the aircraft actual position with respect to a wiszed approach/departure
procedure enables controllers to visually follove @ituation and to estimate

whether aircraft adheres the assigned procedure.
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2.4 Visualization in ATM Systems

2D radar displays. Constantly rising air traffic requires more infation to
display on the controller's screen. Current ATC ksbations have 2D radar
displays. Such display combines graphical and syimboformation. The
geographical aircraft position is shown on 2D plamle the third dimension
(altitude) and speed is presented by symbols (9. In order to follow the
actual situation and to indicate possible futucailttes, the controller performs

mental calculations of the altitude and speed.
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Figure 15. Screenshot of the radar display (Hodk@08)

3D displays.Several 3D visualizations have been built for Adgplications as
research systems, other projects explore how &giate the fourth — time —
dimension (Azuma, Neely, Daily & Geiss, 2000). Nlo@® visualizations
(Fig. 16) enable presenting altitude as the thirdesision and reducing the
amount of symbolic information. A 3D view requirkess cognitive effort to
interpret altitude information. It supports mordommed decision making on
the vertical dimension (Wong et al., 2007). Howevers easy to clutter 3D
view with unimportant details aiming to render aligtic landscapes. 3D

interfaces should be minimalistic and abstract fowtails (Rozzi et al., 2007).

The 3D displays have several disadvantages, ingudiampered distance

estimation due to perspective distortion, no pokisiio oversee global traffic
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out of the camera view, difficulty to locate traffat the far end of the scene

and difficult navigation/selection (Rozzi et alQ).
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Figure 16. Screenshot of experimental 3D ATC digpBourgois et al., 2005)

Multi-view displays. One of the methods to show both horizontal artload

perspectives without distortions is to use the nwiiw displays, which show
top-view and side-view projections side by sideciSapproach was used in
the earliest DSS prototypes (Fig. 17). However, hsuaultiple view

configurations require the user to scan informatanoss different sources,
which brings a perceptual cost (Rozzi et al.,, 200fe real-time demand
imposed on the air traffic controllers does nobwllfor such time-consuming

data exploration.
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Figure 17. Multi-view interface from the early D$Btotype
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Visualization considerations for the approach/depaure DSS In the
current research, it is proposed to visualize thiude dimension in 3D in the
approach/departure DSS. This would reduce the twgnworkload as the
controller will monitor rather than interpret alphanerical characters and hold
them in his mind. In order to overcome the drawkack the 3D displays,
existing visualizations in aeronautics and geogceghldomains are analyzed

for possible strategies. Visualizations from thikofeing sources are analyzed:

e Space-time cube representations
e Strict 3D visualization of air traffic concepts @doped for free flight in
Hughes Research Laboratories.

e Visualizations from the project “3D-in-2D Planardplays for ATC”.

Space-time cube Space-time cube (STC) is a structure that is tsetkpict
target activities in space-time context (Gatalskydrienko & Andrienko,
2004; MacEachren, 2004). The horizontal axes rettwrgbosition and location
changes of objects. The vertical axis provides atered and synchronized
seqguence of events. In its basic appearance thnegges consist of a cube with
geography on its base, while the cube’s heighteseprts time (Fig. 18). A
typical STC contains object trajectories, also kn@as space time-paths, of an
object moving in time. It is a proper choice repr@sg a relationship between

the horizontal position, time and speed.
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Figure 18. The STC basics, vertical segment reptesene spent at the same location
(Kraak, 2003).
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According to this technique, airport plan is on batom of the cube, aircraft
horizontal positions are shown by points in threaehsional space with the
vertical dimension corresponding to time. Apartnirghe trajectories, STC
display helps to explore speed: sloping segmedisate fast movement, while
steep segments correspond to slow motion. STC geptg a relationship
between the horizontal position, time and speed, ereds the
approach/departure DSS needs to visualize theiae$hip between track,

distance and altitude. Therefore, STC is not abletvisualization choice.

Strict 3D view. A strict 3D was used to detect conflicts in theri@al area of
Boston Logan Airport (Azuma, Daily & Krozel, 1996¥ee Fig. 19. 3D
perspective display shows the situation in a toprdplan-view. The view can
be exocentric, looking at the entire situation franremote perspective, or

egocentric, following an individual aircraft to sée pilot’s perspective.

Aircraft mode represents a set of linked wirefraings in space, they draw a

tunnel in the sky that aircraft appears to fly todg
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Figure 19. Strict 3D view screenshots (Azuma, D&ilrozel, 1996)
This method can be adapted to visualize a reldtipnbetween horizontal
position, distance and altitude. The tunnel camesgnt a trajectory prescribed
in an assigned instrument approach procedure. ihation is detected when

the aircraft is located outside the rings.
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2D-in-3D visualizations. Combined visualizations enable to show contextual
and altitude information at the same time. The ofsihg strategies are
proposed in the 2D and 3D integration method (Retai., 2007):

e select a portion of the main 2D view and repregent3D,;

e show 2D projections (walls) in the 3D display witie projections of
the aircratft.

Figure 20. Screenshot of “picture within pictur&ogzzi et al., 2007)
The first strategy enhances a part of the main i2ly by representing it in 3D.

Though Fig. 20 depicts a visualization of the emteophase, it can be also

adapted for approach and departure.

Visualizations with 2D walls in the 3D display prde controllers with data
needed to assess the traffic situation or guidgadtraccurately (Wong et al.,
2007). The walls could be used to track the holdstack, or observe the
conformance to the approach procedure (Fig. 21).

Figure 21. Screenshots of 2D-in3D views (Wong et24107)
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The latter scenario requires a precise aircrafitipasthat cannot be achieved
with the sole radar equipment. Current surveillarieehnologies cannot
implement those visualizations because of inacgurdcradar devices. The
lidar provides the exact aircraft position for theproach/departure DSS.

Therefore this visualization can be implemented.

The proposed approaches offer two combination typ@swithin 2D and vice
versa. Though the first strategy is universal aresents the needed data, the
latter (2D in 3D) is more intuitive. Hence, this timed is better suited for

approach/departure DSS.

Controller needs in ATM visualization. The focus is on what visualization
aspects are important to the controller, becauereint ATM system users
(e.g. pilots) might have entirely different visuaiion needs. To find out the
possible shortcomings of the existing visualizagioaccident analysis reports
(van Es, 2003) of the National Aerospace LaborafbiyR) were examined.
The report on accidents which occurred in 1980-20®icludes that 12.7%
accidents occurred in take-off and landing phabake-off accidents comprise
6.1% of overall accident amount and landing — 6.6%e analysts of the ATM
related accidents arrived at the conclusion that dausal factors were low
visibility and incorrect or inadequate instructiad¥ice given by ATC. A
frequent event factor in landing accidents was adnerence to procedures by
flight crew. Thus, there is a need for improvsitlational awarenessnd

recognition of the flight crew adherent®ethe assigned procedures.

2.5 Data Fusion

Data fusion definition. Data fusion is defined as theory, techniques antst
used for combining sensor data, or data deriveth fe@nsory data, into a
common representational format that is appropriate deriving decisions
(Bosse et al., 2006; Mitchell, 2007). Data fusioypstems use different
techniques: digital signal processing, statistieatimation, control theory,

artificial intelligence, classic numerical methods;. (Hall & Llinas, 1997).
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Target tracking. Data fusion is important in aviation target traki The
purpose of tracking is to collect sensory data fribi surveillance volume
containing one or more potential targets of inter@sd then partition the
sensory data into sets of observations measured the same target (Gad et
al., 2004). Using multi-sensor systems in this cage the advantages over
single sensor systems. Multiple sensors make isiplesto obtain multiple
viewpoints, reduce the ambiguity and obtain a nppezise estimate of object
kinematics. The sensors used for the tracking ate@cessarily different, e.g.

there is experience in multi-radar data fusion (fRpez et al., 1997).

Fusion architectures.There are three principle fusion architecturest¢hell,
2007): centralized, hierarchical, and distributédglg( 22). In acentralized
architecture, there is a single node that perfoaignment, association and
updating of tracks. In thdierarchical architectures, the fusion nodes are
arranged in a hierarchy with the higher level noplexessing results from the
lower level nodes and possibly providing some fee#b In adistributed
architecture, there is no pre-determined supetibosinate relationship, each
node can communicate with any other node subjecboectivity constraints,

and the communication can be asynchronous.

Centralized Hierarchical Hierarchical Distributed
without feedback with feedback

@ Sensor/data source @ Information consumer Fusion node

Figure 22. Data fusion architectures accordind.tgdins et al., 1997)

Fusion steps.The fusion process for target tracking is compasdetiree steps
between time scans: alignment, association, anatuqgd(Gad et al., 2004).
Alignmentconverts the data of each sensor to a common icatedsystem and
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extrapolates the tracks to the same time as thesurgraentsAssociation
partitions the measurements into sets that coulé baginated from the same
targets Updating(filtering) step renews estimated positions ofretarget with

Sensor measurements.

Filtering algorithms. The heart of data fusion process is filtering. $alve
filters, often used in tracking systems are: Kalnidier, alpha-beta filter,

Wiener filter, and particle filter. The first thresee recursive fading memory
filters. All filters estimate a process by usindoam of feedback control: the
filter estimates the process state at some timetsrdobtains feedback in the
form of (noisy) measurements. Equations for thierfl fall into two groups:

time updateequations andneasurement updatequations. The time update
equations are responsible for projecting forwandtifne) the current state, the
measurement update equations are responsible dofettdback. Of the first
three filters, Kalman filter is considered to bestaccurate, but most costly to
implement (Singer & Behnke, 1971). Recent studieggsest, that particle
filters can achieve improvement in performance (&sson et al., 2002) or
smaller errors (Kambhampati et al., 2004) compaoeexisting Kalman filter

based solutions. However, (Blanc et al., 2005)esthat in target tracking
applications the computation time of the Kalmatefiis much better than that
of the patrticle filter. Computation time is the ké&ctor in the DSS as the

fusion and risk evaluation has to be done evergraic

Kalman filter. A Kalman (Zarchan & Musoff, 2005) filter combines
measurement data, plus prior knowledge about tlstesy and measuring
devices, to produce the estimate of the systera stat way that minimizes the
mean of the squared error (Mayeck, 1979). In etah the filter updates error
covariance estimates. Kalman filter is based oragsimption that the system
can be described through a linear model, and tiséeisy and measurement
noises are Gaussian. For non-linear systems Kalittan extensions — the

extended Kalman filter, the unscented Kalman fi{i2uan et al., 2005), etc. —

were defined. Since the early sixties the Kalmdterfiand its variants have
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emerged as the preferred filters for tracking agpions (Mehrotra &
Mahapatra, 1997).

One of the disadvantages of Kalman filter is thaisi necessary to have
previous knowledge about the system and measuenges, i.e. the initial
conditions of the mean and variance state vectalle§] 2009). Another
disadvantage is that the assumptions of linearitd &aussianity of the

Kalman filter cannot manage complex scenarios (Baizet al., 2009).

Alpha-beta filter. Thea-f filter, which assumes a constant-velocity trajggcto
Is similar to the Kalman filter, except that theirgaoefficients are not
adaptively changed (Bhagavan & Polge, 1974). Thepldication is based
mainly on the elimination of coordinate interactisarms in the covariance
expressions, on the reduction in the size of taeesind measurement vectors,
and on the adoption of simple equations of motibigy et al., 1985). While
the filter has an excellent performance for tragkimon-maneuvering vehicles,
it has little capability to track severely maneungr vehicles. However,
because of its extreme simplicity, it is often ddesed as a candidate for a
tracking filter (Singer & Behnke, 1971). Thep filter is used in TCAS
systems for range and altitude (ICAO Doc 9863, 2@0@9).

Wiener filter is a linear filter under the stable condition whem the least
mean square error criteria. The gain vector offilber is calculated off-line,
thus it requires no auxiliary equations. This filean track both maneuvering
and non-maneuvering vehicles well (Singer & Behrilg,1). However, it was
intended to a very restricted class of filteringlgems: separating one noise-
like signal from another, which is correlated te tiirst in some known way
(Qien & Ramstad, 2001). Therefore the results oM filtering should be

viewed with a degree of caution (Brown & Hwang, 79

Particle filter. Particle filtering is a sequential Monte Carlo heiue that
recursively computes the posterior probability dgrisinction (Kambhampati

et al., 2004). Multiple copies (particles) of thariable of interest are used,
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each associated with a weight that signifies thaityuof that specific particle

(Rekleitis, 2004). After each action, each partislanodified accordingly to

the existing model, including the addition of randaoise. Then, each
particle’s weight is re-evaluated based on thestatensory information

available. At times the particles with small weglsire eliminated, a process
called resampling.

2.6 Risk Modeling

Risk components.ISO 31000 standard defines risk as a combinatfothe
probability of an event and its consequence (ISO092 The term
“probability” may be replaced by more gentle tertikeélihood” (Mabhler,
2009). This is a usual approach in managerial pliseis. In other contexts, the
definition of risk may be one-dimensional, for exde; based only on
probability (Boyle, 1999), or other criteria, e.gadiation dose in (Bender,
2011). Both components of risk may be describetleeigualitatively, or
guantitatively. Once a risk is identified, it cae &nalyzed in order to estimate
the risk level by combining the estimated prob&apiind the consequences
(Mahler, 2009), see Fig. 23.

CONSEQUENCES

RISK MATRIX — - -
Insignificant |Minor  |Moderate | |Catastrophic

A |Very likely [Medium High High Very high

8 Likely Medium Medium [High High Ven

% Possible |Low Medium [Medium [High High

§ Unlikely [Low Low Medium |Medium |High

~ |Rare Low Low Low Medium |High

Figure 23. Estimating risk level according to (M&h2009)

Decision on risk.During risk evaluation decisions have to be mamtecerning
which risks need treatment and which do not, ad a®lconcerning on the
treatment priorities. The decisions made are uglmbed on the level of risk
but may also be related to thresholds specifiederms of consequences,
likelihood and other criteria (ENISA, 2006). The lidenown traffic light
model (Fig. 24) is often used in determining toteliey of the risk (Boyle,

1999; Bender, 2011; Renn & Graham, 2005). Redlagkl usually signifies
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intolerable risk, the yellow one indicates tolemlisk in need of further

actions, and the green risk level shows acceptal@een negligible risk.

Hazard identified

1. The river was chest deep on the shorter group members. Yellow
2. The current was flowing quickly making it difficult to hold one's footing. Yellow
3. The water was icy cold but the air temperature was warm. Green

4. A submerged tree branch could be seen piercing the surface downstreem.
5. It was late and several group members were in a hurry to get home.

Traffic light rating

Figure 24. The traffic light decision making moéabmple (Boyle, 1999)

Risk modeling. Risk modeling is about modeling and quantificatodrisk, it

provides insight into the relationships betweennagces, likelihood and

consequences (Haimes, 2009). Model simplifies peatesses by aggregating

numerous circumstances into a few, broad categofe® way to classify

mathematical models is linear versus nonlinearinddr model is represented

by linear equations: i.e. all constraints and thigctive functions are linear.

Linear risk model. (Jewel, 1961) defines a linear risk model witthgeshold

(Fig. 25). The decision variabfeis measured

in the same units as the random

parametei, and the risk functiof(z, ¥ is assumed to be piecewise linear in

two parts, depending upon whether or ras less thare. Furthermore, the

initial ordinateA(z) and the discontinuityp(z), are assumed to be functions of

the decision variable, while the slopesl(andm?2) are not.

R(z, x)

Az) /‘énf//

Jh D(z)

X

Figure 25. Linear risk function according to (Jewl&l61)

Piecewise linear risk models are used in finang@hain, as approximations
of quadratic forms (Mitra, 2003; Kono & Yamazakall; Kono, 1990), and in
medicine (Gandomi & Jandaghi, 2012). In medicimesdr risk model is called

49



the threshold model, as opposed to linear nonletdsmodel (Williams et al.,
2008; Appleyard et al., 2005; Kraemer et al., 2001)

Alt)

7=56,4 t

Figure 26. Piecewise linear risk examile,time, A(t) — risk (Gandomi & Jandaghi, 2012)

2.7 Wake Turbulence Modeling

Wake turbulence parameters.Wake turbulence is a complex phenomenon
(Larsen et al., 2007). It depends on many atmosphmrameters such as
wind, temperature, pressure, etc. It also dependsiraraft weight and wing
length, speed, position in the air. However, asdlmeraft weight is a basic
factor, the vortex strength increases proportignallhe greatest strength
occurs when the generating aircraft is heavy, @v Speed with a clean wing
configuration (FAA, 1995).

Vortex movement and lifespan.Vortices usually persist for between one and
three minutes, with survival often greatest at lewel in calm or very light
wind conditions and at higher altitudes in thinagr On approach and takeoff,
the wake descends until it reaches the ground aowk ntaterally. With no
crosswind, the two vortices move apart to clearflight path. Crosswinds can
cause vortices to move (Fig. 27). A light, quartgritailwind requires

maximum caution.

6-knot crosswind

T=0sec

100 —
T=10sec
T=20sec
I
300 200 100 0 100 200 300 Ground plane, feet
T =Time

Figure 27. Wake vortex horizontal motion, greatesswind (FAA, 1995)
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Table 4 summarizes characteristics of the wakeoast{CAA of New Zeland,
2008; SKYbrary, 2012; FAA, 1995; Airbus Customengees, 2005).

Table 4. Wake turbulence characteristics

Vertical movement

Descend rate 300-500 feet per minute

Stabilization 500-900 feet below the origin

Stop of the downward descend Y% wingspan (up tod&0fdet) of the ground
Horizontal movement

Mov. Speed (no wind) 2-3 knots

Mov. Distance Up to 1500 feet

Mov. In no crosswind (0 knots) Move apart to cldw flight path

Mov. In light crosswind (1-5 knots) One vortex renganear the flight path

Mov. In greater crosswind (> 5 knots) Move quiciyross the flight path and break up

Lifespan

Still air Up to 100 seconds
Wind speed 1-5 knots Up to 85 seconds
Wind speed 5-10 knots 30 seconds

Wake vortex modeling. Due to the stochastic nature of turbulence, the
development costs of exact model are extremely, hitgls almost all models
have a certain degree of inaccuracy. First wakéexanodels assumed several
effects that impact wake vortices, such as visainag) and turbulent decay
(Greene, 1986). These models were subsequentipdedeadding ground and
crosswind effects, eddy dissipation rate, variaidetex spacing and other
parameters (Holzapfel, 2003). Latest studies aimoie@r as many as possible
of so called first-order parameters: aircraft cguafation, turbulence, stable

stratification, shear, and proximity of the ground.

(Holzapfel, 2003) defines Rrobabilistic Two-Phase Wake Vortex Decay
and Transport Model (P2P). In P2P model evaluation of vortex-pair
circulation is averaged over circles with radiifrdd to 15 m. The model is
based on vortex evolution equations. Vortex decagnesses in two phases, a
diffusion phase followed by rapid decay. P2P alsmtains probabilistic

components to account for the variability caused Voytex instabilities,
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deformations, and uncertainties regarding envirariaie conditions. The
output of the model consists of lower and uppemigufor vortex position and
strength. P2P accounts for all relevant environaleparameters, with the

exception of wind shear.

NASA-Langley develops a numerical large-eddy simoitamodel called the
Terminal Area Simulation System(TASS) (Proctor, 1996). The TASS model
can simulate a variety of meteorological phenomematuding convective
local storms, wind shear, hailstorms, etc. It ciao &e applied to aircraft wake
vortex simulations. The TASS model is capable afudating wake vortices
for a wide range of atmospheric conditions thatude: vertical wind shear,

stratification, atmospheric boundary layer turbekerfog, and precipitation.

Wake area models.NEXTOR’s wake vortex models (Shortle et al., 2010)
include a wake area — region of space behind ama#ty in which another
aircraft may encounter wake turbulence. Two apgrea@re suggested: fixed
wake area and dynamic wake area. Fixed wake areleln(leig. 28, left) has
fixed dimensions, based on appropriate wake cheratits. Many factors are
ignored (wind, aircraft weight, etc.). In the dynanmodel (Fig. 28, right)
wake area is described as a 3D polyhedron. Polgheadra function of aircraft
parameters (velocity, mass, wingspan, etc.), athmrgp(wind, air density,

eddy dissipation rate, etc.) and circulation thodgtiShortle et al., 2010).

180 knots
3,000 feet

320 knots
17,000 feet

—

s

Figure 28. Fixed (left) and dynamic (right) wakeamodel (Shortle et al., 2010)
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2.8 Conclusions
The research is at the intersection of severalsam@cision support in real-
time systems, modeling of aircraft trajectories, kavaturbulence, aircraft

conflict prediction, risk modeling, data fusion davisualization.

CD&R systems is a common type of decision supporaviation related
applications. The structure of the CD&R processdfiar & Yang, 2000) is
designed for the aircraft separation conflicts, bah be expanded to cover
other normative rules. Conformance alerting phipdgo is suitable for the
approach/departure norm supervising scenario: sléssued when the aircraft

Is close to violating the norm.

Studies in human-automation interaction asserthlgit automation levels are
not advisable in dynamic environments, such as tradfic control

environment. This accords with the SESAR ATM targancept which states
that humans shall play the central role in all siecis. This means, that the
focus of the approach/departure DSS is on inforntiregcontroller rather than

guiding his decisions.

The analysis of time critical decision-making madedvealed the key features
for the approach/departure DSS. First, from the dwmognitive perspective,
quick encoding is a key factor that facilitates lamndecision-making. This is
achieved by providing an intuitive visualizationn& pictures are encoded
faster than symbols, a requirement is to presefdrnmation graphically.
Second, naturalistic decision-making models indbetext of tracking aircraft
require presenting the airport procedures intuivd-rom the modeling
perspective, the procedures define a relation batwaarcraft track, distance
from the runway threshold and altitude. Thus, approvisualization of this

relation is needed.

A visualization model has to be selected for theSD®ue to technical
constraints, complex augmented reality or othemhdythe-desktop solutions

are not suitable. 2D visualizations in the ATM damare no longer sufficient,
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and the modern 3D visualizations have drawbackgli&t in similar projects
demonstrate that it is possible to overcome theselwhcks by integrating 2D
and 3D elements in the same screen. For this reas@s chosen to use a 3D
screen (to visualize altitude dimension) and audmienvith auxiliary 2D
elements, so that it is possible to visualize tlmight-to-be” trajectory

constraints: a relationship between horizontaltpwsi distance and altitude.

One of the tasks is to model radar-lidar data fusihe essential step in data
fusion process is filtering. Out of the filters ds@ tracking systems, Kalman
filter is often referred as the most accurate efricursive filters, and to have

better computation times than particle filter.

One of the specific norms to be modeled is the wakaulence norm. In order
to represent it in the DSS, some kind of wake anedel is needed. A variety
of modeling techniques are used to model wake tenoe — from generalized
geometric representations, to complex atmosphgstess and probabilistic
models. The approach/departure DSS, however, Hgsaooraft position and

speed data. There is no data on weather, or dircffiguration, so a

simplified, position-based, wake area model willneeded.
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3 Norm Violation Risk Modeling

This chapter presents the main theoretical resaftscurrent research.
Section 3.1 describes the main assumptions of wh&k,influence normative
rule modeling, violation risk visualization, andetldevelopment of the DSS
prototype. Section 3.2 is dedicated to normative conceptualization, section
3.3 — characterization of norm violation risk, $&ct3.4 — norm violation risk
visualization, section 3.5 — modeling of the apphddeparture procedure
constraints, and section 3.6 defines the stepsdon modeling in the DSS.

3.1 Assumptions
The research is based on the following assumptions:

1) Use of lidar together with the primary radar. Lidar is used together with
the primary radar and thus provides aircraft positwith a high degree of
accuracy (meters). This enables to model fine-gdiinormative rules and
constraints for the aircraft trajectories. It wouldt be possible to detect
violations of these norms using solely radar dafaher measurement
equipment could be used to obtain the accurateaftingosition, instead of the
lidar. In either case, data fusion is needed te the data from lidar (or other
accurate surveillance equipment) and from the din@alar. If only the airport
radar data is available, the norm violation riskdelocould also be applied. In
this case, only some norms could be modeled ib®8, and only significant
violations would be detected. Such simplificatioould take out the practical
significance of the task. The currently used ta@ols sufficient for the current
ATC operation mode and additional support toolsrarteneeded. Thus, the use

of lidar is an important presumption of this work.

2) DSS is a real-time systemA real-time response is required from the DSS.
A study of time-critical decision support modelsicludes that the naturalistic
decision support approach should be used. Theaistio approach suggests it
is not feasible to fully quantify the situation anfind a solution

mathematically, but it is important to filter odtet most relevant information
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and thus facilitate the human in making a decisidrerefore, the risk model in
the DSS is based on norm conformance and defisesetie risk levels to help
comprehension. For simplicity, the *“traffic-lighttolor scheme (three risk

levels: ‘green’, ‘yellow’ and ‘red’) is used in wial indicators.

3) DSS input The DSS receives aircraft position and speedaldtia It comes
from the lidar and the radar system. The inputkirdata set is presented in

Table 5. For full DSS input protocol specificatiaee Appendix 2.

Table 5. DSS input protocol

Track data set
Track ID
Time

Azimuth, Elevation, Range

Azimuth speed, Elevation speed, Radial speed

X coordinate, Y coordinate, Z coordinate

Speed along X axis, Speed along Y axis, Speed alangs

Last track update time

Track extrapolation indicator

Track fading number

Last not extrapolated measures (Time, Azimuth) etc.

4) DSS output DSS output consists of the fused position, deteatorm

violation risks and recommended actions. Data fudiag indicates whether
the fusion was performed, or the position dataqusaéto that of the original
track data set. Up to two risks and recommendedractan be identified for
each track data set (see Table 6). Full DSS ouyipaibcol specification is
presented in Appendix 3.

Table 6. DSS output protocol

DSS output data set
Track ID
Time

Azimuth, Elevation, Range

Azimuth speed, Elevation speed, Radial speed

X coordinate, Y coordinate, Z coordinate
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Speed along X axis, Speed along Y axis, Speed alangs
Radar-lidar data fusion flag
Event 1

Other track ID involved by event 1
Risk of the event 1

Actions for the event 1
Event 2

Other track ID involved by event 2

Risk of the event 2

Actions for the event 2

5) Level of automation The emphasis is on detecting risk and informimg t
controller. The DSS system provides surveillane@juates and recommends,
whereas the human controller takes a decision.€Tiseno feedback loop from
the pilot to the DSS (Fig. 29).

@ ‘/ no feedback loop )L-}

DSS
(computer) Jrisk indicators:

red/yellow/green

instructions

Normative

rules Controller

(human)

Figure 29. Role of the DSS in ATC context

This idea aligns with the results of current stadia human-automation
interaction, and the SESAR ATM target concept. gsine terminology of
(Kuchar & Yang, 2000), the system has a Conflictdogon threshold, but
does not perform Conflict Resolution. Neverthel€dsnflict Resolution phase
(the corrective action selection) is defined in tleeision support process and
the steps to generate recommended actions areheketout. The full
implementation and investigation of the correc@ation mechanism could be

the subject of further studies.
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6) Communication with other systems DSS is a component of a larger
system (see Fig. 3). It receives input data andgmts output data according to
the specifications (see assumptions 3 and 4) aad dot directly interact with

other airport systems.

3.2 Norm Conceptualization

Normative rules for aircraft approach and departare comprised of
individual norms. The aim of this section is totuliguish the most granular
item and characterize it. Norms are modeled incthr@ext of radar and lidar

data fusion and aircraft position prediction.

3.2.1 Norm Definition

Normative rules, for which the compliance can bealeated using only
aircraft position and speed data, are identifiechisT selection of
approach/departure norms can be called “simple g&oal norms”. Such
normative rules include: separation norms, wakeul@nce separation norms,
speed, height and horizontal position restrictioamsthe airport procedure,

horizontal and vertical profile of the procedure.

These individual norms state something about aicettajectory parameter
(e.g. “The descent angle shall be 3°”), or plagspastraint on it (e.g. “The
speed shall not exceed 210 kt”). The current rebegoroposes to
conceptualize each norm as a triplet (Fig. 30)rmdactor, expected value,

and a predicate.

Norm factorrepresents a quantitative attribute of the aitcirajectory(ies).

Only factors that can be computed from the DSStidpta are considered.

The value which is used as a reference againsadtual factor value is called
an expected valuef the factor (denotedyy normative value). Typically, the
expected value is the number that is given in tbenn(3° or 210 kt) or is

derived from it.
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Predicate explicates how to interpret the relation betwele@ actual factor
value and the expected value:

e ‘<v\ (‘less than’) — the actual value should be smdltan the expected,;
o >y’ (‘greater than’) — the actual value should beaggee than the expected;

e ‘=vy’ (‘equal to’) — the actual value should be equstlite expected.

Norm
factor
normative value vy
predicate
Limit-based norm Deviation-based norm
ﬁ K {factor = vy}
Norm with lower limit Norm with upper limit
{factor > vy} {factor < vy}

Figure 30. Normative rule modeling

Although three predicates are defined, the disbndbetween<vy’ and >vy’
is not substantial, so two norm types are distisigedl. The two former
predicates €vy' and >vy’) constitute limit-based norms, and the third

predicate (‘=y’) constitutesdeviation-baseaorms.

3.2.2 Examples of Different Norm Types
Examples of the limit-based norms

e “height minimum is 3900 ft. at 6 nautical miles rro distance

measurement equipment (DME)” (see Fig. 31, predisztvy).

VOR DME
NDB FAP

Figure 31. Minimum altitudes in the approach clfld ATITA, 2003, chart no. 351)
59



e “a minimum of 5.6 km (3.0 NM) radar separation $Hha¢ provided
between aircraft on the same instrument landingesygILS) localizer
course” (ICAO Doc 4444, 2007, p. 123), predicatevis,

e “maximum indicated airspeed (IAS) on turn from &k&@3° is 210 knots”

(nautical miles per hour, see Fig. 32, predicatev|g;

Figure 32. IAS constraint in the approach chartSINAX 210KT” (VATITA, 2003, chart
no. 351)

Examples of the deviation-based norms

e the glide-path (a descent profile determined fattival guidance during
the final approach (ICAO Doc 4444, 2007, p. 27)jokhs expressed in
degrees and presented in the approach procedums,"@P 3.33°”
(VATITA, 2003, chart no. 349);

e the track (the direction that the aircraft showtow), which is expressed
in degrees from North, e.g. “236°” (VATITA, 2003 art no. 351).

Determining the type of some norms may be ambiguous. For example, the
height norm (“3900 ft at 6 DME” described abovelfites the minimal
allowed altitude value, which suggests that thieme to be interpreted as a
limit-based norm. However, if the aircraft altitude much greater than the
specified expected value, it will be unable to laBd, the norm can also be

considered a deviation-based norm with tolerancetlfe negative deviation
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(observed values smaller than norm) smaller thantife positive deviation

(observed values greater than the norm).

3.2.3 Examples of the Norms Not Covered

The three predicates do not cover all possible sapplicable in the aircraft
approach/departure. Only norms for which the coamgle can be evaluated
using only aircraft position and speed data areecml. The examples that

cannot be directly covered by this model include,dre not limited to:

e Complex, or non-precise geometry. When an air¢radtto make turn (e.g.
as shown in Fig. 32), the maneuver is specifieg aith two headings —
the one from which it starts, and the other it bagoin. The actual
trajectory of the maneuver will depend on the spekthe aircraft, the
wind, etc. So, notwithstanding that the airportgeaure depicts the curve

of the turn, not every aircraft will duplicate it.

¢ Norms that explicitly state that any ATC instructimay be overridden:

o ‘“if an ACAS resolution advisory (RA) manoeuvre ronsistent with the current
ATC clearance, pilots shall follow the RA” (ICAO D®863, 2006, p. 121).

e Norms that reference factors that the DSS doesw¢ liata about, e.g.:

o “priority shall be given to an aircraft which arnpates being compelled to land
because of factors affecting the safe operatiorthef aircraft éngine failure
shortage of fugletc.)” (ICAO Doc 4444, 2007, p. 141);

o “flight operations are allowed in the EPZ, providdwke operator follows the

recommendations of aircraft and engine manufacgirgEASA, 2010);
¢ Norms that have rulings based on human judgmeint@ntions, e.g.:

o “an IFR flight may be cleared to execute a visygiraach provided the pilatan
maintain visual referencw the terrain” (ICAO Doc 4444, 2007, p. 115);

o ‘“if an aircraft enters an aerodrome traffic circuiithout proper authorization, it
shall be permitted to land if itsctions indicate that it so desife@CAO Doc 4444,
2007, p. 141),

61



e Abstract rules, such as:

0 ‘“aircraft that has the right-of-way shall maint#im heading and speed, but nothing
shall relieve the pilot-in-command from the respbitisy of taking such action as
will best avert collision” (ICAO Annex 2, 2005, p1).

e Norms that do not cover all possible scenarios laechuse of that may
possibly be disregarded in some situations. Elg, norm “when two
aircraft are approaching head-on or approximatelsirsd there is danger of
collision, each shall alter its heading to the tighCAO Annex 2, 2005,
p. 21) doesn’t cover multiple aircraft conflictshd solution of such multi-
conflicts may not always adhere to this rule forergv pair of the

converging aircraft (Fig. 33).

Figure 33. Example of 5 aircraft conflict resolutiDurand & Alliot, 2009)

3.3 Characterization of Norm Violation Risk
Only the norm itself was characterized above. Smehm definition is not
sufficient to model norm violation risk yet. Furth@orm violation risk model

is developed and norm violation risk is characestiz

3.3.1 Risk item definition

Risk evaluation focuses on the events that may rodbeir likelihood and

impact (Mahler, 2009). In everyday usage, risk fiero used synonymously
with the risk impact dimension (the consequencelwever, there is not
enough data to reliably estimate possible normatimh consequences, which
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may vary from radiating acoustic noise in highlypptated areas to disrupting
the traffic in the ATZ (SKY-Scanner, 2007, p. 43).$he norm violation risk
model introduced in this section associates rigk wie likelihood dimension

of the risk definition.

The evaluation of norm violation risk associateseeventand itslikelihood
In the DSS, likelihood is defined as a measure lotage the aircraft is to
violating the norm (conformance approach, see R.RiRelihood is described

gualitatively — usingisk levels

A separate risk item definition is formulated f@ach normative rule (the risk
event may be denoted asorm-factorviolation’). In the DSS, an individual
risk item evaluation maps the observed factor vétua discrete scale of risk
levels. The minimum number of levels is two: ‘nolation’ when the norm is

complied, and ‘violation’ when the norm is violatethis is not sufficient for

human controllers. Several risk levels are neededdlp the controllers
prioritize the situations. Also, there is a needcktmw in advance, while the
constraint is not yet violated, but there is a $ksiolation. The levels of the
traffic light model may be used: ‘red’, ‘yellow’nd ‘green’. In general, there

may be as many discrete levels, as needed.

The risk item definition ties together the norm dhe risk levels. Thus, the L-

level risk item definition is characterized by figeements (Fig. 34):

1) norm factor (e.g. ‘altitude’ or ‘indicated airspéed

2) predicate (‘greater than’, ‘less than’, or ‘equ@);t

3) expected value of the factor;

4) type (‘limit’ or ‘deviation’);

5) a set of thresholds for risk levels;
If the risk type is “limit”, a set of thresholds msists of L-1 constants, defined
in the terms of factor measurement units. If rigiet is “deviation”, a set of

thresholds consists of L-1 pairs of constants, nilgdi allowable deviation
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levels. The threshold values in the following ex#&spare chosen for

demonstration purposes only and are subject toyfigxperts.

Risk item definition

evaluate(actual factor value): risk level

L)

Norm Threshold Risk level

factor
normative value v_N
predicate

Figure 34. Proposed characterization of the reskitefinition

For convenience of visual representation of thke itsm definition, a ranking
function (Fig. 35) is defined, which maps the oledr factor value to a
number from the interval [0, 1]. Zero means thedstMevel (e.g. ‘green’ or
‘no risk’), and 1 means the highest level (e.gd"ma ‘risk’). The real function
of norm violation probability is unknown. In the BSas a piecewise linear
function is chosen as a ranking function. This udfisient, because the

likelihood level is of interest, not the value abpability.

Limit based risk Deviation based risk

Figure 35. General ranking function for the twdrigpes
3.3.2 Limit-based Risk

The definition of thevolcanic ash zonegsee Fig. 10) is an example of a limit-
based normative rule. Risk item could be defineccomting to the
concentration levels provided in (UK CAA, 2010)régn’ (normal operations
zone), ‘red’, ‘grey’, and ‘black’ (no-fly zone). Athere are four risk levels
(L=4), there are three thresholdg:zv2x10*g/m®, v; = 2x10%g/m?®, and v = vy

= 4x10°g/m® (Fig. 36).
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The corresponding risk item definition is: (1) noriactor: ‘volcanic ash
concentration’; (2) predicatesvy’; (3) expected value: 4xI@/m®; (4) type:
‘limit’; (5) thresholds: ¥ = 2x10%g/m®, v; = 2x10%g/n?®, v, = 4x10°g/n?.
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Volcanic ash concentration, g/m3
Figure 36. Volcanic ash concentration norm-violatmnodeling

As a second example, thedicated airspeed normis considered: “maximum
indicated airspeed (IAS) on turn from track 043219 knots” (Fig. 32). Four
risk levels (L=4) are defined: ‘white’ (no risk)green’, ‘yellow’, and ‘red’
(maximum risk). There are three (L-1) threshold®).(B7): w (VLower) —
threshold for detecting possible violation risk, &nd ¢ (Vypper — threshold
for signaling high risk. The thresholds can be egped in terms of deviations

from the normative valueyw vy = vy —Ag, V1 = Wy —A1, Vo = Wy + Ao,

Segments of the ranking function, representingigielevels are:

e ‘white’: [0, vq);

e ‘green’: [Vo, V4;

o ‘yellow’: [vq, Vol;

e ‘red: >Vvy;
The corresponding risk item definition is: (1) nofactor: ‘indicated airspeed’;
(2) predicate: <vy'; (3) expected value: 210 kt; (4) type: ‘limit;
(5) thresholds: y= 202 kt, y = 206 kt, y = 214 kt.
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Norm violation likelihood

VLowER VuPPER
Indicated airspeed, kt

Figure 37. Indicated airspeed norm violation maugli

3.3.3 Deviation-based Risk

In this example thaltitude norm is considered: “altitude 3900 ft at 6 DME”
(Fig. 31). In deviation-based norm violation evaioi, the expected deviation
(dy = 0) is of interest, rather than the expected evatself. There are four
levels and three pairs of thresholdspy @nd d, (thresholds for detecting
possible violation risk), @ and ¢, and ¢, and d, (thresholds for signaling
high risk). The g are “negative” thresholds, i.e. for values smallean the
norm, and g are “positive” thresholds, i.e. for values greaten the norm.
The thresholds can be expressed in terms of allen@dviations: gh = dy —
Ano, Gho = O + Apo, Gha = Oy —Any, oy = Ay + Apy, and o = dy —Anp, Ay = Gy +
Ap2. Segments of the ranking function, representisky levels are (Fig. 38):

e ‘white’: [dng, Gyl;

o ‘green’: [thy, tho] O [yo, Thl;

o ‘yellow’: [dnz dhg] OF [y, dhal;

e ‘red’: <d,,or >0y;

The corresponding risk item definition is: (1) norfactor: ‘altitude’;
(2) predicate: ‘=\’; (3) expected value: 3900 ft at 6 DME (deviatiOy;
(4) type: ‘deviation’; (5) thresholds:,¢l= -0.5, ¢o = 2, dy = -1, ¢; = 3.5,

dn2 = —1.5, G2 =b.
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Figure 38. Altitude norm violation modeling
Another example is thglide-path norm. Glide-path is a descent profile
determined for vertical guidance during the finpp@ach. It is expressed in
degrees and printed in the approach procedures,;'@Ry 3.33°” (VATITA,
2003, chart no. 349). As with the previous risknitdefinition there are three
pairs of thresholds (Fig. 39).
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dn2 dn1 dnodndpo dp2 dp1

Glide-path deviation, degrees

Figure 39. Glide-path norm violation modeling

The corresponding risk item definition is: (1) norfactor: ‘glide path’;

(2) predicate: ‘=\; (3) expected value: 3.83(deviation 0); (4) type:
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‘deviation’; (5) thresholds: g4 = -0.01, ¢, = 0.01, ¢; = -0.1, ¢; = 0.1,
dn, =—0.25, ¢, = 0.25.

3.3.4 Aggregated Risks

Some norm violations could be related not to ong, to several norms.
Aggregation of separate risk item definitions iseded when the norm
violation event happens only when several condgajnorms) are violated
simultaneously. For example, aircraft separatiaiation happens only when
both horizontal and vertical separation constraamnésviolated. The aggregated
risk item definition (Fig. 40) ties together twakiitem definitions and adds a

rule how the risk level are combined to obtaindalygregated risk level.

Aggregated risk item definition

combine(risk level 1, risk level 2): risk level

2
Risk item definition

evaluate(actual factor value): risk level

Figure 40. Proposed modeling of aggregated risks

For example, if the separation risks have threeléey'red’, ‘yellow’ and
‘green’), they could be combined in this way: ithh@re ‘red’, the overall risk
is ‘red’, if at least one is ‘yellow’, the overalisk is ‘yellow’, if both are

‘green’, the overall risk is ‘green’.

3.4 Norm Violation Risk Visualization

The result of risk evaluation is visualized (ijeresented for visual cognition)
to the controller. This section demonstrates hasvrtbrm violation risk model
is employed in the decision support scenario. Thal user feedback was

positive for the decision support scenario invalvihe presented risk model.

Traffic-light risks. The traffic-light model (see section 2.6) is preeod to
indicate norm violation likelihood level and guidentroller decisions. Each
risk item definition has a corresponding coloredi¢ator on the DSS control

panel. As in the usual traffic-light mode&d color indicates corrective actions
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are requiredyellowdraws attention to the potential threats, greknindicates
violation risks that can be disregarded at the nanfeourth color -white — is
added to indicate likelihood that evaluates to zeronormative rules not
relevant at the moment. Consider two aircraft #rattoo far apart to consider
risk of separation loss, or path violation risk & aircraft that has not started
executing the approach procedure yet. The riskiddvave to be mapped to the
four traffic light colors.

Decision support scenario.A general configuration of the user interface is
presumed: the information is presented in two vigdsthe observed airspace
view, that visualizes a map and the tracked trajexd, and (2) a control panel

(Fig. 41) which contains indicators for each riakd additional detail data. In

) DSS control panel SES the observed airspace view the aircraft
Approach procedure
== v indicator changes its color according to the
worst risk, calculated for that track. This
Track list
] 4 color serves to attract attention, and the
SMX5297 Primary track ID
vl [ eoes particular risk can be determined by looking
et , at the control panel.
DME | 403 Altituce | 1850 Course | 230
o Path violation risks are tracked for one
Detected collisions Track distances H H H
SRRGIRER R Horzoisl [ o aircraft (primary track) when an airport
ELG1324 - SMX5297
FLO1E0-SWEZT | vertieal [ 4a50 | # procedure is assigned to it. Typical scenario
v/ Risk - i . i
— is: (1) select primary track; (2) assign
— Horizontal path violation— — Ground speed violation—
Deta [ 524 | s | | Deta [ gg | i procedure (Fig. 42).
- o ) o Approach procedure 2)
— Yertical path violation—— — Sink rate violation § §
Dena‘ .53 ft Detta | 49583 | ft fmin Pre Siction time -
] . Track list (1)
I | Eo 2
1DSSsec.= 1 realsec. RNICEER Primary track ID
Current sec. 19 - | v ELG1638
Figure 41. Example of the DSS _
control panel Figure 42. Top part of the control panel
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When the procedure is selected, the system traeksey of the factors
prescribed in the procedure: course, altitude eglidth, etc. Violation risks are
shown in individual indicators (Fig. 43). “Deltafefd shows the difference

between the normative value and actual value.

Horizontal path violation— Horizontal path violation —

Detta | deg
Detta | 407 deg L sl

Rec ] sk QL0

Figure 43. Path violation risk indicators: continsdleft) and discrete (right)

Continuous indicators. Continuous indicators show value of the ranking
function with the size of the slider (portion oetindicator which is colored).

The risk level is shown with color of the “Risk’ickr.

Discrete indicators. As an alternative, discrete risk indicators weesigned.
Consider, for example, eight risk levels: ‘W0, ‘G1G2’, ‘Y3, 'Y4’, ‘Y5,
‘R6’ and ‘R7’. A discrete indicator is divided ingeven segments (Fig. 44). In
this scheme, risk level names encode the representaith graded indicators.
Number in the risk level name means how many setgrar colored, and the
letter encodes what is the color of the last calwegment (W — white, G —
green, Y — yellow, and R — red). When risk levelG@l’, first segment is
colored in green. When risk level is ‘G2, firstdwsegments are colored in
green. When risk level is ‘Y3, first two segment® colored in green, and the

third is colored in yellow.

cec MRIOOO0 ==« MR 10N

Figure 44. Discrete risk indicator examples
Risk indicators for aircraft pairs. For the risks factors involving two aircraft
(i.e. separation), all pairs are examined, andspainere risk is detected are
shown in a list (Fig. 45). After selecting one lettry, an indicator and the

details of detected risk are displayed.
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— Collision

Detected collisions Track distances

ELG1638 - SMX5297 & | Horizortal [ 5o | nm
ELG1638 - ELG1638: .

SMX5297 - ELG1638: Vertical | 300 ft
v

. >0 e IIITN

Figure 45. Collision risk indicator example (witlsckete indicators)

3.5 Approach/Departure Constraint Modeling

3.5.1 Flight Phase Model

Phase of flight refers to a period within a fligiMost of aviation related
systems record the phase of flight to classify &eNot all systems use the
same criteria for these categories. Different taxoies emerged due to the use

of synonyms, and different perspectives (e.g. @foATC).

A flight phase model is proposed to categorizeribemative rules. It is based
on the flight phase model from the Common Taxondragm (CAST/ICAO
CTT, 2011) which aims to provide unambiguous d&bns and to cover all

aspects of flight. For complete description of Qfiddel see Appendix 4.

take-off power
stop or exit
Landiﬂ ronway On-ground Take-off 35 ftlabove

) rurjway
begin|flare (~50 ft take-off rejected
above runway)

Final . Initial climb
approach |missed approach aM'Srgzgh _
initiated PP Holding

1000|ft above
IAH reentered runway

holding entered

Initial
approach

FAF reached IAF reached En-route

Figure 46. Proposed flight phase model compliath (CAST/ICAO CTT, 2011) (Legend:
FAF — final approach fix, IAF — initial approackxfi

The flight phase model which is shown in Fig. 4Gwaveloped in the current

research. It includes the phases that are releieatihe approach/departure
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scenarios. CTT on-ground phases (standing, pushbaakg and taxi) are
grouped into one phase. Holding sub-phase is segbfeom the en-route
phase, as holding is an important part of the aggproprocedures. Table 7
shows correspondence of the proposed flight phas#ehand different flight

phase taxonomies.

Table 7. Proposed flight phase classification imparison to other models

Proposed Common taxonomy ATC Instrument ACAS event
flight phase | (CAST/ICAO CTT, clearances | procedures reporting
model 2011) (ICAO Doc | (ICAO Annex 4, | (ICAO Doc
4444, 2007)| 2009) 9863, 2006)
On-ground 1. Standing, 1. Taxi Phase 1: Taxi
2. Pushback/towing, from aircraft
3. Taxi stand to take-off
point
Take-off 4. Takeoff 2. Take-off| Phase 2: Take-pff. Departure
" ) " . | and climb, (take-off to
Initial Climb | 5. Initial Climb 3. Departurg Phase 3 En- 10 000 ft),
En-route 6. En-route: (a) Climb to4. En-route | route, 2. Climb,
cruise, (b) Cruise, (c) Phase 4: Descend3. Cruise,
Change of cruise level, to approach 4. Descend (to
(d) Descent 10 000 ft)
Holding 6. En-route: (e) Holding 5. Holding
pattern
Initial 8. Approach: (a) Initial | 5. Approach| Phase 5: 6. Approach
Approach Approach Approach to land| (below
Final 8. Approach: (b) Final anrg]:cied 10000 f)
Approach Approach PP
Missed 8. Approach: (g) Missed
Approach Approach
Landing 10. Landing 6. Landing| Phase 6: Land|ng
and taxi to
aircraft stand
(not 7, 8: c through f, 10
covered) through 12, and 13

3.5.2 Approach Constraint Model

Approach phases terminate on fly-over points tlzatehassociated constraints.

Each specific approach procedure determines thebeurof points. The

following approach constraint model is developexk(Big. 47).
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~
Initial ; Final Missed
Intermediate Touchdown
Approach : Approach Approach .
3 Fix : : Point
Fix y Fix Point

2 holding
points

Figure 47. The approach procedure is modeled ingef fly-over points

Two types of constraints define the approach proced

1. Global: defined for the whole procedure;

2. Local: defined for the particular fly-over point.
Global attributes are the following:

Name of the procedure;

Glide Path (GP in degrees or GP INOP in %);

Reference Datum Height (RDH);

Obstacle Clearance Altitude/Height (OCA/H) for eatteraft type;
Sink Rate (SR, in feet per minute) for a given Gub&peed (GS);

Time needed to fly between defined points for &giGS;

N o a0 bk w0 Dd R

Runway orientation (in degrees).

Summarizing the fly-over point constraints the @ggh procedures were

concluded to have the following local attributes:

Name of Distance Measuring Equipment (DME) deviegired);
Name of a fly-over point (optional);

Lateral distance to DME (required);

Lateral distance to Touchdown Point (TP) (required)

Altitude (required);

S T o

Course or track (required).

Table 8 provides an example of local constraindNfapoli/Capodichino airport
approach procedures through IAF “Bento” fly-overinbo The table is
interpreted the following way: if the aircraft iyihg according to the ILS-P

procedure, the course should be 236°, and, for pkamt the distance of 13
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nautical miles to the airport, the aircraft's altie should be 4830 feet (see
table line 3).

Table 8. Example of approach procedure local caimés (Napoli/Capodichino)

No. | Reaching point type and ILS-P procedure for Runway 24 Track
name if available DME INP
DME, nautical miles Alt, feet °
1. IAF “Bento” 19 7000 236
2. IF 16 5900 236
3. 13 4830 236
4. FAF 10 3770 236
5. 7 2730 236
6. 5 2000 236
7. 4 1646 236
8. 3 1293 236
9. 2 939 236
10. 0.8 504 236

3.5.3 Departure Constraint Model

Unlike approach, the departure is not broken dowta separate sub-phases.
The “ought-to-be” trajectory of the departure idiged by an ordered list of

reaching points with associated constraints.

Reaching I

Point

Figure 48. The departure procedure is modeledmg®f reaching points

The following departure constraint model is develbpsee Fig. 48). For

instrument departures the following constraintsdeined:

1. Initial track (degrees);
2. First fly-over point (distance, altitude);

3. Turn direction (left, right);
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Turn track (degrees);

Second fly-over point (distance, altitude);

Track to follow (degrees);

Next fly-over point (minimum crossing altitude it);f
Minimum climb gradient (ft/nm);

Required altitude (ft);

10.Turn speed (indicated airspeed, IAS, in kt).

© © N o 0 &

Summarizing, the following data are involved: setee number, reaching
point name with distance and altitude constraintly;over (yes/no),

course/track to follow (angles), turn direction apeted constraint.

Table 9 provides an example of constrains for th@di/Capodichino airport

standard instrument departures from runway RWY 06.

Table 9. Example of standard instrument departonstcaints (Napoli/Capodichino)

Initial | No. | Reaching point Alt, _ | After | To IAS Minimum
track = ft Q| turn track, ° | const- | climb
a C.; direct. raint, | gradient,
i kt ft/nm
057 1 POM VOR/NDB | D | 1500 | Y | Left 210 230 300 (5%)
(D5 NPC DME) 5
2 RDL/QDR 342 2300 162
SOR VOR/NDB
GEMMA 3500| Y 162
SOR VOR/NDB 6000 Y

The table is interpreted the following way: if thé&craft is departing from
runway RWYO06, the initial track is 057° until poilfOM VOR/NDB is
crossed at 1500 ft or above, then the aircrafttbasirn left and proceed on
track 210° until joining RDL/QDR 342 SOR VOR/NDBRT162°). The latter
is not a fixed point on the map, but rather a spo¢re the aircraft intercepts
the specified heading on the specified radio beacben, the aircraft has to
cross point GEMMA at 3500 ft and point SOR VOR/NBB6000 ft.
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3.5.4 Approach/Departure Norm Factors

Based on the ATC separation rules and the airpits, ten norm factors are
identified:

1. Vertical position
1.1.Altitude
1.2.Glide-path
1.3.0Obstacle clearance

2. Speed
2.1.Climb gradient
2.2.Indicated airspeed

3. Horizontal position
3.1.Course
3.2.Maneuver area
3.3.Circling sector

4. Take-off
4.1.Time-based separation
4.2.Take-off direction

Table 10 maps the identified norm factors to tighflphases in which they are
applied (note: on-ground and landing phases dohaoe any associated
factors). These factors roughly cover the perceptd the “ought-to-be”

trajectory and set boundaries of the path violapawblem-space. Calculation
of the actual value of some factors may be comgtaxexample, time-based

separation should involve some sort of trajectogdjztion.
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Table 10. Norm factors applied in different fligittases

Norm factor

Take-off

Initial

climb

En-route

Holding

Initial
approach

Final

Missed

1.1 Altitude

>

x

x Approach

1.2 Glide-path

x| % Approach

1.3 Obstacle clearance

2.1 Climb gradient

2.2 Indicated airspeed

3.1 Course

3.2 Maneuver area

3.3 Circling sector

4.1 Time-based separation

X

4.2 Take-off direction

X

3.6 Steps for Norm Representation in the DSS

To represent a normative rule in the approach/deaDSS the following

steps are performed:

1. Setting up the risk representation structure:

1.1.Determining the number of risk levels, L.

1.2.Associating each level with one of the colors ‘whitgreen’, ‘yellow’,

and ‘red’.

2. Creating risk item definitions. For each individmarmative rule:

2.1.Defining norm factor and the expected value. Dafjnnorm factor

involves specifying how the actual factor valuel e calculated from

the DSS input data.

2.2.Stating the norm type and the predicate.

2.3.Defining L-1 thresholds (for limit-based norm), mairs of thresholds
(for deviation based norm).

3. Setting up a risk indicator for each risk item déifon.
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Incorporating different risks. The norms govern the behavior of humans
(pilots, controllers), and not all of them are siatable to technical rules.
Subsection 3.2.3 presents examples of normaties ilat cannot be directly
represented in the proposed model. Such norms dmildepresented in an
expanded model, which may be based on “if-thenégwdnd not centered on
technical rulings. For example, every risk iteminigbn could be represented
as a set of “if-then” rules of the form “IF <actifakttor-value> is less | greater
than <thresholg> THEN likelihood := <levep". The other, not “simple
geometrical”’, norms would have a simpler form, otlo risk levels (e.g.
‘violation” and ‘no violation’). For example, norebout ACAS RA and ATC
clearance contradiction could be expressed like tHt <acas-ra>> <atc-

1"n

clearance> THEN likelihood := ‘violation’ ”.

3.7 Conclusions

The approach/departure decision support focusetetatting violations of the

normative rules for the aircraft. A conformancedshalerting model is chosen.
Four factors are supposed including the loss oarsgn and path violation.

Norms are modeled from the perspective of violathem. The defined model
translates each norm into a risk item definitionhe DSS. Two norm types are
identified: limit-based and deviation-based. Eadrm is modeled with a

factor, normative valueyy and a predicate. The use of discrete norm vanati
likelihood levels abstracts from unnecessary detallurrently each norm

results in a separate indicator.

The results of this chapter were published in (haPyras & Sawiene, 2012),
(Lapin, Cyras & Sawvkiere, 2011), (Saviiené, Operationalization of Norms...,
2011), (Sawviierg, 2010), and (Sasiene, 2012).
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4 Decision Support SystenPrototype

This chapter presents the decision support systeototppe. The DSS

prototype is developed with a purpose to validdie proposed method
demonstrate feasibility of its implementation. $mtt4.1 describes the
prototype scope, requirements and data model.d®edtR is dedicated to the
decision support process structure implementetienprototype. The discrete
Kalman filter is applied in the DSS prototype tdveotwo distinct problems:

radar-lidar data fusion, and aircraft position pcadn. Section 4.3 describes
modeling of radar and lidar data fusion, and secfigt — modeling of aircraft
trajectory prediction. Section 4.5 is dedicateddaective action selection.

4.1 DSS Prototype Scope, Requirements and Data Model

4.1.1 Scope and Constraints

The DSS prototype software is developed to elaboeatd validate the
proposed normative rule modeling and norm violatisk visualization, and to
demonstrate feasibility of system implementatioime Tprototype simulates
DSS operation and visualizes approach/departureagos with respect to

several norms.

To demonstrate the proposed norm violation risk ehaithe following groups
of norms were modeled and implemented in the pyptosystem: horizontal
and vertical separation, approach procedures, wakelence separation and

ash clouds. The prototype demonstrates:

e Modeling of the selected norms.
e Norm violation likelihood evaluation for these n@m
e Visualization of the observed airspace and theairpositions.

e Notification of detected violations to the contaull

The prototype is currently adapted to airports dasdara and Napoli.
Napoli/Capodichino airport sample day radar dathiae was available for

prototype verification.
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The actual DSS is expected to be a part the ovexigliort air traffic

management (ATM) system. The main task of the DS$igenerate risk
messages for the controllers. Externally operatdnthe DSS prototype
simulates the operation of the actual DSS, i.eOIB& prototype analyzes the

input data informs the controller of detected Miolas in real-time.

The internal structure of the DSS prototype willdsesimple as possible, data
structures may not mimic those expected of the ahcRSS. Only main
functions will be implemented. The emphasis is miormation visualization.
The DSS prototype has a graphical interface andepts most of the
information to the user graphically. Textual fornilviee used to present the
results of calculations, detailed information om tibserved aircraft, and some

short messages.

The DSS prototype is developed in Matlab environmbftatlab provides an
interpreted programming language that is designed rmathematical
calculations, but not well adapted to real-timetesys. Therefore, performance
of rendering 3D moving objects is quite low. It wadecided to use a Matlab
add-on Virtual Reality Toolbox. This library proed an interface linking
Matlab algorithms to 3D graphics objects. Objects eepresented in the
Virtual Reality Modeling Language (VRML), and care animated by
changing properties such as position, rotation, scade during desktop and
real-time simulations. The chosen environment hathes influence on

choosing the visualization of the GUI objects.

4.1.2 Summary of Requirements and Architecture
The DSS prototype shall meet the followiigpctional requirements:

1. Read input data and write output data as a sefigscords in CSV file
format provided in Appendix 2 and Appendix 3.

2. Perform data fusion of radar and lidar data.

3. Visualize positions of the tracked aircraft witlspect to the runway in
the graphical user interface (GUI) window.
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4. Perform risk evaluation for:
a. Horizontal and vertical separation
b. Airport approach procedures
c. Wake turbulence separation
d. Volcanic ash cloud
5. Evaluate overall risk for each tracked aircratft.

6. Display the evaluation results in the control panel
The DSS prototype shall meet the followimgn-functional requirements:

1. Process one data record no longer than one second.
2. The prototype shall be developed in Matlab ver3idnl (R14) or later.

The user of the DSS prototype shall be able tooperthe following:

1. Start and stop the simulation.
2. Change observation angle and distance.
3. Select one aircraft as primary and assign a speagfproach/departure

procedure to it.

Fig. 49 shows main use cases of the DSS protofitpe.runway can be used
by a single aircraft at one moment. It receivesARE clearance to take-off or
land. SPS prototype assumes that the aircraftsg@ed either approach or
departure procedure. The prototype evaluates #ingoaition deviations from
the chosen procedure (path violation). Other typesiolations (separation,

wake turbulence, etc.) are evaluated for all aft@ththe time.

DSS prototype

Start/stop Observe aircra . Observe risk
: : as Select aircraft ) ( Select procedure .
simulation positions evaluation results

Controller

Figure 49. The DSS prototype use cases
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The DSS prototype has three layers:
1. User interface layer
2. DSS functionality layer

3. Data exchange layer

Prototype control Visualization
\\ //
\ 7/
| N |
Risk evaluation [<< ~ 1 Track analysis [~ ~7| Data fusion
/l \
S \
P4 \
s \
L N

Data reading Data writing

Figure 50. Package structure of the DSS prototype

Each layer acts as a server to the upper level,layel as a client of the lower
level layer. The user of the prototype interactly amth the first layer. User

interface layer has two components: prototype obrnd visualization. DSS
functionality layer has three components: tracklyasis, data fusion and risk
evaluation. Data exchange layer has two componeatst reading and data

writing. Fig. 50 shows DSS prototype components.

The prototype control component uses track analysisponent to start and
stop the simulation and to set the parameters guyimaircraft and selected
approach procedure). Visualization component usek tanalysis component
to get aircraft positions and evaluated risks f@playing. Track analysis
component uses data reading component to get aadalidar track data, data
fusion component to get the fused position, riskleation component to
evaluate each individual risk and calculate an alveisk level, and uses data

writing component to write results.

4.1.3 Data Model and Graphical Interface

The primary DSS prototype data model is represemegig. 51. The main
entity that the DSS deals with is ttvejectory. Trajectory is comprised of 3D

positions Aircraft trajectories are visualized with resptctheterrain in order
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to show the altitude information. Tlaérport to which the DSS is adopted has
its own set ofairport procedures Each procedure establishes sawkerence
trajectory (the “outght-to-be” trajectory). In order to repeat it in the DSS,
the 3D-position-based representation of the refaremajectory has to be
derived from the procedure constraints. The obskeareraft has acurrent
position the past trajectory (composed of previous positions), and the
predicted trajectory(if prediction is turned on). One of the obsenatraft
may be selected ggimary aircraft When a specific procedure is assigned to

the primary aircraft, the DSS tracks path violatmtording to that procedure.

Position |composed of Trajectory visualized Terrain
X, Y, 2 1..n ﬁk Zf ? against
Past Predicted Reference
trajectory trajectory trajectory
h(fs h(fs
current position establishes
Aircraft

: i assigned procedure. |  Airport -
Primary aircraft 0] 0 | procedure [<7 Airport

Figure 51. The proposed DSS data model

The DSS prototype exchanges information with theermal systems using
CSV files. One line in the CSV file correspondsteedata record Input data
record has eitheradar datg or lidar data, which provides the DSS with the
aircraft position Output data recordncludes the fused position and #neeng

in case some risk was identified for the correspanahput position.

The DSS prototype processes a lot of data everyanbmaircraft coordinates,
past and projected trajectories, risk alerts edmé&information is presented in
a separate (flight data) display. However, switghfrom one display to a
separate information source could be time consunaing taking attention

away from the traffic situation. So, on one haridwould be beneficial to
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visualize on the main screen as much informatienpassible (Lange et al.,
2003). On the other hand, it is important not tatter the display. Here,

visualization alternatives for the identified GUijects are reviewed.

Aircraft is the main object in the DSS system interface.afkaraft indicator
will denote the current position of the observeadrait. Aircraft indicators can
have different levels of detail: like points (spéin 3D), like wedges/cones or
3D models of the aircraft. Wedge/cone is betten thgoint because the apex
can show the direction of the aircraft. If the eaft is represented as a 3D
model, aircraft type could be easily recognizab¥so, some additional
information could be attached to it, like the aiglilabel (Bourgois et al., 2005),
although such level of detail can be distractinge RD-in-3D prototype uses
the sphere indicators, and the pure 3D prototypes uthe 3D models.

Additional calculations are needed to properly mride 3D model.

Past trajectories Older analog radar CRT displays showed a trafilipls left
by an aircraft — their direction and distances gpahich provided cues for
controllers about the direction and the speed withich an aircraft was
travelling (Wong et al., 2007). Displaying pasididories could make the DSS
more acceptable to the controllers. Line and ddttexirepresentations of past
trajectories were used in the early throwaway pyges of the DSS (Fig. 52).
Studies have shown that the past trajectory vizaidin with lines has both
advantages and disadvantages from the human-comptgeaction point of
view. Due to selected modeling environment, pagettory lines would be
tricky to render. Also, such lines, although thegl natural in 2D views, are

inconvenient to interpret in 3D views.
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Figure 52. Example of the past trajectory visuaidra(solid white lines indicates the “ought-
to-be” trajectory and the past trajectory)

Projected trajectories. As the DSS prototype has to predict the aircraft
positions some time into the future to estimatesjis violations, it should
visualize the projected trajectory. In most revidwexamples the projected
trajectory was represented as a segment extendingthe aircraft’'s position
(nose), which would be recalculated each time a naasurement of the
aircraft position is received. Some authors progosgraw a “ghost plane” in
front of the real plane, showing the projected fpmsi Projected trajectory is
represented in the 2D-in-3D prototype as a serfegloost spheres”, first
sphere represents projected position after 1 secewbnd sphere represents
projected position after 2 seconds, etc. As th@sglspheres” introduce clutter
into the display, the prediction (and its visudiiaa) can be turned on or off

using a button on the control panel.

Terrain. One of the benefits of 3D displays is the pofigibto represent
three-dimensional ground surface with actual elematlata (Rozzi et al.,
2007). Although, some authors argue that it praviiile useful information
to the controller and suggest using a simple cdltxgight map instead (Lange
et al., 2003). The airports, for which the DSS gtype is configured, are not
far from the mountains and it could be importanptecisely show the terrain.
The 2D-in-3D prototype uses a generalized terramad, the pure 3D prototype

uses a photographic map.
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Approach/departure procedures(“ought-to-be” trajectories) are visualized to
allow visual estimation of path violation, withdabking at the control panel.
The 2D-in-3D prototype represents the “ought-to-tra@jectory as a line on a
projection curtain, and the pure 3D prototype eseothe “ought-to-be”
trajectory in a series of wireframe rings. The Hohs are presented in detail in
subsection 5.1.2 and 5.1.3.

Identified GUI objects are shown in Fig. 51 withrkier background.

4.2 Decision Support Process
This section describes the elements of the decsipport process for aircraft

approach/departure. The aim is to detect violatiohsormative rules. This
problem can be abstracted to the same decisionnghgkioblem as conflict

detection and resolution (CD&R).

The general approach to normative rule modelintpasfollowing: each norm
Is represented as a risk item definition in the D8&en a new aircraft position
is received, the risk evaluation process iterate®ugh every risk item
definition and estimates norm violation likeliholedels (Fig. 53). The purpose
of the process structure is to show the place @frigk item definitions in the
context of the overall decision support process ([@8cess). The CD&R
process structure (see Fig. 12 on page 30) fronthl{u& Yang, 2000) is
adopted tailoring it to the aircraft approach/dé&yra domain, and the use of

lidar for aircraft tracking.

Old position [—> Rece'\_'te_ Eva!u:te Old position = J
new position ris Hew posttlan

Figure 53. Risk evaluation loop

Conflict definition. From now on a broader and more general definibiba
conflict is assumed: “a conflict is an event in @hian aircraft experiences a
loss of minimum separation to some hazard”. Whaa i$azard” could be

separately defined for each type of normative r(deg Table 11).
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Table 11. Conflict definition examples for diffetarormative rules

Type of normative rules Possible definition of a conflict

Horizontal and vertical aircraft | Loss of minimum separation to another aircraftditranal
separation minima view of CD&R)

Wake turbulence avoidance Loss of minimum separation to wave vortices left by
separation another aircraft

Loss of minimum separation to the edge of the path
defined by the procedure. The trajectory, thatdiheraft
has to follow may be imagined not as a line, bud asbe,
such that the aircraft should always fly inside tillee. So,
a conflict would be loss of separation to the eolgine
tube.

Procedure tracks

Loss of minimum separation to the terrain (as ougd

Altitude constraints L .
proximity warning systems)

Loss of minimum separation to the area where partic

Volcanic ash related restrictions .
concentration exceeds the norm

Kuchar & Yang define the following phases: statengstion, dynamic model,
metric definitions, conflict detection and confliotsolution. This model is
tailored according to the assumptions from sedidnand a process of the

decision support for aircraft approach/departugeitned (see Fig. 54).

Data fusion (state estimation). Aircraft position data is reeei from two

tracking devices — radar and lidar. The state edion phase consists of fusing
data from radar and lidar and providing an adjuspegdition. The state
information involves both horizontal and verticémes (type HV according to

Kuchar & Yang classification).

Prediction (dynamic model). The dynamic model projects theraft state
information into the future. The word “predictiors’ used to indicate the state
propagation process. Conflict detection and regmiun ATC is done in three
different layers, based on the time horizon considé€Chaloulos et al., 2009):
long-term (horizon of hours — flow management peafd), mid-term (horizon
of tens of minutes) and short-term CD&R (horizomahutes). In the case of
aircraft approach and departure, the considered horizon is even shorter.
For example, a landing aircraft normally flies 6 NM2 to 5 minutes. The

approach/departure DSS aims to detect short-tarnerg-short-term conflicts,
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employing worst-case or probabilistic state propagamethods wouldn’t give

a significant advantage. So, a nominal predicti@thod is used (Fig. 13, a).

-

Environment

Data fusion

Current|pwvsitions

Normative
rules

Prediction

Predicted|positions

Norm violation

evaluation
l Levels l
Norm violation Corrective action
visualization selection

Human
operator

Figure 54. Proposed Interpretation of the DeciSapport Process

Norm violation evaluation (metric definition). All metrics used in the
proposed decision support process are expressaeskatem definitions. Each
normative rule is represented as a risk item d&imiin the system. The risk
evaluation calculates a discrete risk level forheask item definition. These

risk levels are used as decision thresholds istihsequent phases.

Norm violation visualization (conflict detection). The conflict detection
threshold is not explicit. A risk indicator is alygashown for each risk. Risk
indicator changes color and appearance accorditigetoisk level. When the

indicator is red, a corrective action should begyated.

Corrective action selection(in the context of conflict resolution). Conflict

resolution step generates corrective actions. Ascthrent research is focused
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on norm operationalization, this phase is only cked out. The maneuvers
that can be generated are prescribed (P) in ady&me P conflict resolution,
according to Kuchar & Yang classification). Speédmes (S), turns (T), or
vertical maneuvers (V) may be suggested as acfiyps STV according to
Kuchar & Yang classification), but no simultaneauscombined maneuvers
are generated. Note, that there is no feedback finenmuman operator back to

the conflict resolution component.

4.3 Modeling of Radar and Lidar Data Fusion
Kalman filter is applied in the DSS to solve radard lidar data fusion

problem. The DSS receives radar and lidar measumsme real-time as a
series of aircraft position coordinates (X, y, aph@nd several parameters such
as speed projections. Radar data is received appeitely every 5 seconds,

and the lidar gives a measurement every second {S¢&iner, 2007).

The DSS does not implement the full data fusioncess. According to the
assumptions, the DSS is one of the data fusion :nddata alignment and
association are done by the command and contropboten The presumed
data fusion architecture is hierarchical with femdb (Fig. 55). The DSS

receives track data prepared for the filtering.

Radar Lidar

array array
ATC/ATM Sensor management

system computer

\ Command & DSS

control computer

Figure 55. DSS in the context of radar-lidar datsidn architecture

Every second the DSS checks whether a measuremesttdived. If not — the

aircraft position is predicted according to theemi@al model. When the
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measurement comes, it is fused with the internalehwalue. The following

model is used for the fusion:
I:)fusion = Cradar X I:)radar + Clidar x I:)Iidar + Cmodel X I:)model

wherePs,sion IS the fused aircraft positioR,,qar — radar datalqsr — lidar data,

Pmodei— INternal model value, arl®,qar, Ciidar, Cmodel— fusion coefficients.

The discrete Kalman filter is applied for the datsion in the DSS prototype.
The filter estimates the process state at a givea and also receives (noisy)
measurements. The measurement update incorporats measurement into

the a priori estimate. An improved a posteriorireate is obtained next.

The discrete Kalman filter requires defining theses of the measurement and
the process. Radar and lidar measurements hawattfranges of error. The
measurement noise covariance is set from the dedomeimentation. The
determination of the process noise covariance ierddficult as we typically
do not have the ability to directly observe thegess we are estimating. The
process noise covariance was estimated by turlbeg fiarameters. They were
pre-computed off-line using the Napoli/Capodichaigort sample day data.
With the process noise covariance Q = 0.01, thdigien (see solid line in
Fig. 56) fully covers the measurements (see sniales in Fig. 56) of the
turning aircraft. Other values (presented with @ste and dots in Fig. 56)
underestimate the measurement reliability and.etbes, the two predictions

diagrams are imprecise. The measurement noisailegR = 0.01).

Sources quote the disadvantages of the Kalmam: filtecessity of previous
knowledge about the estimated process, and inakliit manage complex
scenarios (see section 2.5). These disadvantagessaegarded in this context
based on the following work assumptions: a new mresmsent is received
about every second, and lidar gives precise atrcoadrdinates. Under the first
assumption, a simple aircraft movement model isfigeht. Complex

scenarios are not needed. The process noise estooaiputed by tuning the

filter parameters may not be accurate. Howevereutite second assumption,
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greater weight can be assigned to the lidar meamnts, thus reducing the

influence of the process noise.

© Radar data

| Kalman filter R=0.01, Q=0.01

¢ Kalman filter R=0.01, Q=0.00001
+ Kalman filter R=0.01, G=0.0001

3 a4 % % a7 ) % 100 o1 E07)
Figure 56. An example of the tuning of a processeno

4.4 Modeling of Aircraft Trajectory Prediction

Aircraft trajectory prediction problem is a separaroblem from radar-lidar
data fusion. Trajectory prediction problem is paft the risk evaluation
problem and stems from it. To evaluate the normatimn risk, not only
current position, but also the predicted positisroi interest. ACAS systems
work similarly. For example if an object is movifest and accelerates at the
current moment, there is a possibility that it viié moving too fast and thus

violate the speed norm in the future.

The discrete Kalman filter is applied also for thegectory prediction problem
in the DSS prototype, as it can tune to the trajgcthanges and potentially is

better for predicting aircraft maneuvers than, sigple linear extrapolation.

In the following example instantaneous speed ptedis are used in Kalman
filter update step to refine the position estimalée instantaneous speed

prediction algorithm is as follows.
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When the new measurement is received from raddrdar, instantaneous
speed is calculated according to the change incthmdinates and time
between measurements. The first measurement isideoed to have

instantaneous speed of zero.

Starting from the third measurement, predictionshef future speed are made
as a square extrapolation of the last three irsteaius speed values. The
coefficients of the speed variation formula are aoi#d using quadratic

equation system, and are recalculated after eaghhmeasurement.

Legend (for Fig. 57 and further figures in this te®©): green asterisk*|
represents real trajectory data points, blue pligy $+) represents the
predictions using Kalman filter. Fig. 57 shows Kalmfilter predictions when
the speed is constant. When the speed is congtaitnost constant (smooth
movement), there is no deviation of prediction fritva real data.
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Figure 57. Trajectory prediction using Kalman fijteonstant speed

Fig. 58 shows Kalman filter predictions when theespis not constant, but the
speed variation is uniform. The more uniform speadation is, the better
predictions are made. In both examples the spegdtioa is close to being
uniform, and the deviation between predictions aeal trajectory data is

minimal.
92



+
TR
o
-46.5 +* .
pF
s 47 £t ]
o +++
g +%
S +
2 4751 t .
Q
o g
x Y
e *
= +
S ++
& 48 F e ; B
=z +
+
+
-48.5 *+| 1 1 1 1 1 1
1.1405 1.141 1.1415 1.142 1.1425 1.143 1.1435
Time, seconds % 10*

Figure 58. Example of trajectory prediction usingifdan filter, speed variation is uniform

When the speed variation is not uniform, the prisals become less precise.
Fig. 59 presents an example where the speed imsestsarply, and then
suddenly decreases again. In this case, predidismates significantly from

the real data. The algorithm is constructed in sacway that when speed
increases it is expected that it will continue norease. But in spite of the

deviations, when the speed stabilizes, predicti@mtome precise again.
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Figure 59. Trajectory prediction using Kalman fijtspeed variation is not uniform
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These examples show that Kalman filter is suitdbtepredicting both linear
and turn trajectories when the speed is uniforrspmed variation is uniform.
When the speed variation is not uniform, there @degiations, but if non-
uniform variation is short-term, the deviations eal and have little effect on

further predictions.

4.5 Corrective Action Selection

Possible corrective actionsTypically conflicts are resolved by three diffete
actions: turn, climb/descend, accelerate/decelereitéch affects the aircraft
heading, altitude and speed respectively. It is)fbun (Hoekstra et al., 1998)
that climb/descend is the most efficient action fesolving short term
conflicts, since horizontal separation rules areargiringent than the vertical
one (Alam et al., 2005).

If instrument rules are used, the controller usudibesn’t give instructions
after the aircraft intercepts the glide-path. Ihbraader range the choice of
instructions may also be limited. For example, omiynor speed adjustments
are recommended in the intermediate and final ambrospeed control should
not apply to the aircraft on final approach that aloser than 4 NM to the
threshold (ICAO Doc 4444, 2007, p. 55).

Corrective actions generated by the DSSTherefore, actions generated by
the DSS are simple. The supposed scenario ishtbatdtions given by the DSS
are only suggestions. This scenario accords with dhservation that the

controller should not be forced to stick to thetegss decisions, as this has

negative impact on his skills (Helmke et al., 2009)

The DSS generates short actions for risks with daglevels (e.g. “red” and
“yellow”). In the case of risks related to trajegtgparameters, actions tell to
correct the parameter under concern. For exampia, left or right, adjust

altitude (climb or descend), increase or decreasedntal or vertical speed. If

the involved aircraft is in the final approach phaévhere maneuver
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possibilities are limited), and the risk level rethighest (e.g. “red”), missed

approach action is suggested.

In the case of risks involving several aircrafte(i.separation), vertical
maneuvers are suggested as actions. As the airorafit follow only
predefined routes in the airport traffic zone, hontal maneuvers are not

considered. In these cases action may be spetofidubth aircraft involved.

Relative priorities of risks. Because several risks can happen at the same
time, DSS chooses one of the events to generatenacfor. Action is
generated for the risk with the highest level. dveral risks have the same
highest level, a priority order is used. Here is tisk priority order (from
highest to the lowest) used in the DSS prototypes bf separation risk, wake
turbulence risk, glide-path violation risk, obstaatlearance violation risk,
altitude violation risk, climb gradient violatiomsk, circling sector violation,
indicated airspeed violation, course violation rigkis is an example priority

order, risks should be ordered by the expertserptioduction system.

Actions for the risk of path violation are chosen according to these

principles:

e If the target aircraft is in the final approach pbathe missed approach

should be initiated;

e If the target aircraft is in a phase other thamlfimpproach, the violated

path parameter should be corrected.

Time-based separation violation for taking-off eaft and take-off direction

violation currently are not considered in corregtaction selection.

Table 12. Possible corrective actions for pathatioh risk

No. | Violation type Possible actions

1.1.| Altitude violation Adjust altitude (climb or desad if aircraft is in final
approach phase — initiate missed approach

1.2.| Glide-path violation Initiate missed approach (¥idation occurs only in
final approach phase)

1.3.| Obstacle clearance violation  Adjust altitude (clymb
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No. | Violation type Possible actions

2.1.| Climb gradient violation Adjust vertical speed (iease)

2.2.| Indicated airspeed violation|  Adjust airspeed (sttown)

3.1.| Course violation Turn to remain on the specifiedrse (left or right); if
aircraft is in final approach phase — initiate ragss
approach

3.2.| Maneuver area violation Turn to remain in the mamewarea (left or right)

3.3.| Circling sector violation Turn to remain in thedaling sector (left or right)

Actions for the risk of separation lossconsider only vertical maneuvers. The
aircraft must follow defined routes in the airptwffic zone, and horizontal
maneuvers could potentially cause path violatioflse action description
indicates for both aircraft involved (the targeteaft and the aircraft identified
by the “other TrackID involved in the event”), whadrtical maneuver (if any)

they should execute.

Situation where both aircraft have to change alétin the same direction (up
or down) is unrealistic, as the point of correctaction is to increase vertical
separation between aircraft, not maintain or deeid Therefore such a

combination will not be considered.

The corrective action codes are specified in Appebd

4.6 Conclusions

The DSS prototype embodies the norm violation reddel proposed in the
previous chapter. It illustrates the modeling ofesal normative rules for the
approaching aircraft, and provides a real-time $mn of the proposed

decision support scenario.

Five phases of the decision support process arstifiee: data fusion,
prediction, norm violation evaluation, norm viotati visualization and
corrective action selection. Each of these phasesbe implemented in a
number of ways. There are a lot of methods for tageon, or aircraft position
prediction, there are many ways to represent mgkcators, etc. The main

focus of this work is representing norms as risknitdefinitions: showing what
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subset of norms can be operationalized how to aplisimit, and how to
present the results of risk evaluation to the adier. The complete
specification of every decision support processsphia out of scope of this
work. The DSS prototype implements the full deaisgupport process, so,
certain design solutions are adopted in each phHssvever, different

solutions also exist and their suitability couldtbe subject of further studies.

Kalman filter is applied to solve two problems -dam and lidar data fusion,
and aircraft trajectory prediction. Filter parametaning is demonstrated.

Corrective action selection is defined, using pribsd actions method.

The results of this chapter were published in (haPyras & Sawiene, 2012),

(Savtierg, 2009), and (Sasiene, Operationalization of Regulations..., 2011).
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5 Modeling and Visualization
of Specific Norms

This chapter presents the results of modeling asdalization of specific
normative rules. Section 5.1 is dedicated to made#ind visualization of the
aircraft approach procedures. Two visualizationhods are proposed. Section
5.2 is dedicated to modeling wake turbulence seiparasection 5.3 —
modeling and visualization of the ash cloud riskcti®n 5.4 describes the
performed demonstrations of the DSS prototype aradyaes applicability of
the prototype to the future SESAR models of ATC.

5.1 Modeling and Visualization of the Approach Procedues

5.1.1 The DSS Usage Scenario

The DSS prototype proposes the following usage at@n The overall

situation is presented in 3D view window with gelized landscape and
tracks observed by the DSS prototype. This scnedfiates the situation that is
viewed from the tower but without distracting ditalUsually an aircraft can
hardly be seen from the tower, whereas the DSSigigh it. The DSS control

panel presents the current information about theeoded tracks and norm
violation risks. A separate 2D window comprisesrusterface buttons and the
message board. Violations are visualized in 3D viesing colors and

explained in the message board.
The zone can be shown in two observation modes:

e A soft control mode where aircraft altitude and separation between

the detected aircraft is controlled:;

e Strict control mode where certain approach/departprocedure is
assigned to the primary aircraft, and proceduresitaimts (altitude,

speed, and track) can be followed.
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In the soft control mode the horizontal and vettdiatances between each pair
of the aircraft are calculated. If the distancéess than allowed minimum, a
loss of separation risk is identified and the aificicon becomes red. In the
case that the minimal safe distance is calculaiaeh foredicted positions, the
risk indicator on the DSS control panel becomesoyeland an appropriate

message appears on the message board.

A strict control mode shows the aircraft with respéo the constraints
(altitude, speed and track) of the assigned ainpartedure. For the approach
procedure, it is defined within 6 NM, between th&H-and TP points. The
assigned procedure is visualized so that the &irpsition validity can be
detected visually and confirmed with colors. Thecked aircraft is depicted in

green if it follows the assigned procedure.

After an aircraft receives a clearance for takdlanifling, the DSS scenario

comprises the following steps:

1. Assign an approach/departure procedure: the proeeduvisualized.
Two alternative visualizations have been develofgedpath violation

visualization (see subsections 5.1.2 and 5.1.3).
2. Observe the situation.
3. Issue instructions for the pilot.

A path violation is detected in 3D view or colodicators on the message
board. The path and separation violation risksstu@vn with colors: green,

yellow and red. The numerical value is shown alitbeandicator.

5.1.2 2D-in-3D Prototype

This prototype combines ideas of 2D walls for appto control and stack
control (Fig. 21). Approach procedures presentettayy constraints in a
profile view; see an example in Fig. 60. This visaconvenient for aviation
professionals. The constraints are presented imaalgmeric texts. The

constraints can be projected in the 2D wall. Thiisgplay cluttering is reduced.
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Figure 60. Example profile view of an approach t(MATITA, 2003)

In 2D-in-3D prototype, the 2D wall for approach toh is enhanced with
semitransparent curtains. The walls cover a sicpnifi area of the screen. They
also hide a context view behind and underneath tisamitransparent curtains

are a solution to avoid the hiding.

An airport zone is divided into two vertical spacdhe space below a
determined altitude (transitional altitude) is ®aléd for an aircraft which
obtained a landing clearance. With regard to tlpiace, the approach and

departure procedures are visualized.

The space above a determined altitude is devotedreoaft which approach
the airport from outside. In this space, the takkhe controller is to ensure
appropriate horizontal and vertical separationseré&fore, the altitude rulers
can be integrated with vertical curtains. The numbkerulers depends on
waiting loops determined in a concrete airport. Tilers enable the controller

to monitor a holding stack of landing aircratft.

2D-in-3D prototype utilizes a generalized terragpresentation (Fig. 61, the
airport is a white icon in the center; small whitdicators depict two aircratft).
Important terrain peculiarities comprise sea limal digh objects such as
mountains. The 3D terrain presentation is helpéuldrientation; it improves

intuitiveness and does not clutter the display.

Opaque walls can be replaced with transparent iogrtalhis enables a
transparent view. The surroundings are seen lik@th a curtain. Transition

height is represented with a different color — likethe Wall View with
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Altitude Rulers (Fig. 21). A trajectory is repressh with projection lines on

the curtains. White indicators show exact positbthe aircraft (Fig. 62).

Figure 61. Generalized terrain model

Other features of this model (Fig. 62) are theoiwihg:

e FAF is visualized for the procedure; notice daslimezs.

e The approach trajectory is rotated about 90 degrBess, the “back”
curtain is clearly seen. The profile view of theogedure which is

parallel to the runway is represented on the “backtain.

e The approach trajectory is not shown, only thequtpns of the aircraft
position. The reason is that due to the selecteviag angle a

representation would be imprecise and bring littfermation.

FAF
projection

Tracked
aircraft

Runway
e - projection
ormative traiector (total 3) of

projection the aircraft

Figure 62. 2D-in-3D visualization model
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If the aircraft projection is not on the trajectgojection line, there is a path
violation. Approach procedure violations can bekea in the real time (Fig.
63). The white lines present the projections of dpproach procedure. The
blue lines present the projections of the main aagn milestone, the FAF fly-
over point. The green indicator depicts a trackedaft. Two black indicators

show the projections of the actual position.

Figure 63. Approach procedure tracking in 2D-in{atotype
5.1.3 Pure 3D Prototype

For an alternative prototype a pure 3D approadathasen. It shows the actual
aircraft position, airport terrain and the “tunnelf the approach procedure
(Fig. 64).

: Rings enclose the
B8 “ought-to-be” trajectory

-

el o
- - . \ A
Aircraft indicator &

Figure 64. Pure 3D visualization model
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A map made of satellite photographs serves asitperaterrain (Fig. 65). The
airport and its nearest surroundings are depictéith Wwigher resolution
pictures, and lower resolution pictures are usedhe rest of the area. On one
hand this terrain is more realistic than the gdima terrain in the previous
prototype. On the other hand the elevation is shonly with color, but not
visualized as 3D model. A realistic 3D icon of taecraft is used in this

prototype. For better visibility the icon is enlady

The normative trajectory (the “ought-to-be” tramgt defined in the
procedure) is enclosed in wireframe rings. Thegis@rt at the FAF, and for a
sort of a tunnel to the runway. The size of ringHects defined allowable

deviation (threshold for detecting possible viaatirisk). If the aircraft

indicator is outside the rings — there is a pathaion.

Figure 65. Demonstration of the terrain in pure@btotype

A decision support scenario is analogous to theasa of the first prototype.
When a procedure is assigned to the tracked dirguadcedure rings appear.
An aircraft position within the rings indicates thie airport procedure is
adhered to (Fig. 66). This visualization model essl strict than the one in
2D-in-3D prototype. However, it is sufficient to sess the trajectory.
Horizontal and vertical distances between aircadt calculated; collision risk

is shown with colors.
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Both visualization models allow to visually estimapath violation. This
eliminates the need to interpret information shawnthe control panel and

improves situational awareness.

Figure 66. Demonstration of the correct aircrafidiag in pure 3D prototype

5.2 Modeling of Wake Turbulence Risk
In order to demonstrate the proposed norm violatimk model, wake

turbulence risk is considered. This section dedils thie time-based turbulence
separation norm (for example, 120 seconds). Tinsedbaeparation evaluation
involves predicting movement of the aircraft thalldws the leading aircraft.
The time to reach the current position of the legdaircraft is evaluated. In
general, if this time is smaller than the thresh@brm plus allowable
deviation), there is a risk. This approach has dnawbacks. First, further into
the future the prediction is less reliable. Secandipesn’t take into account the
maneuvers of the leading aircraft. So, in orderefaresent these rules in the

DSS, some sort of turbulence model is needed.

5.2.1 Wake Area Mode

A simplified wake turbulence model (Fig. 67) isated, employing ideas from
NEXTOR (Shortle et al., 2010).

At

Figure 67. Time-based separation using wake arekeimo
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It is a fixed wake area model, composed of polybeslr Polyhedrons are
defined using only leading aircraft's past positidar the time interval defined
in the norm (120 seconds). The interval is dividetd several sub-intervals,
and a polyhedron is calculated for each sub-intefUae polyhedrons are
larger further into the past. These polyhedrongddhe area where it is likely
to encounter the wake turbulence. The risk evalnagistimates the timat it

takes another aircraft to reach the wake area efloy polyhedrons. This
approach takes into account the maneuvers thenlgadicraft has done, and
uses shorter predictions (seconds, rather than tdnseconds). These
polyhedrons define the area (the wake area) whesdikely to encounter the

wake turbulence.

5.2.2 Wake Turbulence Separation Risk Item Definition

In this example nine risk levels (L = 9) are defineno-risk’, ‘W0’, ‘G1’,
‘G2, ‘Y3, ‘Y4, 'Y5, ‘R6’ and ‘R7’ (maximum risk). There are eight (L-1)
thresholds: ¥ (threshold for signaling possible violation risk), vo, ..., %
(threshold for signaling maximum risk). The thresisocan be expressed in
terms of deviations from the normative valug vo = Wy + Ag, V1 = Wy + A,
etc. TheA; correspond to the time needed to reach the wadee st The value
used in risk estimation isyw At. ConsiderA, which is 6 seconds (Fig. 68). If
the aircraft is predicted to reach the wake areaseconds or less (but not less

than 4 secondg\s), for exampleAt = 5 seconds, than the risk level is ‘Y4'.

Segments of the ranking function, representinglaskls are:
e ‘no-risk’: >Vvq, or At > Ag;
o ‘WO [V, Vo], Or At € [Ag, Ag);
o ‘Gl [vy Vo], OrAt € [Ay A4];
.

e ‘R7:[0, vy, orAt=0.

The corresponding risk item definition is: (1) norfactor: ‘time-based
turbulence separation’; (2) predicatevy’; (3) expected value: 120 s; (4) type:
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‘limit’; (5) thresholds: v = vy =120s,y=122s,y=124s,y=126s, ¥=
128 s,¥y=130s,y=132s,y=134s.

Legend:
l ! W - white
| | |G - green
Y - yellow
' | IR - red

| [ | |
G2 | G1 | WO po-risk

Norm violation likelihood

—_—

16 118 1M2Y4~24_/1/26 128 130 132 134 136
i \ Ve Vs Vg V3 Vo V4 Vg

VN A4=6

Time-based separation, seconds

Figure 68. Time-based turbulence separation noatatn modeling

5.3 Modeling and Visualization of Ash Cloud Risk

In this section, it is examined how to expand tiheppsed decision support
model to take into account volcanic ash cloud dathhow to transform it into

the decision support system.

Diagnostics of volcanic ash clouds deals with srpaltticles in atmosphere.
Currently it is not known whether the laser optidalgnostics of volcanic ash
clouds using the lidar are possible. This is suld@éurther research. The lidar
system, considered in this work, has a range ofv &ound the ATZ

barycenter. An early warning system for volcanid atuds should have a
longer range. If the ash cloud is detected wheis & NM away from the

airport, it could reach the runway in a matter efues. In such case the DSS

would only indicate the maximum risk.

If the DSS could get the data from distributed d&ddacross Europe, which
would specify the presence or absence of the vimla@shes at these points, it

could be the basis for automated volcanic ash gwadiction.
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The main issue in the volcanic ash cloud modelknthat the DSS is intended
to track the aircraft in the ATZ (approximately 8/N-adius), and the volcanic
ash cloud is big, much larger than the ATZ. Thamsfavhen the cloud moves
onto the ATZ, it will be fully covered. The modeaiins problematic. A series
of geometric simplifications is proposed in orderdemonstrate volcanic ash
cloud risk in the DSS.

5.3.1 Geometric Simplifications

Volcanic ash cloud will be modeled only geometticadnd as simply as

possible. Each simplification is represented aassumption in the DSS.

DSS will visualize the cloud movement. There wi# ho modeling of ash
concentration. The “no-fly zone” (the cloud) wik lzonsidered where the ash
concentration is greater than 4 x°g0m® limit. It means that flying through

the cloud (including take-off and landing) is proited.
Assumptions

1) Ash cloud is the area of particle density > 4 g/@r, i.e. no-fly zone. It

is a recommended concentration norm in some casntdK CAA, 2011).

2) Ash cloud is modeled with 60 NM buffer zone — 60 Nvadded to the no-
fly zone. It is an ICAO ruling (ICAO Eur Doc 019020).

3) Ash cloud is considered to be of infinite heighte(ionly horizontal
coordinates of the cloud are considered). For colevee, the 3D model of
the cloud will have a defined height.(hy). This 3D representation of the
cloud should be of sufficient height to cover thecraft trajectories, that
are tracked in the DSS (i.€y0llq >> hransition -

4) Ash cloud is a single point. Together with a buffene it is modeled as a
3D cylinder of 60 NM radius (Fig. 69).

5) The originating point of the cloud is known. The ®3eceives the

originating coordinates of this point as input.
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6) The cloud moves at a constant (known) speed arad katown direction
(angle/bearing) towards the aerodrome. DSS receil@sd speed and

direction (bearing) as input.

No-fly zone = ash cloud +
60N M radius buffer zone

of defined width (e.g. 60N M)

Enhanced procedures zone
around the no-fly zone

have a defined height

Ash cloud = single point, where
ash concentration > 4x10%g/m?

Figure 69. Geometric representation of the volcastt cloud
5.3.2 Volcanic Ash Risk Item Definition

The DSS does not have volcanic ash concentratiten, da risk evaluation
cannot be based on the concentration. It will beetdaon the distance between
the aircraft position, and the ash cloud positiknogvn position where the
concentration exceeds the norm). The normativeisulgerpreted in this way:
the aircraft should not enter the zone of high eshcentration. There are

several ways to define risk of entering the volcash cloud:

e Conservative risk item definition. The risk is 1gxmum risk) when in
the no-fly zone (area of high concentration plug thuffer zone).
Additional area (equivalent to the enhanced procedane, EPZ) is added
to the no-fly zone. Inside the EPZ, the risk grdljudecreases when
further away from the cloud and closer to the ERZepedge. The risk
outside the EPZ is zero (Fig. 70, left).
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Figure 70. Conservative (left) and less consereatilght) definition of the ash-cloud risk

e Another approach could be less strict. As the BZs veabsequently
dropped by the civil aviation authorities, as tlreaais not considered
risky, the risk is 1 only when the aircraft is msithe cloud itself, the risk
gradually decreases when further away from thedcland closer to the
outer edge of the BZ. The risk outside BZ is z&iig.(70, right).

Ranking function for the strict approach (Fig. T4 )defined in the following
way. There are three risk levels (L = 3): ‘gre€gkllow’, and ‘red’. In this
case the normative value is zeg=0: the distance to the ash cloud should be
greater than zero (the aircraft has to be out$idectoud). There are two (L-1)
thresholds: ¥, (threshold for signaling possible violation riskhke EPZ) and
Vhigh (threshold for signaling maximum risk — the BZheTthresholds can be
expressed in terms of deviations from the normavatie \\: Vhign = W +

Anighy Viow = W+ Ajow.

Segments of the ranking function, representinglaskls are:

o ‘green’: >\joy;

e ‘yellow’: [V high Viow];

e ‘red’: <Vhigh
The corresponding risk item definition is: (1) nofiactor: ‘distance to the
position of the volcanic ash cloud (area with asincentrations above
4x10%g/m’)"; (2) predicate: >vy"; (3) expected value: 0 NM; (4) type: ‘limit’;
(5) thresholds: yg, = 60 NM, g, = 120 NM.
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Figure 71. Distance to the ash cloud modeling

5.3.3 Visualization of the Ash Cloud

In the following example (Fig. 72) the cloud is netetl as a single point,
where the ash concentration exceeds the high camaéion limit. The buffer
zone (60 NM radius) is added to the cloud, and ttegethey form a no-fly
zone. In this zone the risk for aircraft is 1 (mmaxm risk, red risk level). A
120 NM wide enhanced procedures zone is addedetdulffer zone. In this
zone the risk for aircraft is in the interval (Q,(¥ellow risk level). The no-fly

zone and the enhanced procedures zone are remesast transparent

cylinders (Fig. 73).

|:IPescara airport area

Figure 72. Volcanic ash cloud modeling
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If the DSS has the data about the movement of sheckbud, it can visualize
the cloud movement. In this simplified case theudlstarting point, direction
and speed are entered into the DSS and it showsidkty zone and the
enhanced procedures zone. The top view (Fig. 78, $hows the exact
position of the zones with respect to the airpogaa The side view (Fig. 73,
right) shows the approaching cylinder, allowing visually estimate if the

observed aircraft enter the zone.

Figure 73. Volcanic ash no-fly zone and the EPZeegnted as cylinders

5.4 Result Demonstration and Validation

The approach/departure DSS prototype is assesdbdsuientific literature.
The findings of the DSS demonstration are of qatiieé nature. The
demonstration was not intended to measure the mpesfice. Instead,

recommendations for future developments are expdess

5.4.1 Simulation with Radar Data

The prototype was tested using sample day radaa diam Napoli/

Capodichino airport. The radar data was from norrfights, without

violations that could be considered dangerous.tl&® risk thresholds in the
DSS were intentionally set to such values thahfsgwould show some risks.
The prototype reads the track data from inputditery second and calculates
risks in real time. The results showed that songht#$ deviate from the path
defined in the procedure (Fig. 75). This shows thddlitional research is

needed to establish what deviations are to be dered normal.
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Figure 74. Example of deviations on Napoli ILS-\6pedure chart (VATITA, 2003,
char no. 353)

5.4.2 Demonstrations

To demonstrate the proposed norm violation risk ehothe several norms
were modeled and implemented in the prototype sygtdrcraft separation,

approach procedures, wake turbulence separatioasindlouds).

GUI evaluation. The visualization alternatives have been also destnated to

the controllers from the Pescara airport. The faekbhighlighted that a
combined 2D-in-3D visualization is more intuitivacacontributes to a better
decision support. Generalized terrain has beerepesf to photographic one.
Details on the photographic terrain have been tesbess distracting and
disturbing the observation. Violations have beerramistinguishable on the

curtains than on the wireframe rings.

A message board with indicators has been evaluasediseful and non-
distracting. When the main window indicates a \iola, complementary data
on the message board presents what exactly isteblén a normal situation
there is no need to watch the message board. Ttisialte support scenario

was judged as realistic and effective while traglaircraft in the ATZ.
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A comparison of two prototypes shows that the 2£3n prototype may
improve situational awareness. A generalized airgowironment depicted
with essential terrain obstacles provides sufficiesrientation in the
environment and avoids clutter. 3D curtains witloj@ctions of an airport
procedure reduce cognitive workload of controlléfkis enables to estimate

the compliance to approach/departure procedures.

Demonstration to Lithuanian controllers. The approach/departure DSS can
be demonstrated as a standalone system simulatthgawsample day radar
data standing for input. In this way, it has beemdnstrated to controllers at
three airports in Lithuania. Traffic is not big each of them, with 10-40
flights per day. All airports are equipped with Ib8vigation aids that support
the pilot instead of the air traffic controller. §lpilot has the responsibility to
ensure safe landing and departure. These navigaid® do not require

additional tool assistance.

The aircraft which are not equipped with ILS reegjwneed precision approach
radar (PAR) service. Only one airport in Lithuapravides such a service. The
controller who provides the ground approach senstaed two positive
comments. Firstly, the current ground approachisens provided in a dark
room in order to provide better visibility on th&R screen. The dark room is
more troublesome than the tower environment. Sdgpbdnefits of the DSS
are provided by a screen without background clutefiections and a
possibility to track aircraft at low altitudes. Tipdot can be guided until the
aircraft touches down whereas on the current PAResc(Fig. 74), the aircraft
icon at low altitudes is melted in the backgrountitter. Such 2D
representations of the older radars could be reglay the proposed 2D-in-3D

visualization.
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Aircraft indicators
with respect to
—— 1) glide path

2) course

Figure 75. PAR screen; the big lurid patch on #ieihdicates a background clutter
(Forgette, 2007)

5.4.3 Alignment with SESAR Research

As the number of aircraft flights increases, newangeto optimize the ATM
are sought (Steiner et al., 2008; Gianazza e2@09). In Europe, the research
in the field of ATM is governed by the SESAR — t8magle European Sky
ATM Research Programrhe

4D trajectories. One of the central ideas in the SESAR ATM targetoept is
the 4D trajectories (SESAR, 2007, p. 18). 4D tramBcis a precise description
of the aircraft flight path as a 4-dimensional aoméim: each point defined by
longitude, latitude, level and time (Wilson, 20(Eurocontrol, 2008). The
planned transition to 4D-trajectory-based operatientails the increased use
of fine-grained constraints for aircraft trajecesi Satisfying these constraints
is more difficult than in the current mode of ogernas and requires closer
coordination between the pilot and the controlléeghal & Dowling, 2008).
Therefore, the controllers will need decision suppols to check the

trajectory adherence.

Modeling 4D trajectories in the DSS.The 4D trajectory model fits into the
perception of geometrical norms in the approactddepe DSS. Trajectory
constraints can be defined as four parameterse gwerdinates and time. Time
in 4D trajectory definition is absolute, specifyirgxact moment when the

aircraft must be in the specified position. Thereat DSS prototypes so far

4 http:/lwww.sesarju.eu
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incorporate only relative time, e.g. time to redkh TP from FAF, or time-
based wake turbulence separation. So, additionatk we required to
incorporate the absolute time. When this conditsosatisfied in the DSS, each
4D trajectory can be expressed as a set of risk definitions, and the DSS

will monitor trajectory adherence.

Support for future aircraft separation modes. In the SESAR target concept,
the controller is the default Separator in the Mpgathairspace (SESAR, 2007,
p. 20). Table 13 lists possible DSS support for SESeparation modes.

Table 13. The approach/departure DSS and SESARa&pamodes

Separation mode Possible DSS support
Conventional modes Situation monitoring and conflietection
New ground based modes Situation monitoring andlicodetection (if the precision

trajectory clearances are expressed as risk itdimittns)

New modes No direct support

Measurement equipment. SESAR target concept relies on the assumption
that new surveillance systems, e.g. ADS-B (AutomatDependent
Surveillance-Broadcast), will increasingly provideproved 4D-trajectory
information — position and time (SESAR, 2007, p.).1ADS-B is a
surveillance technology based on GPS navigationaatiata link. It is foreseen
to become the primary means of surveillance intmnadomain. The DSS is
based on a similar assumption — that the precisdéigo data is received from
radar and lidar data fusion. But the proposed mddels not depend on the
data source. Other precise trajectory data soumesiding ADS-B, could be

used with the same norm violation risk model.

5.5 Conclusions

Specific normative rules for aircraft approach adeparture have been
modeled in a prototype decision support system:ragmh procedure
constraints (height, horizontal position, glide at wake turbulence
separation, separation from ash clouds. Two vizattin models for path

violation (violation of the approach procedure) &/@roposed: integrated 2D-
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in-3D and pure 3D. They differ on how the procedwenstraints are
represented. The visualization prototypes provatsoiatory implementation,
which elaborates technology readiness level 1 arfifl@énkins, 1995) ideas
from other projects to the level 3 — implementstihie the practical context

defined by requirements for approach/departure DSS.

The results of this chapter were published in (hapyras & Saviene, 2012),
(Lapin, Cyras & Sawiere, 2011), (Saviere, 2009), (Sawierg,
Operationalization of Regulations..., 2011), (S&n¢, 2010), and (Saviere,
2012).
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6 Results, Conclusions and Open Issues

6.1 Results
1. A method to model aircraft approach/departure ntxearules and

visualize violation risk is proposed.

1.1.Normative rule is modeled as a triplet: factor,mative value, and a
predicate. Two norm types are identified: limitedsand deviation-

based.

1.2.Notion of norm violation risk likelihood is defined.ikelihood is

understood as a ranking, expressed in the scateGrto 1.

1.3.Risk item definition associates the modeled nornthwa set of
thresholds and discrete risk levels. Risk evalmati@aps the observed

value of the factor to a discrete risk level.

2. Normative rules that can be modeled in the apprdagarture decision
support are identified. The selection includes r®moncerning aircraft

position and speed. They are referred as “georaétrarms”.

3. Proposed risk visualization model and two visugilmamodels for “ought-

to-be” trajectory violation (path violation).

3.1.Each risk level is mapped to one of traffic ligbtars, to help guide the
air traffic controller decisions. Color white iscedl to the traffic-light
colors (red, yellow, and green) to signify riskattlare not relevant at
the moment. Color of the evaluated risk level isveh in an indicator.

Currently each norm results in a separate indicator

3.2.Path violation is visualized in the main airspadgew Additional
objects (projection curtains in “2D-in-3D” modehdwireframe rings
in “pure 3D” model) which are integrated into theim 3D window

allow the user to visually estimate compliance wiit& procedure.
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4. A prototype decision support system developed,saveral specific norms
modeled as a demonstration.

4.1.The results of the research are validated by exysarial system.

4.2.The prototype DSS provides a real-time simulatiod @sualization of

the air traffic around an airport.

4.3.The following norm factors are modeled: horizontald vertical
separation, approach/departure procedure verticalilgg indicated
airspeed, glide-path, distance to the ash cloud teme-based wake

turbulence separation.

5. Participation in the SKY-Scanner project is undmvdt as validation

(approbation) of the proposed method.

6.2 Conclusions

1. Modeling and visualization of normative rule viatat is possible in the
selected application domain — decision supportdiocraft approach and
departure. Violation model is based on the assumgtiat precise aircraft
position data is available from the surveillancelipment. The proposed
model combines simple models: piecewise linear fisiction and traffic

light model.

2. The proposed method enables to represent seleabibnaircraft
approach/departure normative rules in a decisigpat system (DSS) for

the air traffic controller. These norms are refdras “geometrical norms”.

3. The prototype DSS demonstrates feasibility of threppsed method
implementation. The following norm factors are mledein the prototype
DSS: horizontal and vertical separation, approagddure procedure
vertical profile, indicated airspeed, glide-pathdatime-based wake

turbulence separation.

4. Two visualization models for path violation are posed: (1) “2D-in-3D”

and (2) “Pure 3D”. They differ on how the aircrafijectory adherence to
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the airport procedures is visualized (on projectiourtains or with
wireframe rings).

5. The norm violation risk modeling can be automated the factors
demonstrated in the prototype DSS. To model otletofs additional

analysis is needed.

6.3 Open Issues
This section is an overview of open issues andtopssnot considered in the

norm violation risk model and/or the DSS prototype.

Conceptual difference of the two risk typesThe proposed model contains
two risk types: limit-based and deviation basedweier, mathematically, the
deviation-based risk could be interpreted as a stitwo limit-based risks:
‘=vy' = 2vy + ' <vy'. The motivation for not following this logic, e aim to
create a simple model, staying close to the apmitadomain. Additional
levels of abstraction make it harder for the usensnderstand the relationship
between real-world and model entities, and disayitausting the system. In
this case, transparency is chosen over formaliityedhe author argues that it
IS important to retain the two types in the riskdmblevel. The implementation

level, on the other hand, could employ such linsiséxd interpretation.

Approach/departure DSS as legal machinelhe DSS is designed to facilitate
controllers. But imagine it operating autonomoustym the controller. This
can be compared with airborne collision avoidanggtesn (ACAS) and the
pilot. Autonomous means acting as a “legal machiri&Xamples of legal
machines in other domains are traffic lights, awtbefull barriers, etc. On the
contrary, road radars support police officers whakendecisions to punish or
not to punish the driver for a speed violation. Tdtatus of a supporting
decision support system excludes the status ofutmmetic legal machine.
Currently the acts produced by the DSS are rave factot legal acts. The acts
produced by a legal machine are institutional act$ have legal importance.

To become a legal machine, the DSS needs impodigjoen ATM authority.
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A long way is needed from the proof-of-concept tlgio validation to a
commercial implementation. The status of a legathire could be achieved

in this way but this is out of scope of the pregsestarch.

Risk aggregation. In the proposed model, violation risk for each mois
represented as a separate indicator. A method rnabioe these indicators
could be employed to further concentrate the infdrom presented to the user.
This issue has two aspects: (1) aggregation of itigévidual risks and

(2) aggregation of the current and predicted risks.

Aggregation of individual risks could be formalizad a simple principle, for
example “the overall risk level equals the worskrievel of all evaluated
individual risks.” More complex heuristics, suchm@soritizing the norms and
giving lesser regard to the lower priority normsskrlevels, would provide
little additional benefit, as the same effect cobll achieved by tuning the

thresholds in the risk item definitions.

The problem of current and predicted risk aggregats more conceptual.
Let's assume the risk levell«entiS Obtained by evaluating the current aircraft
position, and the leveldegicieais Obtained by evaluating the predicted position,
extrapolated, for example, 10 seconds into theréutdow to integrate the two
evaluations? Intuitively, when plegicted® Leurens the  aggregated risk level
should be equal to jlegictea DECause it indicates that the aircraft is moving
closer or further to violating the norm. The casbew Lyedicted= Lcurren
indicates some situation stability, so the aggedjaisk level could even be
reduced. However, the aggregation method useddepend on the accuracy

and reliability of predictions.
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Reziume

Sio darbo tyrimo objektas yra normini taisykliy pazeidimo
modeliavimas ir vizualizavimas aviacijos daly§m srityje. Normirs
taisykks kktuvy trajektorijoms paimamos iS skrydzio taisyklizentlapiy,
schemy, oro uosy procediry ir kt. Normos pavyzdys: leistis 3 laipgnkampu
su apribojimais (auk$o, geografiniais ir kt.), nurodytais schemoje. Maores
taisykks modeliuojamos ir vizualizuojamos sprendirparamos sistemoje
(SPS). Sprendim parama grindziama galimo nornag taisykés pazeidimo
vertinimu. Sistema skirta oro uosto skrygd¥adovui ir turi veikti realiu laiku.
SPS stebi, vertina ir rekomenduoja, o galusiprending, kokius nurodymus
duoti pilotui, priima zmogus — skrydgvadovas.

Pasiilytas metodas modeliuoti normines taisykl@guvo kilimo/tipimo
fazése bei vizualizuoti y pazeidim. Normirg taisykk vaizduojama kaip
pazeidimo apilizimas sprendimp paramos sistemoje. ldentifikuoti du naym
tipai: susijusios su apribojimais ir susijusios Bukrypimais. Kiekviena
normirg taisykk modeliuojama kaip trejetas: faktorius, normireikSne ir
predikatas. Sioma formalizuoti pazeidimo g8oka sprendiny paramos
sistemos kontekste. Pazeidimo ap#imas susieja modeliuojamnormirg
taisykke su slenk&y aibe ir diskréiais tikétinumo lygmenimis. Kuriamame
prototipe naudojami ,Sviesoforo® lygmenys: Zalidtgea-raudona. Pazeidimas
vizualizuojamas (pateikiamas suvokimui akimis) sp#dis indikatoriais
sistemos valdymo pultelyje. Kitprojekiy inovatyvios vizualizavimo igos
buvo pritaikytos lidaru grindziamai SPS: pagii du trajektorijos atitikimo oro
uosto procetfoms vizualizavimo modeliai, ggti trijy dimensij; vaizdais.
Juose jvesti papildomi elementai (,projekgij sienos* ir ,ziedai“),

palengvinantys vizugltrajektorijos atitikimo normomgrertinimg.
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Appendices

Appendix 1.  Exam

ples of Airport Procedures
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Figure 76. Approach procedure (VATITA, 2003, chast 352)
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AP~ Italio RAC 4-2-3.13

CHANGE: SOR MCA

F CIES T
BEQUERGIES INITIAL NAPOLI / CAPODICHINO
CLIMB RWY 06
Ground  121.90 Ny PROCEDURES TRANSITION ALT 8000
NAPOLI  TWR 118.50 V:’ 1efr6” Selso | T
< \
124.35 " -1
APP JAN 04 1 100
(PO VOR) 0
(120.95) ANOMALY 20NE / |
14 10" MEAN VARIATION . (
(\,/\Q
L
NDB TVOR DME
338, Pomigliono
KR POM 351 &
o 05 NPC 117.85 Ch 1257 {
2 MCA 1500 \
5 v \
& S :
S\y %86 | ——r——DVE
»\% ﬁ NPC
.5 NP
MCA 2300 08 Pou cn 387
1723\
10{9 1000 ‘ O (
10°50" < /N N\
\
(o)}
™,
N
GEMVA
08 /¥ lcA 3500
S — W
¢ [
40°40"
\
1772
o O
= 8
NDB VOR DME
Sorrento
SOR 426
112.2  Ch 59x
(2
1932
40:30% 40°30°
DISTANCES: NV >
ALTITUDES: FEET =
SCALE 1:250.000 M
ja
1 q : 2 3 4 S5 NM /
171 2 3|4 5 6 7 & 9 10km ISP !NES
14°10° 14720 14°1 30"
ENAV - Roma AIRAC effective dote 6 JUL 2006 (A5/06)

Figure 77. Departure procedure (VATITA, 2003, itClimb Procedure Chart)

Initial climb procedure RWY 06

After take-off proceed on track 057° unti POM VOR/NDB
(D5 NPC DME), to be crossed at 1500 FT or above, then
turn left on track 210° until joining RDL/QDR 342 SOR
VOR/NDB (TR 162°) bound to point GEMMA then SOR
VOR/NDB.

Minimum climb gradient 300 FT/NM until leaving 2300 FT.
Turn speed 230 KT/IAS MAX.

Figure 78. Textual description of the procedure
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Appendix 2.  DSS Input Protocol
DSS receives the input data through a comma sepbaralue (CSV) file. Each
update (set of track data values) is stored imglailine. The CSV file separator is a

semicolon (;).

DSS input parameter specification is presentedTable 14 Please note, that
“Header” and “Track ID” constitute one CSV field. &hare defined separately for
clarity. The radar “Track ID” corresponds to theali “Track ID” with a “zero” (“0”)

that precedes the track number (the informatiofiTedick ID” corresponds to that of
progressive track number, a progressive track numsheiquely defined by the C2C
for each target in ATZ). This coding will make ibgsible to distinguish for a target

the radar tracks from the lidar tracks.

The transmission of tracks will match with two d¢krs of possible sensor measure
events: (1) new track (track generation) or traekeshment; (2) track cancellation.
The transmission of a track cancellation will bentfied by the DSS through the
control of algebraic sign of track ID. If the sighthe track ID is negative means that

the C2C announced the cancellation of a track (tasg® longer present in ATZ).

Table 14. DSS input parameter specification

Measure- | Remarks

ment unit

Field | Input field Data
# type

Always
present
in radar
tracks?

1 Header CharacterNone The header equal to “0” medgns Yes
that the track data are from
radar.
The header different from “Of
means that the track data are
from lidar systems (see D6, p.

48).

Progressive number defingg
the CSClI-C2 software.
Negative Track ID means that

Track ID Integer None b Yes

the CSCI-C2 announced tf
cancellation of a track (th
target is no longer present
ATZ).

ne
e
in

Time

Double

Seconds

Seconds from the first mea
of search

suryYes

Azimuth

Double

Degree
radians

ine[0, 2n)

Yes
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Field | Input field Data Measure- | Remarks Always
# type ment unit present
in radar
tracks?
4 Elevation Double Degree ing[0, n /2] Yes
radians
5 Range Double Nautical Yes
miles
6 Azimuth Double Radians Yes
Speed per second
7 Elevation Double Radians Yes
Speed per second
8 Radial Double Nautical Yes
Speed miles per
second
9 X coordinate| Double Nautical | Coordinates are given with Yes
miles respect to the coordinate centre
which is different in each
airport. Runway coordinatgs
should be given as a parameter
to the DSS for each airport |n
its “native” coordinate space.
10 Y coordinate, Double Nautical | See field #9 Yes
miles
11 Z coordinate| Double Feet See field #9 Yes
12 Speed alongDouble Nautical Yes
X axis miles per
second
13 Speed alongDouble Nautical Yes
Y axis miles  per
second
14 Speed alongDouble Feet per Yes
Z axis second
15 Last Track | Double Seconds Seconds from the first measureNo
Update Time of search
16 Track Integer None No
extrapolation
indicator
17 Track fading Integer None No
number
18 Last not Double Seconds Seconds from the first measureNo
extrapolated of search
measure
Time
19 Last not Double Degree in | [0, 2r) No
extrapolated radians
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Field | Input field Data Measure- | Remarks Always
# type ment unit present
in radar
tracks?
measure
Azimuth
20 Last not Double Degree in | €[0, = /2] No
extrapolated radians
measure
Elevation
21 Last not Double Nautical No
extrapolated miles
measure
Range
22 Last not Double Radians No
extrapolated per second
measure
Azimuth
Speed
23 Last not Double Radians No
extrapolated per second
measure
Elevation
Speed
24 Last not Double Nautical No
extrapolated miles per
measure second
Radial
Speed
25 Last not Double Nautical See field #9 No
extrapolated miles
measure X
Coordinate
26 Last not Double Nautical See field #9 No
extrapolated miles
measure Y
Coordinate
27 Last not Double Feet See field #9 No
extrapolated
measure Z
Coordinate
28 Last not| Double Nautical No
extrapolated miles per
measure second
Speed along
X axis
29 Last not Double Nautical No
extrapolated miles per
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Field | Input field Data Measure- | Remarks Always
# type ment unit present
in radar
tracks?
measure second
Speed along
Y axis
30 Last not Double Feet per No
extrapolated second
measure
Speed along
Z axis

Appendix 3. DSS Output Protocol
DSS produces the output data in a comma separatad (CSV) file. There should
be one output line for each received track data Aat exception is the track
cancellation line (determined by negative track ihere will be no corresponding
output for the track cancellation line. Each updatt of track data values) is stored
in a single line. The separator in the CSV file issemicolon (;). DSS output

parameter specification is presented able 15

If the DSS performs averaging between radar measnc lidar measure the
parameter “Radar — Lidar Data Fusion Flag” will hakie value “1”. In the cases
where the value of the flag is “0” the parameteosif the position 2 to the position 6
of Table 15will be equal to those of the lidar track of origlidar measure). If the
value of the flag is “1” the parameters from thesipion 2 to the position 6 ofable

15 will be equal to those averaged between radar immeasd lidar measure.
The values that can take N (position 16Mable 15 are as follows:

e “0”if there isn't a risk of a path violation orrésk of collision with another
aircraft;

e “1” if there is a risk of a path violation or a kiof collision with another
aircraft;

e “2"if there isn’t a risk of a path violation andrk of collision with another

aircratt.
The parameters “Event 1” and “Event 2" will be elopaa’0” if “N” is equal to “0”.
If “N” is equal to “1” the parameter “Event 1” wible equal to:
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“1” if there is a risk of path violation;

“2" if there is a risk of collision with anotherraratft.

If “N” is equal to “2” the parameter “Event 1” wibe equal to “1” and the parameter

“Event 2” will be equal to “2”.

The parameters “Airport Actions for the Event 1'tdirport Actions for the Event

2" include all coded actions that the airport caket to mitigate the possible

consequences of the risky events.

Table 15. DSS output parameter specification

Field | Output field | Data Measure- | Remarks
# type ment unit
1 Track ID Integer | None Equals TracklD from the responding
input data set
2 Time Double | Seconds Equals Time from the cormeding input
data set
3 Azimuth Double | Degree in| [0, 2n)
radians
4 Elevation Double | Degree in [0, n /2]
radians
5 Range Double| Nautical
miles
6 Azimuth Double | Radians
Speed per second
7 Elevation Double | Radians
Speed per second
8 Radial Speed Doublg Nautical
miles per
second
9 X Coordinate| Double| Nautical | Coordinates are given with respect to the
miles coordinate centre which is different in each
airport. Runway coordinates should be giyen
as a parameter to the DSS for each airport in
its’ “native” coordinate space.
10 Y Coordinate| Double| Nautical | See field #9
miles
11 Z Coordinate| Double| Feet See field #9
12 Speed along | Double | Nautical
X axis miles per
second
13 Speed along | Double | Nautical
Y axis miles per
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Field | Output field | Data Measure- | Remarks
# type ment unit
second

14 Speed along | Double | Feet per
Z axis second

15 Radar — Lidar Integer | None €[0, 1]

Data Fusion
Flag

16 Number of | Integer | None [0, 2]
Possible
Risky Events
(N)

17 Event 1 Integer| None €[1, 2]

18 Other Track | Integer | None One of the track ID values that wevergin
ID involved the previous inputs and have not be
by Event 1 declared cancelled.

19 Probability of| Double | None €[0, 1], if Event 1 is 1 (path violation) an
Event 1 several path violations exist, the greatest

probability is shown

20 Airport Long None
Actions for
the Event 1

21 Event 2 Integer| None Oor2

22 Other Track | Integer | None One of the track ID values that wevergin
ID involved the previous inputs and have not been
by Event 2 declared cancelled.

23 Probability of| Double | None €[0, 1]

Event 2

24 Airport Long None
Actions for
the Event 2

The following table (Table 16) summarizes all pbsicombinations

of DSS

output parameters in different situations.

Table 16. DSS output parameters in different sibnat

Output field

i T EEE
~ o =] A o =]

> >
g8 = S g 8 2 S
Al F3- | B 0 — N| PN | TN N
— - S = o + C = +— - S = © + C =
ot 123585 |85 |5/2c5|8%5 <
Situation S| S>3 23 o > S|l=s>3| 23 o >
No risk 0l 0 0 0 0] O 0 0
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Output field o N o o _ o
X o - 4 o =]
g5 |z |3 g5 |z |2

28282 2o [YCTY|EY |2y
_— 5| 255|853 23 c| 205|883 |20
Situation ls32 |0 S S 2132|122 (B¢
ZlulOLcWw | aw < w LW OSw|aw < W
Only risk of 1(1]0 e(0,1] |L 010 0 0
path violation
Only risk of 1121 €0,1] |L 0|0 0 0
collision
Both risk of 2110 €(0,1] |L 2 |1 e, 1] | L
path violation
and risk of
collision

Table legend: L — positive long value, | — positiwgeger value.

Appendix 4.  Flight Phase Definitions
The International Civil Aviation Organization (ICA@nd the Commercial Aviation
Safety Team (CAST) have recently started an ongeifayt (CAST/ICAO Common
Taxonomy Team) to develop common taxonomies andnitiehs for aviation
accident and incident reporting systems. Amongrstheommon taxonomy for the
phases of flight is developed; it consists of tb#ofving phases and sub-phases
(CAST/ICAO CTT, 2011):

1. Standing (STD) — Prior to pushback or taxi, tberaarrival, at the gate, ramp, or

parking area, while the aircraft is stationary.
a. Engine(s) not operating
b. Engine(s) start-up
c. Engine(s) operating

d. Engine(s) shutdown: From the start of the shutdsequence until the

engine(s) cease rotation.

2. Pushback/towing (PBT) — Aircraft is moving in tgate, ramp, or parking area,

assisted by a tow vehicle (tug).
a. Assisted, engine(s) not operating

b. Assisted, engine(s) start-up
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c. Assisted, engine(s) operating
d. Assisted, engine(s) shut down

3. Taxi (TXI) — The aircraft is moving on the aeroche surface under its own power

prior to takeoff or after landing.

a. Taxi to runway: Commences when the aircraftiegp move under its own
power leaving the gate, ramp, apron, or parkinga,aend terminates upon

reaching the runway.

b. Taxi to takeoff position: From entering the raywuntil reaching the takeoff

position.

c. Taxi from runway: Begins upon exiting the landimmway and terminates
upon arrival at the gate, ramp, apron, or parkirggawhen the aircraft ceases

to move under its own power.

4. Takeoff (TOF) — From the application of takepdiwer, through rotation and to an
altitude of 35 feet above runway elevation.

a. Takeoff. From the application of takeoff powmough rotation and to an
altitude of 35 feet above runway elevation or ugéar-up selection, whichever

comes first.

b. Rejected takeoff. During Takeoff, from the poirttere the decision to abort

has been taken until the aircraft begins to taoinfthe runway

5. Initial climb (ICL) — From the end of the Takeaffib-phase to the first prescribed
power reduction, or until reaching 1000 feet aboweway elevation or the VFR

pattern, whichever comes first.

6. En-route (ENR) — Instrument flight rules (IFR)oRr completion of Initial Climb
through cruise altitude and completion of contmblescent to the Initial Approach
Fix (IAF). Visual Flight Rules (VFR): From completioof Initial Climb through
cruise and controlled descent to the VFR pattertudé or 1000 feet above runway

elevation, whichever comes first.

a. Climb to cruise: IFR: From completion of Initiali@b to arrival at initial
assigned cruise altitude. VFR: From completion a@fdhClimb to initial cruise

altitude.
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b. Cruise: Any level flight segment after arrivairitial cruise altitude until the
start of descent to the destination.

c. Change of cruise level: Any climb or descent miyircruise after the initial

climb to cruise, but before descent to the destinat

d. Descent: IFR: Descent from cruise to either dhiipproach fix (IAF) or
VFER pattern entry. VFR: Descent from cruise to th&R\ffattern entry or 1000

feet above the runway elevation, whichever conrss fi

e. Holding: Execution of a predetermined maneuusudlly an oval race track
pattern) which keeps the aircraft within a spedif@rspace while awaiting
further clearance. Descent during holding is aseeced in this sub-phase.

7. Maneuvering (MNV) — Low altitude/aerobatic flighperations

a. Aerobatics: Any intentional maneuvering thatesds 30 degrees of pitch
attitude or 60 degrees of bank, or both, or abnbracaeleration (usually
associated with air shows and military flight, athwrelated training flights).

b. Low flying: Intentional low-altitude flight notonnected with a landing or
takeoff, usually in preparation for or during obsgion work, demonstration,
photography work, aerial application, training, hdigeeing, ostentatious
display, or other similar activity. For rotorcratijs also includes hovering (not

associated with landing or takeoff) and handlingemal loads.

8. Approach (APR) — Instrument flight rules (IFR):0Rr the Initial approach fix
(IAF) to the beginning of the landing flare. Visuhght rules (VFR): From the point
of VFR pattern entry, or 1000 feet above the runeigyation, to the beginning of

the landing flare.
a. Initial Approach (IFR): From the IAF to the Firsglproach fix (FAF).
b. Final Approach (IFR): From the FAF to the begngnof the landing flare.

c. Circuit pattern — downwind (VFR): A flight pathgimally 1,000 feet above
the runway) which commences abeam the departurefethé runway and runs
parallel to the runway in the direction oppositdainding, and terminates upon

initiating the turn to base leg.
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d. Circuit pattern — base (VFR): From start of turerad of downwind leg until
the start of the turn for final.

e. Circuit pattern - final (VFR): From the start dfetturn to intercept the
extended runway centerline, normally at the enbask leg, to the beginning of

the landing flare. Includes VFR straight-in apprcesch

f. Circuit pattern — crosswind (VFR): A flight patt the VFR traffic pattern,
which is perpendicular to the landing runway, cessthe departure end of the

runway, and connects with the downwind leg.

g. Missed approach/go-around: From the first appbn of power after the
crew elects to execute a missed approach or gadrontil the aircraft re-
enters the sequence for a VFR pattern (go-aroundpitirthe aircraft reaches

the IAF for another approach (IFR)

9. Landing (LDG) — From the beginning of the largliftare until aircraft exits the
landing runway, comes to a stop on the runway, lierwpower is applied for takeoff

in the case of a touch-and-go landing.

a. Flare: Transition from nose-low to nose-up @t just before landing until

touchdown.

b. Landing roll: After touchdown until aircraft é¢<ithe landing runway or

comes to a stop, whichever occurs first.

10. Emergency descent (EMG) — A controlled desdeming any airborne phase in

response to a perceived emergency situation.

11. Uncontrolled descent (UND) — A descent during airborne phase in which the

aircraft does not sustain controlled flight.

12. Post-impact (PIM) — Any of that portion of tRéght which occurs after impact
with a person, object, obstacle or terrain. Thisgehis added to permit accurate

sequence of event reconstruction for occurrences.

13. Unknown (UNK) — Phase of flight is not discestea from the information

available.

This list provides unambiguous definitions of witanstitutes each phase of flight

and facilitates the exchange and comparison ofteven
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Appendix 5.  Risk and Action Codes
Based on the defined limitations, the path violatewents may be categorized as

follows (on ground, landing and take-off phasesrarteconsidered by the DSS):

1. Vertical position 2. Speed violation 3. Position violation
violation 2.1.Climb gradient 3.1. Course violation
1.1. Altitude violation violation 3.2.Maneuver area
1.2.Glide path 2.2.Indicated airspeed violation

violation violation 3.3.Circling sector
1.3. Obstacle clearance violation
violation

As some violations may occur at the same time, pialation event code will encode
all possible combinations. Path violation eventecodll be equivalent to the 8-bit
number, where each bit represents the existenceedhin path violation. For
example, code 130 would mean altitude violation exaheuver area violation (see
Fig. 78).

YWiolation number 11 1.2 1.3 21 22 31 32 33

[1[ofofJofofof1]0]
Bit number ¥ 5] 5 4 3 2 1 ]

Figure 79. Path violation event code construction

So, the loss of separation event will be consideredhe penetration of the aircraft
protected zone, or volume of airspace surroundench eaircraft that should not be
infringed upon by another vehicle, by the othecraift. The protected zone is defined
by ATC separation standards and take-off/landingsiuPenetration may be vertical,
horizontal, or both, so the collision events mayduessified as follows (collision
event code is in brackets — as there are lessreliffdoss of reparation risk events
than path violation risk events, there is no needbdding scheme):

1. Vertical separation violation — the vertical separation is violated (collisiorest
code — 1).

2. Horizontal separation violation — the horizontal separation is violated (collision
event code -2).

3. Vertical and horizontal separation violation — both vertical and horizontal

separation is violated (collision event code — 3).
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Possible actions that can be proposed by the D8Shair codes are listed in Table

17. The Airport Actions value for the output is aibed like this: event code (either

path violation or collision) is multiplied by 10@Mhd action code is added. So, if there

is an altitude violation and maneuver area viotatiand the DSS proposes for the

aircraft to climb, the resulting action is 130111.

Table 17. Corrective action codes

Type Action Code | Remarks

Path violation Do nothing 0 DSS suggests to take |no
Collision action

Path violation Initiate missed approach 10p

Path violation No valid action 999 DSS was unable to select an
Collision appropriate action

Path violation Climb 111

Path violation Descend 112

Path violation Increase V/S 121

Path violation Decrease IAS 122

Path violation Turn left 131

Path violation Turn right 132

Collision Aircraft 1 up 210 | Aircraft 1 in this caomtt is
Collision Aircraft 1 down 220 :Paeckaiigc{)aé?ngoénglgisceh d’tgﬂ d
Collision Aircraft 2 up 201 | aircraft 2 — aircraft with
Collision Aircraft 2 down 202 another TrackiD

Collision Aircraft 1 down, aircraft 1 up 221

Collision Aircraft 1 up, aircraft 2 down 212
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