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Abstract: The Hurwitz zeta-function ζ(s, α), s = σ + it, with parameter 0 < α ⩽ 1 is a generalization
of the Riemann zeta-function ζ(s) (ζ(s, 1) = ζ(s)) and was introduced at the end of the 19th century.
The function ζ(s, α) plays an important role in investigations of the distribution of prime numbers
in arithmetic progression and has applications in special function theory, algebraic number theory,
dynamical system theory, other fields of mathematics, and even physics. The function ζ(s, α) is the
main example of zeta-functions without Euler’s product (except for the cases α = 1, α = 1/2), and
its value distribution is governed by arithmetical properties of α. For the majority of zeta-functions,
ζ(s, α) for some α is universal, i.e., its shifts ζ(s + iτ, α), τ ∈ R, approximate every analytic function
defined in the strip {s : 1/2 < σ < 1}. For needs of effectivization of the universality property for
ζ(s, α), the interval for τ must be as short as possible, and this can be achieved by using the mean
square estimate for ζ(σ + it, α) in short intervals. In this paper, we obtain the bound O(H) for that
mean square over the interval [T − H, T + H], with T27/82 ⩽ H ⩽ Tσ and 1/2 < σ ⩽ 7/12. This is
the first result on the mean square for ζ(s, α) in short intervals. In forthcoming papers, this estimate
will be applied for proof of universality for ζ(s, α) and other zeta-functions in short intervals.

Keywords: approximate functional equation; exponential pair; Hurwitz zeta-function; mean square
of Dirichlet polynomial

MSC: 11M35

1. Introduction

Let s = σ + it be a complex variable and 0 < α ⩽ 1 a fixed parameter. The Hurwitz
zeta-function ζ(s, α) was introduced in [1], and is defined, for σ > 1, by the Dirichlet series

ζ(s, α) =
∞

∑
m=0

1
(m + α)s .

Moreover, the function ζ(s, α) can be analytically continued to the whole complex plane,
except for a simple pole at the point s = 1 with residue 1. For α = 1, the function reduces
to the Riemann zeta-function ζ(s).

The Hurwitz zeta-function is an object of analytic number theory; however, it also has
applications in algebraic number theory, in special function theory—for example, in [2],
the infinite sum of the incomplete gamma-function was expressed in terms of the Hurwitz
zeta-function—in dynamical systems, in mathematical statistics, and even in physics for
the description of particle behaviour [3].

Let Γ(s), as usual, denote the Euler gamma function. The function ζ(s, α), for σ > 1,
has the integral representation (see, for example, [4])

ζ(s, α) =
1

Γ(s)

∫ ∞

0

us−1 e−αu

1 − e−u du,
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and satisfies the functional equation

ζ(1 − s, α) =
Γ(s)
(2π)s

(
e−πis/2

∞

∑
m=1

e2πimα

ms + eπis/2
∞

∑
m=1

e−2πimα

ms

)
,

and, for σ < 0, the equation

ζ(s, α) =
2Γ(1 − s)
(2π)1−s

(
sin

πs
2

∞

∑
m=1

cos 2πmα

m1−s + cos
πs
2

∞

∑
m=1

sin 2πmα

m1−s

)
.

Suppose that χ(m) is a Dirichlet character modulo q ∈ N, i.e., a function χ : N → C
satisfying the following:

1◦ periodic with period q: χ(m + q) = χ(m) for all m ∈ N;
2◦ completely multiplicative: χ(m1m2) = χ(m1)χ(m2) for all m1, m2 ∈ N;
3◦ χ(m) = 0 for (m, q) > 1 ((m, q) is the greatest common divisor of m and q);
4◦ χ(m) ̸= 0 for (m, q) = 1.

The Dirichlet L-function L(s, χ) is defined, for σ > 1, by the series

L(s, χ) =
∞

∑
m=1

χ(m)

ms ,

and has a meromorphic continuation to the whole complex plane. The unique simple pole
is at the point s = 1 if χ is the principal character. The function L(s, χ) is closely connected
to the function ζ(s, α) with the rational parameter α, namely,

L(s, χ) =
1
qs

q−1

∑
m=1

χ(m)ζ

(
s,

m
q

)
. (1)

Thus, the function ζ(s, α), as ζ(s), plays an important role in the theory of distribution of
prime numbers. The above and other formulae and representations for ζ(s, α) can be found,
for example, in [4–6].

The analytic properties of the function ζ(s, α) are influenced by the arithmetic of the
parameter α; at least proof of some facts requires different methods. For example, this can
be illustrated by zero distribution of ζ(s, α). It is easily seen that

ζ

(
s,

1
2

)
= (2s − 1)ζ(s). (2)

This shows that ζ(s, 1/2) ̸= 0 for σ > 1. However, H. Davenport and H. Heilbronn
proved [7] that for transcendental or rational α ̸= 1/2, the function ζ(s, α) has zeros lying
in the strip {s ∈ C : 1 < σ < 1 + δ} for every δ > 0. Later, J. W. S. Cassels observed [8] by a
different complicated method that this is also true for algebraic irrational α.

The function ζ(s, α), as ζ(s) and some other zeta-functions, is universal in the sense that
its shifts ζ(s + iτ, α), τ ∈ R, approximate a certain class of analytic functions. The universality
property of ζ(s, α) also is closely connected to the arithmetic of the parameter α. The cases
of rational and transcendental α are the simplest ones, and the final result is known. Let
D = {s ∈ C : 1/2 < σ < 1}, K be the class of compact subsets of D with connected
complements, let H(K) with K ∈ K be the class of continuous on K functions that are analytic
in the interior of K, and let meas A denote the Lebesgue measure of a measurable set A ⊂ R.
Then, the universality of ζ(s, α) is described by the following statement.
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Theorem 1. Suppose that α is a transcendental or rational number not equal to 1/2, 1. Let K ∈ K
and f (s) ∈ H(K). Then, for every ε > 0,

lim inf
T→∞

1
T

meas

{
τ ∈ [0, T] : sup

s∈K
|ζ(s + iτ, α)− f (s)| < ε

}
> 0.

Moreover, “lim inf” can be replaced by “lim” for all but at most countably many ε > 0.

The case of transcendental α uses the fact that the set {log(m+ α) : m ∈ N0 = N∪{0}}
is linearly independent over the field of rational numbers Q, and was discussed in [9,10]
(see also [4]). The case of rational α was already known to S. M. Voronin who introduced
the notion of universality [11] for zeta- and L-functions, and is based on the inverse formula

ζ

(
s,

a
q

)
=

qs

φ(q) ∑
χ(mod q)

χ(a)L(s, χ)

of Formula (1), where φ(q) is the Euler totient function, and summing runs over all Dirichlet
characters modulo q. The second assertion of Theorem 1 was treated in [12], and was
influenced by a similar result for the function ζ(s) [13].

The case of algebraic irrational α is the most complicated because there is not any
information on the linear independence of log(m + α), m ∈ N0, and it was solved with a
certain exception in [14].

One of the most important problems of universality theorems for zeta-functions is
their effectivization, which is connected to the localization of values of τ in approximating
shifts. This leads to universality theorems in short intervals, i.e., in intervals of length of
o(T), as T → ∞. Proofs of theorems of such a type are closely connected to mean square
estimates for zeta-functions in short intervals. In the case of the function ζ(s), the mean
square estimates in short intervals are given in [6]. Theorem 7.1 is devoted to the case of
the Riemann zeta-function. Unfortunately, the function ζ(s, α) has no Euler product over
primes; it is not connected to the divisor function and we cannot reach for ζ(s, α) a valid
result for ζ(s).

The aim of this paper is to prove the following theorem.

Theorem 2. Suppose that α ̸= 1/2, 1, and 1/2 < σ ⩽ 7/12 is fixed. Then, for T27/82 ⩽ H ⩽ Tσ,
uniformly in H, ∫ T+H

T−H
|ζ(σ + it, α)|2 dt ≪σ,α H.

In view of (2), the cases α = 1/2 and α = 1 are included in Theorem 7.1 of [6].
To our knowledge, Theorem 2 is the first result in short intervals for the Hurwitz

zeta-function. Until now, only estimates of the form

T∫
−T

|ζ(σ + it, α)|2 dt ≪σ,α T

for 1/2 < σ ⩽ 1 were known (see [4]).
For mean square estimates of zeta-functions, usually approximate functional equations

are applied. Therefore, we start with an approximate functional equation for ζ(s, α).



Axioms 2024, 13, 510 4 of 13

2. Approximate Functional Equation

Let 0 < λ ⩽ 1 and 0 < α ⩽ 1 be fixed parameters. The Lerch zeta-function L(λ, α, s)
was introduced independently by M. Lerch [15] and R. Lipschitz [16], and is defined,
for σ > 1, by the Dirichlet series

L(λ, α, s) =
∞

∑
m=0

e2πiλm

(m + α)s .

Moreover, for 0 < λ < 1, the function L(λ, α, s) has an analytic continuation to the whole
complex plane. Obviously, L(1, α, s) = ζ(s, α) in this case L(λ, α, s) is a meromorphic func-
tion with the unique simple pole at the point s = 1 with residue 1. In [17], an approximate
functional equation for L(λ, α, s) has been obtained. Let

ψ(a) =
cos(π(a2/2 − a − 1/8))

cos πa
,

and {x} denote the fractional part and [x] the integer part of x. Moreover, for t ⩾ 1,

yt =

(
t

2π

)1/2
, qt = [yt], ut = [yt − α], vt = qt − vt.

Lemma 1 ([17]). Suppose that 0 < λ ⩽ 1, 0 < α ⩽ 1, 0 ⩽ σ ⩽ 1 and t ⩾ 1. Then,

L(λ, α, s) =
ut

∑
m=0

e2πiλm

(m + α)s +

(
2π

t

)σ−1/2+it
eit+πi/4−2πi{λ}α

qt

∑
m=0

e−2πiαm

(m + λ)1−s

+

(
2π

t

)σ/2
eπi f (λ,α,σ,t)ψ(2yt − 2qt + vt − {λ} − α) + O(t(σ−2)/2),

where

f (λ, α, σ, t) =− t
2π

log
t

2πe
− 7

8
+

1
2
(α2 − {λ}2)− αvt + 2yt(vt + {λ} − α)

− 1
2
(qt + ut)− {λ}(vt + α).

Since ζ(s, α) = L(1, α, s), Lemma 1 implies the following approximation functional
equation for ζ(s, α).

Lemma 2. Suppose that 0 < α ⩽ 1, 0 ⩽ σ ⩽ 1 and t ⩾ 1. Then,

ζ(s, α) =
ut

∑
m=0

1
(m + α)s +

(
2π

t

)σ−1/2+it
eit+πi/4

qt

∑
m=0

e−2πiαm

(m + 1)1−s

+

(
2π

t

)σ/2
eπig(α,σ,t)ψ(2yt − 2qt + vt − α) + O(t(σ−2)/2),

where

g(α, σ, t) = − t
2π

log
t

2πe
− 7

8
+

1
2

α2 − αvt + 2yt(vt − α)− 1
2
(qt + ut).

Proof. The lemma follows from Lemma 1 by taking λ = 1.

Note that an approximate functional equation for ζ(1/2 + it, α) was obtained by
V. V. Rane [18].
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Clearly,
qt

∑
m=0

e−2πiαm

(m + 1)1−s = e2πiα
qt+1

∑
m=1

e−2πiαm

m1−s . (3)

Recall that x ≪θ y, x ∈ C, y > 0, means that there exists a constant c = c(θ) > 0 such that
|x| ⩽ cy. Thus, Lemma 2 and (3) show that, under the hypotheses of Lemma 2,

ζ(σ + it, α) ≪α 1 +

∣∣∣∣∣ qt

∑
m=1

1
(m + α)σ+it

∣∣∣∣∣+ t1/2−σ

∣∣∣∣∣ qt

∑
m=1

e−2πiαm

m1−σ−it

∣∣∣∣∣. (4)

Therefore, the estimation of ζ(σ + it, α) reduces to mean square estimates for Dirichlet
polynomials.

3. Mean Square of Dirichlet Polynomials

To prove our aim, one formula for the exponential integral will be useful (see, for ex-
ample, [6], p. 492).

Lemma 3. Suppose that b > 0. Then, for every a ∈ C,

∫ ∞

−∞
exp{at − bt2}dt =

(π

b

)1/2
exp

{
a2

4b

}
.

Also, we will apply the following version of the partial summation.

Lemma 4. Let am ∈ C and B = {bm : bm ⩾ 0}. Then, for n ∈ N,∣∣∣∣∣ ∑
n<m⩽n1

ambm

∣∣∣∣∣ ⩽ 2rbn̂ max
n<m⩽n1

∣∣∣∣∣ ∑
n<k⩽m

ak

∣∣∣∣∣,
where r = 0 and n̂ = n if the sequence B is non-increasing, and r = 1 and n̂ = n1 if B is
non-decreasing.

Proof of the lemma is given in [6] (p. 489).

Lemma 5. Suppose that n < n1 ⩽ 2n ⩽ T1/2, Ta ⩽ H ⩽ Tσ, with a = 27/82, σ > 1/2,
and T1 = T1(T) = nH−1 log T. Then, uniformly in H,

I1
def
=
∫ T+H

T−H

∣∣∣∣∣ ∑
n<m⩽n1

1
(m + α)it

∣∣∣∣∣
2

dt

≪ nH log T + H ∑
l⩽T1

max
n<n2⩽n1−l

∣∣∣∣∣ ∑
n<k⩽n2

exp
{

iT log
(

1 +
l

k + α

)}∣∣∣∣∣.
Proof. For t ∈ [−H, H], the inequality exp{t2H−2} ⩽ e holds. Therefore,

I1 ⩽ e
∫ H
−H

∣∣∣∑n<m⩽n1
1

(m+α)it+iT

∣∣∣2 exp{−t2H−2}dt

≪
∫ H log T
−H log T

∣∣∣∑n<m⩽n1
1

(m+α)it+iT

∣∣∣2 exp{−t2H−2}dt.
(5)



Axioms 2024, 13, 510 6 of 13

We have ∣∣∣∣∣ ∑
n<m⩽n1

1
(m + α)it+iT

∣∣∣∣∣
2

= ∑
n<m⩽n1

1
(m + α)it+iT ∑

n<m⩽n1

1
(m + α)−it−iT

= ∑
n<m⩽n1

1 + ∑ ∑
n<m⩽n1
n<k⩽n1

m ̸=k

(
k + α

m + α

)it+iT
.

Hence, by (5),

I1 ≪ nH log T

+

∣∣∣∣∑ ∑n<m⩽n1 n<k⩽n1 m ̸=k

(
k+α
m+α

)iT ∫ H log T
−H log T exp

{
it log k+α

m+α − t2H−2
}

dt
∣∣∣∣. (6)

Obviously,

∫ −H log T

−∞
exp{−t2H−2}dt,

∫ ∞

H log T
exp{−t2H−2}dt

≪ exp
{
−1

2
log T

} ∫ ∞

H log T
exp

{
−1

2
t2
}

dt ≪ exp
{
−1

2
log2 T

}
.

Since n1 ≪ T1/2, this and (6) lead to the bound

I1 ≪ nH log T

+

∣∣∣∣∑ ∑n<m⩽n1 n<k⩽n1 m ̸=k

(
k+α
m+α

)iT ∫ ∞
−∞ exp

{
it log k+α

m+α − t2H−2
}

dt
∣∣∣∣. (7)

In view of Lemma 3,∫ ∞

−∞
exp

{
it log

k + α

m + α
− t2H−2

}
dt =

√
πH exp

{
−1

4
H2 log2 k + α

m + α

}
.

Thus, by (7), for m > k, we have

I1 ≪nH log T + H

∣∣∣∣∣∣∣∣∣∣∣
∑ ∑

n<m⩽n1
n<k⩽n1

m>k

exp
{
−iT log

m + α

k + α
− 1

4
H2 log2 m + α

k + α

}
∣∣∣∣∣∣∣∣∣∣∣

≪nH log T (8)

+ H

∣∣∣∣∣ ∑
l⩽T1

∑
n<k⩽n1−l

exp
{
−iT log

(
1 +

l
k + α

)
− 1

4
H2 log2

(
1 +

l
k + α

)}∣∣∣∣∣
+ H

∣∣∣∣∣ ∑
l⩾T1

∑
n<k⩽n1−l

exp
{
−1

4
H2 log2

(
1 +

l
k + α

)}∣∣∣∣∣.
The third term of the right-hand side of (8) is estimated as

≪ Tσ ∑
l⩾T1

∑
n<k⩽n1−l

exp
{
−H2 l2

20(k + α)

}
≪ Tσn1 exp

{
− 1

20
log2 T

}
= o(1)
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as T → ∞. Therefore, by (8), we have

I1 ≪ nH log T
+H ∑l⩽T1 ∑n<k⩽n1−l exp

{
−iT log

(
1 + l

k+α

)
− 1

4 H2 log2
(

1 + l
k+α

)}
.

(9)

Now, Lemma 4 gives

∑
n<k⩽n1−l

exp
{
−iT log

(
1 +

l
k + α

)
− 1

4
H2 log2

(
1 +

l
k + α

)}
≪ exp

{
−1

4
H2 log2

(
1 +

l
k + α

)}
× max

n<m⩽n1−l

∣∣∣∣∣ ∑
n<k⩽m

exp
{
−iT log

(
1 +

l
k + α

)}∣∣∣∣∣
≪ max

n<m⩽n1−l

∣∣∣∣∣ ∑
n<k⩽m

exp
{

iT log
(

1 +
l

k + α

)}∣∣∣∣∣
because |z| = |z|, where z denotes the complex conjugate of z. This together with (9) proves
the lemma.

Lemma 6. Under the hypotheses and notation of Lemma 5, uniformly in H,

I2
def
=
∫ T+H

T−H

∣∣∣∣∣ ∑
n<m⩽n1

e−2πiαm

mit

∣∣∣∣∣
2

dt

≪ nH log T + H ∑
l⩽T1

max
n<n2⩽n1−l

∣∣∣∣∣ ∑
n<k⩽n2−l

exp
{

iT log
(

1 +
l
k

)}∣∣∣∣∣.
Proof. As in the proof of Lemma 5, we have

I2 ≪
∫ H log T

−H log T

∣∣∣∣∣ ∑
n<m⩽n1

e−2πiαm

mit+iT

∣∣∣∣∣
2

exp{−t2H−2}dt. (10)

Since ∣∣∣∣∣ ∑
n<m⩽n1

e−2πiαm

mit+iT

∣∣∣∣∣
2

= ∑
n<m⩽n1

e−2πiαm

mit+iT ∑
n<m⩽n1

e2πiαm

m−it−iT

= ∑
n<m⩽n1

1 + ∑ ∑
n<m⩽n1
n<k⩽n1

m ̸=k

e−2πiα(m−k)
(

k
m

)it+iT
,
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by (10), we find

I2 ≪nH log T

+

∣∣∣∣∣∣∣∣∣∣∣
∑ ∑

n<m⩽n1
n<k⩽n1

m ̸=k

e−2πiα(m−k)
(

k
m

)iT ∫ H log T

−H log T
exp

{
it log

k
m

− t2H−2
}

dt

∣∣∣∣∣∣∣∣∣∣∣
≪nH log T

+

∣∣∣∣∣∣∣∣∣∣∣
∑ ∑

n<m⩽n1
n<k⩽n1

m ̸=k

e−2πiα(m−k)
(

k
m

)iT ∫ ∞

−∞
exp

{
it log

k
m

− t2H−2
}

dt

∣∣∣∣∣∣∣∣∣∣∣
≪nH log T

+

∣∣∣∣∣∣∣∣∣∣∣
∑ ∑

n<m⩽n1
n<k⩽n1

m>k

e−2πiα(m−k)
(m

k

)iT ∫ ∞

−∞
exp

{
it log

m
k
− t2H−2

}
dt

∣∣∣∣∣∣∣∣∣∣∣
because for k > m, the estimated expression becomes a conjugate of the case m > k. Thus,
by Lemma 3,

I2 ≪nH log T + H

∣∣∣∣∣∣∣∣∣∣∣
∑ ∑

n<m⩽n1
n<k⩽n1

m>k

exp
{
−2πiα(m − k) + iT log

m
k
− 1

4
H2 log2 m

k

}
∣∣∣∣∣∣∣∣∣∣∣

≪nH log T (11)

+ H ∑
l⩽T1

∣∣∣∣∣exp{−2πiαl} ∑
n<k⩽n1−l

exp
{

iT log
(

1 +
l
k

)
− 1

4
H2 log2

(
1 +

l
k

)}∣∣∣∣∣
+ H ∑

l⩾T1

∑
n<k⩽n1−l

exp
{
−1

4
H2 log2

(
1 +

l
k

)}
.

The third term in the right-hand side tends to zero as T → ∞. This, (11) and Lemma 4 lead
to the estimate of the lemma.

4. Exponential Pairs

In the theory of the estimation of exponential sums, the method of exponential pairs is
successfully applied. We shortly recall this method. The exponential sum is as follows:

S def
= ∑

a<m⩽a+h
exp{2πi f (m)}

with a ⩾ 1, 1 < h ⩽ a. The notation x ≫ y means that y ≪ x. Suppose that for x ∈ [a, 2a]
and b > 1/2,

b ≪ | f ′(x)| ≪ b, and S ≪ bκaλ. (12)

Then, the pair (κ, λ) of numbers is called the exponential pair if 0 ⩽ κ ⩽ 1/2 ⩽ λ ⩽ 1.
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For example, the pairs (0, 1) and (1/2, 1/2) are exponential pairs. Moreover, the set of
exponential pairs is convex. Thus, two exponential pairs lead to a new exponential pair.

To extend the set of exponential pairs, usually, besides (12), it is required that f (x) has
continuous derivatives of higher order k, and

ba1−k ≪ | f (k)(x)| ≪ ba1−k. (13)

We will apply exponential pairs for the estimation of trigonometric sums appearing in
Lemmas 5 and 6.

Let
V(β) = ∑

n<k⩽n1

exp{iT f (k, β)}

with 0 ⩽ β ⩽ 1, n1 ∈ [n + 1, 2n], where

f (x, β) = T log
(

1 +
l

x + β

)
, 1 ⩽ l ⩽ n.

Lemma 7. Let (κ, λ) be an exponential pair and n ≪ T1/2. Then,

V(β) ≪ Tκ lκnλ−2κ .

Proof. By the definition of f (x, β), we have

f ′(x, β) =− T
(

1 +
l

x + β

)−1 l
(x + β)2 = − Tl

(x + β)2 + l(x + β)

=− Tl
(
(x + β)2 + l(x + β)

)−1
,

f ′′(x, β) =Tl
(
(x + β)2 + l(x + β)

)−2
(2(x + β) + l),

f ′′′(x, β) =− 2Tl
(
(x + β)2 + l(x + β)

)−3
(2(x + β) + l)2

+ 2Tl
(
(x + β)2 + l(x + β)

)−2
,

f IV(x, β) =6Tl
(
(x + β)2 + l(x + β)

)−4
(2(x + β) + l)3

− 8Tl
(
(x + β)2 + l(x + β)

)−3
(2(x + β) + l)

− 4Tl
(
(x + β)2 + l(x + β)

)−3
(2(x + β) + l), etc.

This gives the estimates

1 ≪ Tln−2 ≪β | f ′(x, β)| ≪β Tl(x + β)−2 ≪β Tln−2

and
Tln−2m+m−1 ≪β | f (m)(x, β)| ≪β Tln−2m+m−1, m ∈ N.

Thus,
bn1−m ≪β | f (m)(x, β)| ≪β bn1−m with b = Tln−2.

These observations show that if (κ, λ) is an exponential pair, then

V(β) ≪β (Tln−2)κnλ ≪β Tκ lκnλ−2κ .
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5. Proof of the Main Theorem

In this section, we will prove the mean square estimate for the Hurwitz zeta-function in
short intervals, Theorem 2. First, we recall the mean square theorem for Dirichlet polynomials.

Lemma 8. Let a1, . . . , aM be arbitrary complex numbers, and 0 ⩽ β ⩽ 1. Then,

∫ T

0

∣∣∣∣∣ ∑
1⩽m⩽M

am

(m + β)σ+it

∣∣∣∣∣
2

dt ≪ T ∑
1⩽m⩽M

|am|2
(m + β)2σ

+ ∑
1⩽m⩽M

m|am|
(m + β)2σ

.

Proof. For β = 0, proof of the lemma can be, for example, found in [6], and is based on the
Montgomery–Vaughan inequality [19]. For β = α, the Montgomery–Vaughan inequality,
where α is from the definition of ζ(s, α), is given in [20].

Proof of Theorem 2. Replace the summation in (4). For T ⩽ t ⩽ T + H, we have

∑
1⩽m⩽qt

1
(m + α)σ+it =

(
∑

1⩽m⩽qT

+ ∑
qT⩽m⩽qt

)
1

(m + α)σ+it

= ∑
1⩽m⩽qT

1
(m + α)σ+it + O(qt − qT)q−σ

T

= ∑
1⩽m⩽qT

1
(m + α)σ+it + O(1).

The same estimates remain valid also for T − H ⩽ t ⩽ T. Therefore, (4) can be rewritten,
for T − H ⩽ t ⩽ T + H, in the form

ζ(σ + it, α) ≪σ 1 +

∣∣∣∣∣ ∑
1⩽m⩽qT

1
(m + α)σ+it

∣∣∣∣∣+ T1/2−σ

∣∣∣∣∣ ∑
1⩽m⩽qT

e−2πiαm

m1−σ−it

∣∣∣∣∣. (14)

Divide the interval of summation 1 ⩽ m ⩽ q1 into partial intervals [nj, 2nj], where nj =

qT2−j, j = 1, 2, . . . . The number of intervals is ≪ log T. Let δ > 0 be a fixed number such
that 1/2 < σ − δ < 7/12, and let σ1 = σ − δ. Then, by (14),

|ζ(σ + it, α)|2 ≪α1 +

∑
j

∣∣∣∣∣∣ ∑
nj<m⩽2nj

1
(m + α)σ+it

∣∣∣∣∣∣
2

+ T1−2σ

∑
j

∣∣∣∣∣∣ ∑
nj<m⩽2nj

e−2πiαm

m1−σ−it

∣∣∣∣∣∣
2

≪σ1 + ∑
j

1
(m + α)2δ ∑

j
(m + α)2δ

∣∣∣∣∣∣ ∑
nj<m⩽2nj

1
(m + α)σ+it

∣∣∣∣∣∣
2

+ T1−2σ ∑
j

1
m2−2δ ∑

j
m−2+2σ

∣∣∣∣∣∣ ∑
nj<m⩽2nj

e−2πiαm

m1−σ−it

∣∣∣∣∣∣
2

≪σ1 + ∑
j
(m + α)2δ

∣∣∣∣∣∣ ∑
nj<m⩽2nj

1
(m + α)σ+it

∣∣∣∣∣∣
2

+ T1−2σ ∑
j
(m + α)−2+2δ

∣∣∣∣∣∣ ∑
nj<m⩽2nj

e−2πiαm

m1−σ−it

∣∣∣∣∣∣
2

.
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Hence, by Lemma 4,∫ T+H

T−H
|ζ(σ + it, α)|2 dt

≪σ H + ∑
j

(
1

(nj + α)2σ1

)
max

nj<k⩽2nj

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

1
(m + α)it

∣∣∣∣∣∣
2

dt (15)

+ T1−2σ ∑
j

 1

n2−2σ1
j

 max
nj<k⩽2nj

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

e−2πiαm

m−it

∣∣∣∣∣∣
2

dt.

In virtue of Lemma 8,

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

1
(m + α)it

∣∣∣∣∣∣
2

dt ≪ H ∑
nj<m⩽k

1 + O

 ∑
nj⩽m⩽k

m

≪ Hnj + n2
j , (16)

and the same bound is true for the second integral in the right-hand side of (15). Now, let
ε > 0 be a fixed arbitrary small number, and ∑1 denote the summation over j such that
nj ⩽ Tε. Then, taking into account (16), we find that the second term in the right-hand side
of (15) can be estimated using the bounds

H ∑1
j

nj

(nj + α)2σ1
≪α H ∑1

j
n1−2σ1

j ≪α H

and

∑1
j

n2
j

(nj + α)2σ1
≪α T(1−σ1)ε log T

because j ≪ log T. Thus, since H ⩾ T27/82, we have

∑1
j

1
(nj+α)2σ1

maxnj⩽k⩽2nj

∫ T+H
T−H

∣∣∣∑nj⩽m⩽2nj
1

(m+α)it

∣∣∣2 dt

≪α H + HH−1T(1−σ1)ε log T ≪α H.
(17)

Moreover, since nT ⩽ T1/2 and σ1 > 1/2, we have the bound T1−2σ ≪ n2−4σ1
j , and similarly

as above, we obtain, by Lemma 8,

T1−2σ ∑1 j
1

n
2−2σ1
j

∫ T+H
T−H

∣∣∣∑nj⩽m⩽k
e−2πiαm

m−it

∣∣∣dt

≪ ∑1 j
1

n
2σ1
j

∫ T+H
T−H

∣∣∣∑nj⩽m⩽k
e−2παm

m−it

∣∣∣dt.
(18)

All that remains is to find estimates for sum ∑2
j

in (15) over j satisfying nj > Tε. For this,

we will apply Lemmas 5 and 7.
By Lemma 5,

∫ T+H
T−H

∣∣∣∑nj<m⩽k
1

(m+α)it

∣∣∣2 dt

≪ nj H log T + H ∑l⩽T1
maxnj<m⩽2nj−l

∣∣∣∑nj⩽k⩽m exp
{

iT log
(

1 + l
k+α

)}∣∣∣. (19)

Lemma 7 asserts that

∑
nj<k⩽m

exp
{

iT log
(

1 +
l

k + α

)}
≪α Tκ lκnλ−2κ

j ,
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where (κ, λ) is an exponential pair. This and (19) give

log T ∑2
j

1
(nj + α)2σ

max
nj<k⩽2nj

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

1
(m + α)it

∣∣∣∣∣∣
2

dt

≪α H log2 T ∑2
j

n1−2σ
j + H log T ∑2

j
∑

l⩽T1

Tκ lκnλ−2κ
j (20)

≪α HTε(1−2σ) log3 T + HTκ H−κ−1 logκ T ∑2
j

n1+λ−κ−2σ
j

≪α H + HT(1+κ+λ−2σ)/2H−κ−1 ≪α H

if we take the exponential pair (κ, λ) = (11/30, 16/30) (see [6]) and 1/2 < σ ⩽ 7/12.
The application of Lemmas 6 and 7 shows that

T1−2σ log T ∑2
j

1
n2−2σ

j
max

nj<k⩽2nj

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

e−2πiαm

m−it

∣∣∣∣∣∣
2

dt

≪ log T ∑2
j

1
n2σ

j
max

nj<k⩽2nj

∫ T+H

T−H

∣∣∣∣∣∣ ∑
nj<m⩽k

e−2πiαm

m−it

∣∣∣∣∣∣
2

dt (21)

≪ H log2 T ∑2
j

n1−2σ
j + H log T ∑2

j
∑

l⩽T1

Tκ lκnλ−2κ
j ≪ H.

Now, (15), (17), (18), (20) and (21) yield the assertion of the theorem.

6. Conclusions

Let ζ(s, α), s = σ + it, denote the Hurwitz zeta-function,

ζ(s, α) =
∞

∑
m=0

1
(m + α)s , σ > 1,

with parameter 0 < α ⩽ 1. In this paper, we obtained the bound∫ T+H

T−H
|ζ(σ + it)|2 dt ≪σ,α H

for fixed 1/2 < σ ⩽ 7/12 and T27/82 ⩽ H ⩽ T7/12. The latter estimate will be applied
to prove the universality of ζ(s, α) in short intervals. More precisely, this can prove that
any analytic in the D = {1/2 < σ ⩽ 7/12} function f (s) can be approximated by shifts
ζ(s + iτ, α), and

lim inf
T→∞

1
H

meas

{
τ ∈ [T, T + H] : sup

s∈K
|ζ(s + iτ, α)− f (s)| < ε

}
> 0

with T27/82 ⩽ H ⩽ T7/12, a compact set K ⊂ D and ε > 0. This is a certain step toward
the effectivization of universality for the function ζ(s, α). The universality of the Riemann
zeta-function in short intervals was obtained in [21] (see also [22]). The main result of this
paper can be generalized for more general zeta-functions, for example, for periodic and
periodic Hurwitz zeta-functions. This will be focused on in our future papers.
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