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1. Introduction

Information is the currency of our era, but whattgsvalue?
Information is not knowledge, and it surely is migdom.
John Lippman

Relevance of the problem

Nowadays activity of any company is based on lamgpeunts of information and
data. Both important and null information is hiddarlarge amounts of data. Effective
discovery and usage of information hidden in data the most important criteria to
increase competitive ability in modern dynamic bess environment. To solve these
problemsdata mining is applied.

The basis of the task of mining frequent sub-segeieand discovery of
association rules is the concept of patterns magpgata relationships. These patterns
discover internal data structure and consistertepet common to data subsets, which
are presented in the form understandable to ai.eses association rules.

The discovery of association rules is applied isibess, financial institutions,
medicine, distance learning and in other spheresrevkarge amounts of information
should be processed and relationships betweersdatdd be discovered.

The discovered data relationships help analysfadter and in a more accurate
way make decisions, therefore, the discovery ad@ason rules is an important task.

The dissertation proposes a new approximate altgorfor mining frequent sub-
sequences, its modifications and the stochastiorigign for discovering association
rules and presents the evaluation of the algorinrars. The results of the algorithms

have been compared with other exact and approxiatgteithms.
The object of the research

The object of the dissertation research is datangialgorithms and methods for
solving the tasks of mining frequent sub-sequeRcesassociation rules. Simulated and

real databases have been used for the describeattebf the dissertation.

The aim and objectives

The aim of the dissertation is to proposeesv approximate algorithm for mining
frequent sub-sequences and association rules sandailifications, and to present the

evaluation of the algorithm errors.



To achieve the overall aim, the following objectveave been set:

e Analyse most frequently used data mining methods$ agorithms for mining
frequent sub-sequences and association rules.

e Design a new approximate algorithar mining frequent sub-sequences.

e Evaluate accuracy, speed and statistical charatbsrof the algorithm.

e Compare the designed algorithm with Apriori, GSRRABE, recursive and
probabilistic ProMFS algorithms for mining frequesetguences.

¢ Implement modifications of the designed algorithonibcrease accuracy and
speed.

¢ Implement the modification of the designed algantho discover association
rules.

e Design software for experiments.

e Carry out experiments with simulated and real daich compare witlother exact

and approximate algorithms.
Scientific novelty

The relevant task of mining association rules sgeaeched in the dissertation. In
order to solve the task a new stochastic algoriibrmmining frequent sub-sequences, its
modifications and the stochastic algorithm for disering association rules have been
proposed and probabilistic characteristics of tgeréhms have been estimated. These
algorithms for mining frequent sub-sequences asd@ation rules are approximate and
scanning a database once discover frequent sulerseggi and association rules. The
evaluation of new proposed algorithms errors hasnbperformed using statistical
methods. The performance of these algorithms isefasomparing with exact and

analysed approximate algorithms for mining frequseri-sequences.
Research methods

The main research methods applied in the dissentatie: search for information,
data simulation, and systemization of informati@nalysis, comparative analysis,
summing-up, statistical analysis, exploratory redeaand experimental research.

Analysing other authors’ scientific and experiméaizhievements in the field of mining
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frequent sub-sequences and association rules ttiedseof search for information, data
simulation, systemization, analysis, comparativalysis, exploratory research and
summing-up have been used. To evaluate the desajgedthms experimental research

method andtatistical analysis have been used.
Practical significance

During the research the stochastic algorithm foning frequent sub-sequences
and its modifications SDPA1, SDPA2 and the stocbaalgorithm for discovering
association rules have been designed. Softwarechwhmplements Apriori, GSP,
SPADE, recursive, ProMFS, the stochastic for mirfiregjuent sub-sequences, SDPA1,
SPDA2 and the stochastic for discovering associatidesalgorithms, was designed.

This software has been used to carry out reseaitisgrepared for real usage.
Defended statements

e In the dissertation designed stochastic algorithon rnining frequent sub-
sequences, SDPA1, SDPA2 and stochastic algoritimrdi$oovery of association
rules are approximate but fairly accurate and fast.

e SDPA1 algorithm is the modification of the stochastlgorithm for mining
frequent sub-sequences, which increases the agcwfathe algorithm when
parameteg < [0,6; 1] is chosen.

e SDPAZ2 algorithm is the modification of the stochastlgorithm for mining
frequent sub-sequences, which uses frequent omesitd-sequences discovered
by chosen exact algorithm for mining frequent sefuences. SDPA2 is more
accurate than the stochastic algorithm for mininggdient sub-sequences and
SDPAL.

Approbation and publications of the research

The main results of the research have been puldlish& scientific publications,
the results have been presented in 2 internatieciahtific conferences and 5 national

conferences.



The scope of the dissertation work

The dissertation is written in Lithuanian. The digation consists of five
chapters, the list of references and appendices. chapters of the dissertation are:
Introduction, Discovery of association rules, Alglmams for mining frequent sub-
sequences, Stochastic algorithms for mining fregueib-sequences, Results of the
research, General conclusions. The scope of treentiidion: 125 pages, 10 tables, 21

pictures, 4 appendices. Reference to 108 resobesebeen made in the dissertation.
2. Discovery of association rules

Association rules enable us to estimate the relslipp among consistent patterns
of events or processes or in other words relat@wsirfacts of events. Discovery of
association rules is one of the most importantwaidiely researched task in data mining,
which was first introduced and researched by R.asgl. The aim of the task is to
extract interesting relationships among data, comnpatterns, association and
randomnessf data structures from databases and other data owzses.

Let, a set={iy, i2, ..., h} containn items,D be a database of transactions, where
each transactioil consists of a set of items, which belonglta.e. T < I. The set of
items X c | belongs to transactiofn only then ifX < T. The set of itemX is called an
itemset. The itemset which contaikstems is calleck — itemset. The support of the
itemsetX, markedsupp Xis the number of transactions, where this iteriss#te subset
of transactions. The itemset is called frequentefietition is not less than indicated
minimum supportin_supp

Definition 1. An association rule is an implication of the foka>Y, where
itemsetsXcl, YclandXNY=.

Definition 2. Support of the association rule is called a value

supgX =Y) = W



Definition 3. Confidence of the association rulé=Y is called a value
sup X uY)
supg X)
transaction on condition that, the itemXes in it.

conf(X =Y)= , l.e. conditional probability that the items¥tis in the

Discovering association rules these values aree@fiminimum support of the
association rulenin_suppand minimum confidencenin_conf

Discovering association rules, it is considered Hiathe analysed items are the
same (homogeneous). If information on the attriouf an item to a specific group of
items is added to the transaction, extended tréinsaccould be analysed.

Analysing extended transactions association rulésch relate item groups and
separate items with groups of items, etc., coulddiseovered. The association rules
which include items from different hierarchy levelse called generalized association
rules.

There are a lot of algorithms designed for discigerassociation rules.
Estimation of the number of association rules i é3sential problem. Big number of
association rules, which are obvious or are abslylutseless i.e. uninteresting, is often
discovered, therefore, the interest parameter néigdized association rules can be used.

Discovery of association rules refers to the armdnotonous property, i.e. any
k — item itemset is frequent only then if all contalr(k-1) — item itemsets are frequent.

In general the task of the discovery of interest@sgociation rules is defined as
follows:

Let D be the set of transactionspe the set of items, which have hierarchical
relationships. We need to find expressigasY, which are generalized association rules,
support of which is not less than defined minimgdmort valuemin_supp confidence is
not less than defined minimal confidence valmen_conf and the ruleX=Y is
interesting.

Discovery of association rules consists of two step

1. Discovery of the set of frequent items or su@puemces.

2. Creating an association rule according to defiset of frequent items or

sub-sequences.



Association rules are new knowledge from storea@,dahich are understandable
and useful for consumers. Discovery of associatibes is widely applied in practice for

different tasks in genetics, medicine, marketimgarice, etc.
3. Algorithm for mining frequent sub-sequences

Algorithms for mining frequent sub-sequences amsbeiation rules are divided
into two groups: exact algorithms and approximdgorthms. Exact algorithmsor
mining frequent sub-sequences started to be desglsimce 1995. These algorithms are
acting thoroughly scanning the original databaseeral times, which leads to time-
consuming, but exact algorithms are irreplacealleen it is necessary to provide
accurate results. These algorithms are appliedltang genetic, biological, medical and
similar tasks in which the main goal is accura@t, trme consumption. Exact algorithms
are designed using one of the following method@sgApriori; FP - Growth; Eclat.

The database of transactions consists of manyrdiftatems, which can create a
large amount of sub-sequences (itemsets). Agrawdl @rikant applied downward
principle for designing sub-sequences, ke- item itemset is common, if it consists of
frequent k-1) — item sub-sequences. This frequent itemset degiggiple is called the
Apriori principle. Frequent one-item sub-sequenees determined by scanning the
database, then two-item sub-sequence candidategemerated and the database is
scanned to determine the support of candidates. droicess is repeated until no longer
frequent k+1) — item sub-sequence candidates are generated femuent k- item sub-
sequences. This methodology is based on Apriork @& other algorithms.

Frequent pattern — growth methodology for mininggfrent sub-sequences does
not apply sequence-candidates generating principlés methodology is based on
divide — and- conquer principle. First time scanning the datatzbst of frequent items
is generated, the items in it are arranged in dwbog order of support. Based on the list
of frequent items, the database is transformed inéguient sub-sequence tree, i.e.
FP—tree which stores information about associationitefns. This methodology is
based on PrefixSpan, LAPIN and other algorithms.

Zaki proposed Eclat methodology examines data gtore vertical format. First

scanning the database all frequent emtem sub-sequences are identified.
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(k+1) —length sub-sequences are created ug&indength frequent sub-sequences, i.e.
the Apriori principle, however, depthsearch methodology is used which is similar to
FP— growth. Generatingk1) — length sub-sequences subordination in the traioseaist
taken into account. This methodology is based oACdE, SPAM, PRISM and other
algorithms.

The number of tasks of mining frequent sub-sequgnebkich accept errors made
by algorithms, is growing. Often, the main test tbé task is time, therefore, this
condition is fulfilled only by approximate algoritts. Many activities seek to get a quick
answer to the question "What object (or objectgais) the most frequent?" but they do
not need the exact number of frequent object (geatd) in the database, therefore,
accuracy can often be sacrificed for significamilyher speed in obtaining results.

Approximate algorithms for mining frequent sub-sexces are faster than the
exact mining algorithms, because they are usualblied not to the entire database, but
to smaller sample of the database. The stratefi@gproximate algorithms are based on
MRA (Multi Resolution Analys)s PAC Probably Approximate Correcand Shannon’s
sampling theorems. Solving tasks of business, @i@markets, insurance, consumer or
customer behaviour, telecommunications, etc., ermade by approximate algorithms
are acceptable, as often the main test of theitaBine and the answer to the question
"What object (or objects) is the most frequent?tisre important than to get the exact
number of frequent object (or objects) in the das&) therefore accuracy can often be
sacrificed for significantly higher speed in obtagresults.

ApproxMAP (Approximate Multiple Alignment Pattern Miningalgorithm,
instead of the discovery of exact frequent sub-seges identifies sub-sequences which
are often used in many other sub-sequences. Tdusitim scans the original database
several times searching for approximate sub-seesenc

ProMFS Probabilistic Algorithm for Mining Frequent Sequesc algorithm is
based on probabilistic characteristics which defiam positions in the main sequence,
and generate new considerably shorter model sequesich is analysed by GSP
algorithm and estimates frequent sub-sequencdseirs¢quence and indicates frequent

sub-sequences in the original sequence of the asgalProMFS algorithm is based only
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on empirical experiments and observations on how dlgorithm acts in different
databases, but it does not have theoretical estiofagrrors made by the algorithm.

RSM (Random Sampling Methp@dnalyses not the entire original database but
much shorter random sample of the database. Rarsimansequence with the same
probability is generated. Errors are estimated tandard methods of mathematical
statistics, i.e. based on the properties of binbmdigtribution for a sample with
replacement and hyper-geometric distribution faaeple without replacement and by

the central limit theorem.
4. Stochastic algorithms for mining frequent sub-sequeces

New proposed stochastic algorithms are approxinidte. aim of the algorithms
is to discover frequent sub-sequences in largebdats and distinguish association
rules. The advantage of these algorithms is treatiltabase is scanned once and random
length sub-sequences are randomly selected oreamifthe lengths of selected and
omitted sub-sequences are distributed accordinghéo uniform distribution. These
algorithms allow us to combine two important tests, time and accuracy. Error
probabilities of the designed stochastic algoritlaresestimated using standard statistical

methods.

New proposed stochastic algorithm for mining frequat sub-sequences

The databasP is analysed. To discover frequent sub-sequence®naly chosen
random length sub-sequences are analysed. As ithere information that some items
occur more often than others in the database, ismlbtvious that any item can be in the
frequent sub-sequence with the same probabilityalldtems. This probability is defined
asq. It is noticed that the number of analysed suhisaqges is distributed according to
the uniform distribution with parametey, and the spacingengths between the two
analysed sub-sequences are also distributed angotdithe uniform distribution with
parameten.

The support of the sub-sequence is equal to thposupmong all selected sub-
sequences. Relational support of the sub-sequenegual to the support among all

selected same length sub-sequences.
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Let, when analysing the databaBe randomly chooséN (number of samples)
various length sub-sequencaswhich are grouped according to the length of sub-
sequences. The support of the sub-sequesggs (g) of particular lengtlk is calculated

according to the formula:
N
sup(s,) :Wk’ wherek =1, 2, ...,n, (1)

Nk the number of sub-sequences of particular leniths the number of all sub-
sequenceg is the length of sub-sequencas maximum length of sub-sequence.

The sub-sequence refers to the set of frequentsegbences, if the support
exceeds the defined minimum support vahia_suppi.e. sSupp(g) = min_sup.

The stochastic algorithm for mining frequent subtsnces is approximate;
therefore, the first and second type errors arsiples

The first type error is when the sub-sequencereguent, but the stochastic
algorithm does not recognize and refer to the SBequent sub-sequences.

The second type error is when the sub-sequena fseguent, and the stochastic
algorithm refers it to the set of frequent sub-ssmes.

The statisticp,, p,, which satisfy the inequality? (p:<p<pz) = yare chosen. The
interval [ps; p2] is called a confidence interval of the parametefhe numbey is called
a confidence level. The test of accuracy of thetsstic algorithm is the bound of
confidence interval of the discovery of the subtsatre.

The bound of confidence intervals are estimategring to the formulas:
p1=1— Betalnv(l_Ty, n—Kk, k+1); (2)

p, =1~ Betalnv((l—l;zy), n—k+1,k): (3)
where p1 and p2 are the bound of confidence intervamsjs the number of all sub-
sequenceg is the number of the particular sub-sequence appeaBetalnvis quintile
of the beta distributionyis confidence level.
Probability of the first type error is whee< y.
Probability of the second type error is wimny.
General scheme of the stochastic algorithm for mgrfirequent sub-sequences:

Step 1. The database file is scanned.
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Step 2. Maximum value n of the sample sub-sequesdaput. The value defines
maximum length of the sub-sequence, which coulthken for further analysis.

Step 3. The initial valug is input. The value of the variakigs in the interval [O; 1].

Step 4. The empty file of results is created. AAlb-sequences selected processing the
algorithm will be stored in the file. In the fildl ®sub-sequences are stored ranged by
length and support which is calculated accordinfptmula (1).

Step 5. The value of the varialeis generated. The value is distributed according to
uniform distribution and is in the interval [O; 1].

Step 6. Itis checked if valugis greater than valug i.e. if inequality g>g is true.

Step 7. If inequality>g is true, then the lengthof sample sub-sequence is calculdigd
the formulal = round (g-n), i.e. the number which indicates what length saQuence
should be taken. The length of the sample is inrttexval [1;n]. If the number of items

in the transaction is less than generated lengdawiple sub-sequence, then all items of
the transaction are taken and then another traosastproceeded.

Step 8. The lengtht of the omitted sub-sequence is calculated by thendla
t=round(g-n). This number is in the interval [b]. This value is used to estimate the
length of the omitted sub-sequence before otheatiten. If the number of left items in
the transaction is less than the calculated omigedth sub-sequence, then all left items
of the transaction are omitted and then anothes&etion is proceeded.

Step 9. If valugg is greater than the value of parameajer.e. inequalityg> g is false,
then none item is omitted. In this case, the lergjtithe omitted sub-sequence equals
zero.

Step 10. The sub-sequenseof calculatedlength is takenThe length of this sub-
sequence was calculated in Step 7.

Step 11. The list of the results is scanned faectet sub-sequense

Step 12. If the sub-sequenseis in the list of the results, then sub-sequenambrer
indicator is increased by one.

Step 13. If sub-sequenseis not in the list of the results, then a new seluence is

added to the list and sub-sequence number indiegtoals to one.
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Step 14. It is checked if the end of the databdseid not reached. If the end is not
reached, the calculated length sub-sequence igeainithe length of the omitted sub-
sequence was calculated in Step 8 or equated adrz&tep 9.
Step 15. After the sub-sequence is omitted newesdjlandg are generated, the values
are in the interval [0, 1]. Then it is revertedStep 6 and all steps of the algorithm are
repeated till Step 14.
Step 16. If the end of the database file is reactiegh the obtained file of the results is
arranged where sub-sequences are ranged by thé k@mg support which is calculated
according to formula (1). The number of particdlemgth sub-sequences equals to the
value of sub-sequence indicator described in Skepntl Step 13.
Step 17. The result of stochastic frequent sub-esecpl algorithm is sub-sequences,
which are ranged by length and support,Result:=uws, wherek =1, 2, ... n.

These modifications have been accomplished tchastic algorithm for mining
frequent sub-sequences:

1. Parametersg| or g of the stochastic algorithm for mining frequenbsequences
are input and are consistent throughout the prock#ise algorithm. If both parameters
are captured, the inequaligyq is always true and the sub-sequence, the lengirizh
iIs equal to zero, is never omitted throughout tmecgss of the algorithm, or the
inequalityg>q is always false, and no sub-sequence is omitted{he entire database,
where all items are divided into certain length -selquences, is omitted. This
modification of the stochastic algorithm for minifrgquent sub-sequences is marked as
SDPAL.

2. Randomly selected random length sub-sequehcesntaining at least one
frequent one- item sub-sequence identified by the exact algoritbr mining frequent
sub-sequences, are analysed by the stochasticithfgofor mining frequent sub-
sequences. This modification of the stochastic rdlym for mining frequent sub-
sequences is marked as SDPAZ2.

For estimating errors in modified stochastic aillpons SDPA1, SDPA2 the same
methodology is used as in th®chastic algorithm for mining frequent sub-seaesn
The scheme of the stochastic modified SDPAL algarifor mining frequent sub-

sequences (whaqvalue is fixed/ wheig value is fixed):
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Steps 1- 4. Do not change.

Step 5. Does not change / The value of the varigleinput, which does not change
throughout the process of the algorithm. The vaue the interval [O; 1].

Step 6. Does not change / It is checked if vgligegreater than valug i.e. if inequality
g>q s true.

Steps 7 — 14. Do not change.

Steps 15. After the sub-sequence is omitted theesaatueq, in the interval [O; 1], is
used. Then it is reverted to 5 and all steps ofalgerithm are repeated till Step 14. /
After the sub-sequence is omitted the new vaum the interval [0; 1], is generated.
Then it is reverted to Step 5 and all steps ofalgerithm are repeated till Step 14.
Steps 16- 17. Do not change.

The scheme of the stochastic modified SDPAZ2 algarifor mining frequent sub-
sequences:
Step 1. Does not change.
Step 2. The initial valug is input. The value of the variabtgis in the interval [O; 1].
Then frequent one-item sub-sequences, which ardifigel by another exact algorithm
for mining frequent sub-sequences, are input.
Steps 3-9. Do not change.
Step 10. It is checked if in the sub-sequesg¢entended for selecting, there is at least
one frequent one-item sub-sequence, which wasifgehtn Step 2. If the condition is
true, then the sub-sequence of the calculated Heisgselected. The length of the sub-
sequence was calculated in Step 7. In other case,19 is processed.
Steps 11 16. Do not change.
Step 17. The result of the stochastic algorithm APDHor mining frequent sub-
sequences is sub-sequences with at least one friegone-item sub-sequence, identified
by the exact algorithm for mining frequent sub-s=ees. In the file of the results these

sub-sequences are ranged by length and suppoRgselt: = wks,, wherek=1, 2, ...n.

The new proposed stochastic algorithm for discovenmg association rules

The discovering of association rules consists af steps: mining of frequent sub-

sequences and discovering association rules frersghof frequent sub-sequences.
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Features, that design association rules from freigsieb-sequences, are added to
the stochastic algorithm for mining frequent sufjesnces. This algorithm is called the

stochastic algorithm for discovering associatioesu

The scheme of the stochastic algorithm for disdageassociation rules:
Step 1. The database file is scanned.
Step 2. Maximum valuen of the sample sub-sequence is input. The valueneefi
maximum length of the sub-sequence, which coulthken for further analysis.
Step 3.The initial valugis input. The value of the variable q is in theemal [O; 1].
Step 4. Minimum sub-sequence support vahile_supps input.
Step 5. The empty file of results is created. Albsequences selected processing the
algorithm will be stored in the file. In the fildl ®sub-sequences are stored ranged by
length and support which is calculated accordinfptmula (1).
Step 6. The file of the results of the associatuges is created Designed association
rules will be stored in the file.
Step 7. The value of the varialges generated. The number is in the interval [0; 1]
Step 8. It is checked if valugis greater than valug i.e. if inequalityq > g is true.
Step 9. If inequalityy > g is true, then the length | of sample sub-sequéncalculated
by the formuld =round(g:n), i.e. the number which indicates what length sauence
should be taken. The length of the sample is inritexval [1;n]. If the number of items
in the transaction is less than calculated lenfitample sub-sequence, then all items of
the transaction are taken and then another traosastproceeded.
Step 10. Random value, which indicates the kelength sub-sequence to be omitted, is
calculated by the formula= round (g-n). This number is in the interval [h]. The value
Is used to estimate the length of the omitted ®dusnce before other iteration. If the
number of left items in the transaction is lesstkize length of the calculated omitted
sub-sequence, then all left items of the transactoe omitted and then another
transaction is proceeded.
Step 11. If valugy is greater than the value of paramefer.e. inequalityq > g is false,
then none item is omitted. In this case, the lergjtithe omitted sub-sequence equals

Zero.
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Step 12. The process of taking calculated lengthsaquences is performed. The
length of this sub-sequence was calculated in Step

Step 13. The list of the results is scanned farctetl sub-sequense

Step 14. If the sub-sequenseis in the list of the results, then sub-sequenambrer
indicator is increased by one.

Step 15. If sub-sequenaeis not in the list of the results, then a new seluence is
added to the list and sub-sequence number indiegtoals to one.

Step 16. It is checked if the end of the databdseid not reached. If the end is not
reached, the calculated length sub-sequence igeainithe length of the omitted sub-
sequence was calculated in Steps-10.

Step 17. After the sub-sequence is omitted newesdjlandg are generated, the values
are in the interval [0, 1]. Then it is revertedStep 8 and all steps of the algorithm are
repeated till Step 16.

Step 18. If the end of the scanned database fileashed, then the obtained file of the
results is arranged where sub-sequences are rdnygtek length and support which is
calculated according to formula (1).

Step 19. The sub-sequences, which are ranged pyhlemd support, are saved in the
file, i.e. Result = wks, wherek=1, 2, ...n.

Step 20. All sub-sequences with the support no$ sn indicated support value
min_suppand the number of items in the sub-sequence st lean two items, are
selected.

Step 21. Association rules are created from evaloysequence.

Step 22. The support (percentage) is calculate@very created association rule by the

formula: supgX =Y) = W-NO%.

Step 23. The confidence (percentage) is calculmedvery created association rule by
supg X uY)
sup X)

Step 24. The result i.e. association rules, supgmitconfidence of the association rules

the formula:conf(X = Y) = -100%.

are saved in the file of the results created i $te
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Statistical characteristics

Statistical hypothesis is any inference about tis&ridution or parameters of the
distribution of all the features of the analyset se

The statistical hypothesis test is the rule thacHges the hypothesis rejections
based on values of random sample.

The main inference about the distribution or itsrapaeters is called null
hypothesidHo. Alternative inference, opposite to null hypotlsesi marked;.

In order to determine which of the hypotheses @bative, a variety of statistical
methods is used. In this case, evaluation of staldests is chosen.

The set of supports of sub-sequences is createeh Tiechange moment of
statistical characteristics is defined.

There are two independent samples, the values whveren; andn.. In the first
sample there ark; items with particular value of the feature founddan the second
there arek. items found.

The null hypothesis states that the proportionthefmost frequent sub-sequences
are identical in the database from which the sample taken and the alternative
hypothesis states that the probabilities are urlequa

Ho: r1=ry;
Hi1: ri# ro.

From the rule of anti-monotonous it is obvious tifidto is true then analysed sub-
sequences are frequent and the alternative hypstlséstes that from analysed sub-
seqguences greater length sub-sequence is not feque

In the test hypothesiblo statistics of feature detection probabilgguality in
samples can be evaluated in various ways. Thestas$ticsu constructed in such a way
that if the hypothesiblo is true, it would be distributed according to gtendard normal

distribution. The test statisticsis calculated by the formula:
dl_dz

n+n, n+n, n n

Let’s indicated = (kitko) / (n1+n2), then the formula is:

u=

wheredi=k1/n1 andd>=k2/na.
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Falid)

The test statisticacan also be evaluated this way:

z=@am9nﬁﬂ—2am9nﬁ£)/liﬂl.

n+n

Evaluation of assumptions

To determinghe moment of the change of sub-sequence chastatsra model
in which the most frequent sub-sequence (e.g. mdrkeket) is determined by the
maximum likelihood method. The length of the fregusub-sequences is determined by
the monotony rule i.e. the subset of frequent |dusences is frequent sub-sequence. In
the model for determining the moment of changeegugnce characteristics the support
of the most frequent sub-sequent is calculatedprdarg to the length. Next these are
applied:

¢ the length of the analysed sub-sequence is lesstligaparticular length, then the
support of the analysed sub-sequence is almostargns

e the length of the analysed sub-sequence is gré®arthe particular length, then
the probability of the analysed most frequent sedpaence starts to decrease.

In this case, a binary procdassdesigned, there two parallel particular length-s
sequenceb andli+1, ie[1, N] are analysed. The value of the binary process is:

e equal to one, if the statistical test does not reahtt the hypothesis of the
probability of appearance of two parallel lengtb-sequences match;

e equal to zero, if the probability of appearance teb parallel length sub-
sequences significantly differ.

The moment of the change of characteristics ofhiinary process allows us to
determine the length of the most frequent sub-sszpee (the size of the market basket,
l.e. how many items make up the most frequent ntabkesket). As the number of
appearance of two parallel sub-sequences in th@lsans distributed according to the
binomial law, logarithmic likelihood function carelereated to determine the charmnde

the probability of appearance of the most frequseibtsequence:
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k! (N — k)!
kil (k—k)! (K—k)! - (N—k—K + ky)!
(1 = p,)NkKtks,

fk) = e (L= p)F gy

Logarithmic probability function is derived:

k—Ic, K—k; N-k—-K+kq
ln(f(k)) Zlnt—Zlnl—Zlnl+Zlnl—Zlnl— Z Ini +
kq k—k; K—k; N-k—-K+k;
+Zlnp1+ Zln(l—p1)+ Z Inp, + Z In(1 —p,),
i=1 i=1 i=1 i=1

wherek — the moment of the change of characteristics ofhtinary processk; — the
number of matching of probability support till tetbange momenk. — the number of
matching of probability support after the changenmeat,N — maximum length of sub-
sequenceK - the length of the analysed sub-sequence. TheHasfghe most frequent
sub-sequence corresponds the minimum value of itbgac probability function. It is
convenient to introducminimizing function as the difference of two adjat&alues of
this function, which is equal to:
In(f(k)/f(k—1)) =

=Ink —In(k —k;) —In(N—k+1)+In(N—k —k; +1) +In(1 — py) + +In(1 — p,),
if k" value of the binary process equals to O.

If k™ value of the binary process equals to 1, tiendifference of adjacent values
of probability function is equal to:
ln(f(k)/f(k —1)==Ink—Ink; —In(N—-k+1) +In(K — k; + 1) + Inp, + Inp,,

k
wherep; = ,p2 =

The minimum of the probability function coincidesthvthe value of the first
variable k, where the difference of two adjacent values of finisction is positive.
Calculations are started with the initial valke O. It is easy to notice, that the initial

value of the probability function is:

N K ~K
ln(f(O)) =Zlni—Zlni— Z Ini + K -Inp, +In(1 —p,) - (N — K).
i=1 i=1 =

For calculating values of the logarithmic likelidbdunction recursive formulas

can be used:

e if K"value of the binary process equals to zero, then:
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ki(k +1) = ky(k), ky(k +1) = kp(k);
e if K" value of the binary process equals to one, then:
ki(k+1)=k,(k)+1, k,(k+1)=k,(k)— 1.
After evaluation of the test statistics and theuealof the likelihood function, the
assessment of probability assumptions is carriedWhen the alternative hypothesis is

two-sided, the obtained valuecorresponding tgaluep is calculated as follows:
p = 2-(1— NORMSDIST (ABS())).

p — value determines probability risk, that omittiHg the first type error will be
made, thereforeblo can reasonably be omitted only if valpes not big, insignificant,
less than common, traditional levels of significar(©.1; 0.05; 0.01 or 0.001). Value
p — defines the likelihood of hypothesido, i.e. the probability that the statement
corresponds the reality, therefore, the greater vhileie p the more confident null

hypothesis is.

5. Experimental research

Experimental research with the stochastic algortit@asigned in the dissertation
has been carried out using artificially generated r@eal data.

Computer running at 2.5GHz with Intel(R) Core(TMy}-3210 processor, 4GB
RAM memory has been used for experimental reseafghiori, GSP, recursive,
SPADE, ProMFS algorithms, the stochastic algorithon mining frequent sub-
sequences, its modifications SDPA1, SDPA2 and thmchastic algorithm for
discovering association rules have been implememsgty Object Pascal programming

language.

Experimental databases

Experimental research has been carried out usiaf database of purchase
transactions, real database of the topics of pnajlects and generated databases.

Designed software has been used for generatinpatza.

These databases have been used for experimesgalca:

1. Generated databases.
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2. Real database of the topics of final projects dhius kolegija / University of
Applied Sciences Faculty of Electronics and InfatiosaComputer Programming
study programme during 200602013. The database consists of 1,030 topics.

3. Real database of UAB “Arsuna“ ongyear purchase transactions. The database

consists of 400,000 transactions.

Accuracy research of new proposed stochastic algthim for mining frequent
sub-sequences and SDPA1, SDPA2 algorithms

100 files of databases have been generated faxiheriment, the size of which is
200,000 symbols, i.e. 2,000 lines, 100 symbols Ipex. The database consists of
symbolsA, E, I, N, $i.e.l = {A, E, I, N, $ The sub-sequenc8lENAhas been inserted
among these symbols. The files of the database Meen generated with these
probabilities: sub-sequen@ENAIinsertion— 0.2; symbolA - 0.15; symbolE - 0.15;
symboll — 0.15; symboN - 0.15; symbo5- 0.2.

These files are processed by new proposed stochakforithm for mining
frequent sub-sequences, SDPA1, SDPA2 algorithmstih@$s every. Maximum length
of sub-sequence — 5 symbols — has been chosemn @xmdriments. In new proposed
stochastic algorithms parametgris used generating the value of the sub-sequence
sample and determining if random length sub-secuenit be omitted after the sample.
After the experiments, average time needed to pmame file was estimated when
valuesq are different. During the experiments the reliaméethe results of SDPA1
algorithm on the value of parametge(0; 1). Average time of one file process by
SDPAL algorithm is presented in Figure 1.

Experimental results show that the higher the valuthe parametey, the faster
the time of process of the algorithm increasedrexgiently random length sub-sequence
IS not omitted. File processing time begins to éase whemg > 0.6. Wheng = 1, file
processing time increases as sub-sequence is nitedmand the entire database is
divided into sub-sequences.

In the experiment frequent sub-sequences have hiedarmined by GSP,
stochastic algorithm for mining frequent sub-seaqasn SDPA1 and SDPAZ2 algorithms
when the length of the sub-sequence is 5. Proggsktabase files by GSP algorithm
minimum supportmin_supp1,000 has been chosen, and by SDPA1 algorithmystea
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g=0.5 has been chosen. All algorithms have ideutifree same frequent sub-sequences,
only the number of sub-sequenadiffers. The number of frequent sub-sequences is
approximately 4 times less of SDPA1 algorithm, wkign chosen value of the parameter

g is 0.5. The number of frequent sub-sequencespapnately 2 times less of SDPA2

1000 )
800

600

algorithm.

400

Time (seconds)

200

0 - | | | | | | | | |
0,01 0,12 0,2 03 04 05 06 0,7 08 09 |1
Value of parameterg

Fig. 1. SDPA1 algorithm process duration reliancevalue of parametey.

Comparison of the total number of frequent sub-saqges for different values of

the parameteg is given in Figure 2.
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Number of frequent sub-sequences

Fig. 2. Total number of frequent sub-sequenceaneé on the value of the
parameteg of SDPAL algorithm

These databases have been processed by AprioR, GBADE, recursive,
stochastic, SDPA1, SDPA2 and ProMFS algorithmsApriori, GSP, SPADE and

recursive algorithms selected minimal sub-sequemscgport is min_supp200,
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min_suppg500, min_supp1,000. Model set designed by ProMFS algorithm besn
analysed by GSP algorithm, whemn_suppg6, min_supg15, min_supp30. The value
of the parameteg for SDPA1 algorithmg=0.3. Average time for processing databases
by the algorithms is presented in Figure 3.

The results of the experiment showed that thet leage consumption is by

SDPAL1 algorithm, and the greatest time for procepsilatabases is of recursive

algorithm.
2200
2000
1800
1600 ® Recursive
:g 1400 B Apriori
§ 1200 = GSP
< 1000 u SPADE
‘E 800 u ProMFS
600 = SDPA1
400 ® Stochastic
200 m SDPA2

0

0,1 0,25 0,5
Minimum support (%)

Fig. 3. Average processing time of Apriori, GSPABE, recursive, ProMFS,
stochastic, SDPA2 and SDPA1 algorithms.

The research of the accuracy of stochastic frequésub-sequences algorithms
SDPA1 and SDPA2

During the experiment 19 groups of databases h@aen lyenerated. Each file
group consists of 100 files. All 1,900 files haveeh processed by the stochastic
algorithms for mining frequent sub-sequences, SDBAd SDPA2 algorithms 80 times
every.

During the experiment first and second type eraodrstochastic algorithms have
been estimated

A sub-sequence refers to the set of frequent sgbesees if its minimum support

min_supp> 0.07, whery=0.95.
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Confidence intervalp: andp. have been calculated according to the formulas (2)
and (3) in every database. The confidence intexi/ttie stochastic algorithm for mining
frequent sub-sequence is [0.95; 0.99].

Confidence intervalp: andp, of SDPAL algorithm have been calculated in every
database with different values of the paramgtef the stochastic algorithm. Estimating
the results of the experiment the determined cenfié interval is [0.95; 0.99].

Confidence intervalp: andp, of SDPA2 algorithm have been calculated in every
database. The confidence interval of SDPA2 algorith[0.97; 0.99].

The average first type error of stochastic algponitfor mining frequent sub-
sequences is 2.38 %, the average second typeisrBob8 %. The average first type
error of SDPAL algorithm is 2.4 %, the second tgper is 5.6 %. The average first type
error of SDPAL algorithm is 1.3 %, the average sddgpe error is 3.12 %.

The research of the database of the topics of fihprojects

During the experiment the database of the topic$inal projects of Vilniaus
kolegija/ University of Applied Sciences Faculty dlectronics and Informatics
Computer Programming study programme during 20Q013 (13 academic years) has
been researched. The database consists of 1,086.top

The aim of the experiment is to estimate the mesjuent words in the topics of
final projects and to discover association rulesagthe most frequent words.

During the experiment, one word is regarded asglesiitem. For example, the
topic is “UAB “Skado medis” interneto svetain then i:=UAB, i,=Skado,iz=medis,
Is=internetojs=svetaire.

During the experiment the database of the topicknal projects is analysed by
exact SPADE algorithm and approximate ProMFS allgorj the stochastic algorithm
for mining frequent sub-sequences, SDPA1 and thehastic algorithm for discovering
association rules. During the experiment the vabfiethe parametelg of SDPA1l
algorithm equals 0.5.

During the experiment all algorithms (SPADE, ProMBf&chastic algorithm for
mining frequent sub-sequences, SDPA1l and the stbchalgorithm for discovering
association rules) determined these most frequeemisi (words): Programa; UAB;
Sistema; Svetain Tvarkymo; Modulis; Apdorojimo; Zaidimas.
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Speed comparison of approximate ProMFS and stackalgbrithm for discovery
of association rules SDPAL in the database of dpecs of final projects of Computer
Programming study programme depending on the difimeimum suppormin_supps

presented in Figure 4.
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Fig. 4. Comparison of the speed of approximate odh

The results of the experiment proved the conclusibthe ProMFS algorithm
author dr. R. Tumasonis who states tRadMFS algorithm is effective (much shorter
time consumption), when minimum support is compat large The defined
minimum support does not influence the efficiendystochastic algorithm because
frequent sub-sequences are chosen randomly. The wAlminimum support influences
only the number of created association rules.

The most frequent words in the topics of final pot¢ during 2006- 2013 are:
UAB, Programa SistemaSvetair, Tvarkymo Modulis, Apdorojimq Zaidimas During
the experiment chosenin_supp= 0.01.

Frequent 2item sub-sequences and their support, when supp= 0.01 are
presented in table 1.

The stochastic algorithm for discovery of asseomatrules has determined
association rules and calculated the support andfidemce of association rules

Association rules with minimum confidenogn_conf= 2% are presented in table 2.
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Table 1. 2- item sub-sequences and the support.

Sub-sequence Support
{UAB, Programa 0.11
{UAB, Sistema 0.08
{UAB, Svetair} 0.04
{UAB, Tvarkym¢ 0.06
{UAB, Modulis} 0.02
{UAB, Apdorojimg 0.03
{Programa,Tvarkymg 0.01
{Programa,Apdorojimg 0.02
{Sistema, Tvarkymo 0.01
{ Sistema, Apdorojinjo 0.01
{Tvarkymo Modulis 0.01
{ Apdorojimq Modulis} 0.01

Table 2. Association rules.
Sub-sequence Support Confidence, %
UAB = Programa 0.11 39.41
UAB = Sistema 0.08 18.53
UAB = Svetair 0.04 5.88
UAB = Tvarkymo 0.06 5.29
UAB = Modulis 0.02 2.35
UAB = Apdorojimo 0.03 3.24
Programa= Tvarkymo 0.01 3.39
Sistema= Tvarkymo 0.01 5.21
Sistema= Apdorojimo 0.01 4.35
Tvarkymo= Modulis 0.01 6.67
Apdorojimo= Modulis 0.01 11.25

Final projects of Computer Programming study paogme have practical value,
as they were intended for particular companiesgéneral, programs or systems are
designed for a particular customer(s), but a Igoge of the final projects includes
website design. Less often module or game developare chosen.

In the period 2000 - 2013 among all final proje&®.23% were different
applications Programa) 22.04% different systemsSictema) 13.69% Websites
(Svetair), 6.02 % different modeldv{odulis) and 2.62% gameZéidimas) 3.4 % were

other topics.
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The research of the database of transactions

The database of transactions, which consists 6000 transactions has been
analysed. All analysed items in the database amogenous. The market basket
contains items with the same attributes, excepttitiee The database contains 25
different title items.

The database of transactions has been process#t [syochastic algorithm for
mining frequent sub-sequences, algorithms SDPAIRAD) SPADE and probabilistic
algorithm ProMFS for mining frequent sequences.iuthe experiment the value of
minimum support has been chosemn_supp= 0.02; 0.04; 0.06; 0.08; 0.1; 0.2; 0.3; 0.4;
0.5 and the length of the sub-sequence is in tterval [1; 10], i.e. the determined
market basket is not greater than 10 items. Theahwalue of the parametgrof the
algorithm SDPAL is 0.5, and in the SDPA2 algoritbne-item frequent sub-sequences
have been determined by G@Rjorithm. The length of the model sequence of the
algorithm ProMFS is 1,342 items, in order to precdse sequence GSP algorithm and
min_supp= 4; 6; 8; 10; 12; 14; 16; 18; 20 have been appliéme consumption of the
algorithms, change of the number of defined frequarb-sequences depending on
defined minimum support has been compared. Theced®m rules of the database of
transactions have been discovered by the stochadfyjorithm for discovery of
association rules. The comparison of time conswnpif the algorithms depending on

defined minimum support is presented in Figure 5.
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Fig. 5. The comparison of time consumption of tlygwathms.
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The comparison of the number of frequent sub-secpee of the algorithms

depending on defined minimum support is presemdeigure 6.

0,02 0,04 0,06 0,08 0,1 0,2 0,3 0,4 0,5
Minimum support
u SPADE ®mProMFS = Stochastic = SDPA1 = SDPA2

Fig. 6. The comparison of the number of frequebtsequences of the algorithms.

The number of frequent sub-sequences starts tease whemin_supp= 0.1;
0.2;0.3;0.4; 0.5.
The comparison of the number of particular lerfgéiguent sub-sequences of the

algorithms depending on defined minimum suppopresented in Figures 7 — 10.
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Fig. 7. The comparison of the number of frequebtsequences of the algorithm
SPADE depending on the sub-sequence length.
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Greater the length of the frequent sub-sequeneee tare less different frequent
sub-sequences. The results show that the numlgiitemn, 4-item and 5-item different
frequent sub-sequences slightly decrease, butuhwer of 5-item and 6-item different
frequent sub-sequences obviously decrease.

To determine the maximum length of frequent sujpisaces, when the number
of such sub-sequence is the highest, estimationthef values of probability
characteristicsl, zand probabilityP(0) can be used.

During the experiment the values of probability retwderisticau, zand probability
P(0) of the stochastic algorithm for mining frequeub-sequences, SDPA1 and SDPA2
algorithms have been estimated. Evaluation ofvidaes of these characteristics allows
us to distinguish what the maximum length of fragusub-sequences is when the
number of such sub-sequences is the highest. Twlependent samples of sub-
sequences are analysed, their sizesnarand nz, and the most frequent sub-sequence
occurredk: times in the first sample ard times in the second sample. Test statiatics
defines matching of the support of two adjacengflersub-sequences. Change of the test
statisticsu, depending on the length of the sub-sequenceetsepted in Figure 11. The

length of the sub-sequence changes from 3 to fsite
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Fig. 11. Change of the test statistics

32



Evaluating test statistias of matching of the support of two adjacent lengjlb-
sequences using algorithm for mining frequent sdpiences, algorithms SDPAL1 and
SDPAZ2 it has been estimated that the most fregaesitem sub-sequence, i.e. the most
frequent market basket consists of 5 items, becahes the length of the sub-sequence
equals to 6, the statistical valuencreases dramatically, which means that the sugbo
6-item sub-sequence is much lower than the sugb&ritem sub-sequence.

Test statisticz also determines matching of the support of twaesht length
sub-sequences. Change of the test statigiiadepending on the length of the sub-
sequence, when the length changes from 3 to 1&iiepresented in Figure 12.
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Fig. 12. Change of the test statistzcs

Evaluating test statisticsof matching of the support of two adjacent lengyti-
sequences using algorithm for mining frequent sdpiences, algorithms SDPAL1 and
SDPAZ2 it has been estimated that the most fregaesitem sub-sequence, i.e. the most
frequent market basket consists of 5 items, becahes the length of the sub-sequence
equals to 6, the statistical valaéncreases dramatically, which means that the sumbo
6-item sub-sequence is much lower than the sugb&item sub-sequence.

The change of the values of probability functié), when the length of sub-

sequence changes from 1 to 10 items is presentéidume 13.
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Fig. 13. The change of the values of probabilitydtiion P(0).

Evaluating the values of probability functid?(0).using algorithm for mining
frequent sub-sequences, SDPA1 and SDPAZ2 algoritlirhas beens estimated that the
most frequent is 5-item sub-sequence, i.e. the megtient market basket consists of 5
items, because when the length of the sub-sequeaneds to 6, the probability function
P(0) decreases dramatically, which means that the stumdds-item sub-sequence is
much lower than the support of 5-item sub-sequence.

The database of transactions has been processéuk stochastic algorithm for
discovery of association rules. Different valuesopport and confidence of association
rules have been chosen to discover associatios ané general association rules by the
stochastic algorithm. General association ruleehasen created using two groups of
items. The number of association rules estimatedth®y stochastic algorithm for
discovery of association rules, when values ofstiygport and confidence are different is
given in Table 3.

In the analysed database of transactions, when \hee of support is
min_supp40% association rules cannot be created. Whenvéhee of support is
min_supp25% association rules with 5 items cannot be eckat

The stochastic algorithm for discovery of assocratiules approximately creates
19 association rules per second. The number ofcedim rules and time are given in
table 4.
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Table 3. The number of association rules.

Support of Confidence of the rule, %

the rule,
% 10 20 30 40 50 60 70 80 [0 100
10| 107236 | 107236| 10378( 9343587363 | 82099| 63853 44827 44663 44662

20| 3056 3056 3056 2961 2739 2258 1905 1401 1237 1236

25 484 484 484 484 452 370 288 157 134 133
30 70 70 70 70 70 68 46 27 23 22
40 10 10 10 10 10 10 10 7 3 2
50 0 0 0 0 0 0 0 0 0 0

Table 4. The number of association rules and time.

Support and confidence off Number of . Number of generated rules
Time (seconds)
the rule, % rules per second
20; 100 1236 66.08 19
25; 10 484 27.67 17
25; 20 484 27.69 17
25; 30 484 27.69 17
25; 40 484 27.68 17
25; 50 452 25.68 18
25; 60 370 20.67 18
25; 70 288 20.66 14
25; 80 157 10.65 15
25; 90 134 9.65 14
25; 100 133 8.67 15
30; 10 70 3.27 21
30; 20 70 3.28 21
30; 30 70 3.27 21
30; 40 70 3.26 21
30; 50 70 3.19 22
30; 60 68 2.47 28
30; 70 46 2.17 21
30; 80 27 1.16 23
30; 90 23 1.16 20
30; 100 22 1.16 19
40; 10 10 0.54 19
40; 20 10 0.54 19
40; 30 10 0.54 19
40; 40 10 0.54 19
40; 50 10 0.54 19
40; 60 10 0.52 19
40; 70 10 0.52 19
40; 80 I 0.46 15
40; 90 3 0.22 14
40; 100 2 0.12 17
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General association rules determined by the sttichalgorithm for discovery of
association rules are given in Table 5.
In the analysed database of transactions, whewalue of support is greater than

50%, general association rules, which satisfy tlee; cannot be created.

Table 5. The number of general association rules.

Support of Confidence of the rule, %

therde | 10 | 20 | 30| 40| 50| 60| 70/ | 90  10p
10| 1794 1703 1537 1212 1023 863 646 393 382 382
20| 170 170 159 137 122 98 74 38 27 27
25 86 86 86 73 64 55 43 24 17 17
30 20 20 20 16 16 12 10 9 8 8
40
50 2 2 2 2 2 2
60

The results of the research show, that it is ingurto properly choose the values
of support and confidence of association rulethdte values are very low, then a large
number of association rules is created. If gredmes of support and confidence are

determined, then a small number of associatiorswié be created.

General Conclusions

To discover frequent sub-sequences and associati@s in large databases
approximate stochastic algorithm for mining frequeuab-sequences, its modifications
SDPA1 and SDPA2, and stochastic algorithm for discp of association rules have
been designed. The main strategy of the new prapst®ehastic algorithms is scanning
the database once to select random length subsseggiewhen random amount of
symbols is omitted. The lengths of selected sulkseces and the number of omitted
symbols are distributed according to the unifornstridbution. The new proposed
algorithms allow us to combine two important tests, accuracy and time. Real and
simulated databases have been used for experimestdrch of these algorithms. The
results of the experiments have been compared witier existing exact and
approximate algorithms. The research carried indissertation draws the following

conclusions:
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. The results of the comparison of exact SPADE, GApriori algorithms and
recursive algorithm for mining frequent sub-seq@snshow that SPADE algorithm
operates fastest and time consumption is the gteaterecursive algorithm for
mining frequent sub-sequences.

. The accuracy of new proposed stochastic algorittom rhining frequent sub-
sequences, SDPA1 and SPDAZ2 algorithms have beerarcted by empirical
experiments. The average first type error of thgodihms is about 2.4 %, the
average second type error is about 5.6 %, confelerterval is [0.95; 0.99].

. The rate of designed stochastic algorithm for ngnifnequent sub-sequences,
SDPA1 and SPDAZ2 algorithms is not influenced byeddént number of database
items, because when scanning the database randogth lesub-sequences are
selected.

. The new proposed stochastic algorithm for miniregérent sub-sequences, SDPA1
and SPDAZ2 algorithms determine same frequent sgbesees as exact algorithms.

. The fastest from all proposedgorithms is SDPAL1 algorithm, when the value @& th
parameter of the algorithge [0; 0.6]. When the valug € (0.6; 1], then processing
time of both: algorithm SDPA1 and stochastic aldon for mining frequent sub-
sequences is approximately equal. Time consumptibralgorithm SDPA2 is
slightly greater than algorithm SDPA1 and stoclaskgorithm for mining frequent
sub-sequences, but the support of frequent subesegs is greater.

. The stochastic algorithm for discovery of assooratiules approximately creates 19
association rules per second.

. New proposed stochastic algorithm for mining fregusub-sequences, SDPA1 and
SPDAZ2 algorithms, and stochastic algorithm for di@ry of association rules are

fairly accurate and fast.
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SUSIETUMO TAISYKLIU PAIESKA DIDELESE DUOMEN] BAZESE

Tyrimo sritis ir problemos aktualumas

Bet kokiosjmoreés veikla Siandien susijusi su dideliais informasijo duomen
kiekiais. Tarp didelj informacijos kieki slepiasi ir svarbi, ir niekin informacija.
Efektyvus informacijos, slyptios duomenyse, atskleidimas ir panaudojimas yra
svarbiausias konkurencingumo didinimo veiksnys Igikonéje dinamiskoje tyrimg ir
verslo aplinkoje. Sioms problemoms sgir taikoma duomantyryba.

Dazn; poseki paieskos ir susietumo taisyklhustatymo uzdavigipagrindas yra
Sablom, atvaizduojatiy duomem tarpusavio arySius, koncepcija. Sie 3ablonai
atskleidzia vidig duomem strukiirg bei ctsningumus, tidingus duomeup poaibiams,
kurie iSreiSkiami vartotojui suprantamu pavidalausietumo taisykmis.

Susietumo taisykii paieSka taikoma versle, finan&gse institucijose, medicinoje,
nuotoliniame mokyme ir kitose srityse, kur tenkal@mti didelius informacijos kiekius
bei aptikti grysius tarp duomen

Nustatyti grySiai tarp duomen padeda analitikams gtgau bei tiksliau priimti
sprendimus, tod susietumo taisykij paieSka yra svarbus uzdavinys.

Disertacijoje yra paslytas naujas apytikslis dagmposeki ir susietumo taisyki
paieskos algoritmas, jo modifikacijos bei pateik@goritmo paklaid jvertinimas.

Algoritmy rezultatai buvo palyginti su kitais tiksliaisidogi apytiksliais algoritmais.
Tyrim y objektas

Disertacijos tyrimo objektas yra duomgkyrybos algoritmai ir metodai, skirti
dazny poseky ir susietumo taisykli nustatymo uzdaviniams gsti. Disertacijoje

apraSytuose tyrimuose naudojami imituotos ir reatioomen bazs.
Darbo tikslas ir uzdaviniai

Disertacijos tikslas yra sudaryti nauppytiksi dazn; poseki paieSkos bei
susietumo taisykli nustatymo algoritm ir jo modifikacijas bei pateikti algoritmo
paklaidy jvertinimg.

Siekiantjgyvendinti uzsibézts tikslag sprendziami Sie uzdaviniai:
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e |Snagrireti dazniausiai naudojamus duonelyrybos metodus ir algoritmus,
skirtus dazn poseki bei susietumo taisykjinustatymui.

e Sukurti naug apytiksi dazm poseky paieskos algoritm

¢ [vertinti naujo algoritmo tikslum greii bei statistines charakteristikas.

o Palyginti sudaryt apytiksi algoritmg su Apriori, GSP, SPADE, rekursiniu ir
tikimybiniu dazn seky nustatymo ProMFS algoritmu.

e Realizuoti sukurto algoritmo modifikacijas algorantikslumui bei greiiui
padidinti.

e Realizuoti sukurto algoritmo modifikagipusietumo taisykins nustatyti.

e Sukurti programia jrangy eksperimentams atlikti.

o Atlikti eksperimentus su imituotais ir realiais daenimis bei palyginti su

kitais tiksliaisiais ir apytiksliais algoritmais.
Mokslinis darbo naujumas

Sioje disertacijoje yra nagijamas aktualus susietumo taisyklipaieSkos
uzdavinys, kurio sprendimui padrtas naujas stochastinis daZmosekiy paieskos
algoritmas bei jo modifikacijos susietumo taisyklpaieSkai,jvertintos Sj algoritmy
tikimybinés charakteristikos. Sie dagnposeki ir susietumo taisykli paieskos
algoritmai yra apytiksliai, kurie vieno duomembazs skenavimo metu nustato daznus
posekius bei susietumo taisykles. Naujai fgiy algoritmy paklaidy jvertinimas
atliktas naudojantis statistiniais metodaisy Sigoritmy veikimas greitesnis lyginant su

tiksliaisiais ir su nagriétais apytiksliais daanposeki paieskos algoritmais.
Tyrimo metodika

Pagrindiniai tyrimo metodai taikomi disertacijoje mformacijos paieska,
duomem imitavimas, informacijos sisteminimas, andliz lyginamoji analiz,
apibendrinimas, statisén anali2, Zvalgomasis tyrimas, eksperimentinis tyrimas.
Analizuojant kity autoryy mokslinius ir eksperimentinius pasiekimus dajoseky ir
susietumo taisykli paieSkos srityje, buvo naudoti informacijos patsskduomen

imitavimo, sisteminimo, anaks, lyginamosios anaks, Zvalgomojo tyrimo ir
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apibendrinimo  metodai. Sudarytiems algoritmamgertinti  buvo naudotas

eksperimentinio tyrimo metodas ir statistanaliz.
Darbo praktin é reikSmeé

Darbe sukurtas stochastinis dazrposekiy paieSkos algoritmas bei jo
modifikacijos SDPA1, SDPA2, stochastinis susietutasykliy paieskos algoritmas.
Sukurta programii jranga, kurioje realizuoti Apriori, GSP, SPADE, rekais,
ProMFS, stochastinis daznposeki paieskos, SDPAl, SPDA2 bei stochastinis
susietumo taisykli paieSkos algoritmai. Programdinjranga buvo naudojama

eksperimentams atlikti ir yra parengta realiam oginali.
Ginamieji teiginiai

e Darbe sukurti stochastinis dagnposeki paieskos, SDPALl, SDPA2 ir
stochastinio susietumo taisyklipaieSkos algoritmai yra apytiksliai,ctau yra
pakankamai tiksis ir greiti.

e SDPA1 yra stochastinio daznposeky paieSkos algoritmo modifikacija, kuri
padidina algoritmo tikslug) kai pasirenkamas parametops[0,6; 1].

e SDPA2 algoritmas yra stochastinio daznposeki paieSkos algoritmo
modifikacija, kuri naudoja vieno elemento daznusgkius, nustatytus pasirinktu
tiksliuoju dazm poseky paieskos algoritmu. SPDA2 tikslesnis uz stochgstin

dazny poseki paieSkos ir SPDAL algoritmus.
Darbo rezultaty aprobavimas

Pagrindiniai tyrimo rezultatai atspausdinti 7 mak&de publikacijose, rezultatai
pristatyti 2 tarptautiése mokslinink konferencijose ir 5 respublikise konferencijose.
PraneSimai skaityti Siose konferencijose:
e Respublikie konferencija: LOTD 3-0ji jaugjy mokslininky konferencija:
Operaciy tyrimai verslui ir socialiniams procesams, Lietuwalnius, 2010 m.

spalio 1 d.
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Respublikie konferencija: IV respublikiéh moksline — praktire konferencija:
Mokslo taikomyjy tyrimy jtaka Siuolaiking studiy kokybei, Lietuva, Vilnius,
2011 m. geguss 5 d.

Respublikit konferencija: LOTD 4-0ji jauy mokslininky konferencija:
Operaciy tyrimai versle, inzinerijoje ir informacése technologijose, Lietuva,
Kaunas, 2011 m. rug® 30 d.

Konferencija: Kompiuterinink dienos — 2013, Lietuva, Siauliai, 2013 m., ®&jgs
19-21 d.

Respublikie konferencija: VI respublikian mokslie — praktire konferencija:
Mokslo taikomyjy tyrimy jtaka Siuolaiking studiy kokybei, Lietuva, Vilnius,
2013 m. geguss 6 d.

Tarptautii konferencija: Distributed Systems and Big Dataowadrds New
Horizons, NORDUGRID 2013, Lietuva, Siauliai, 2013 mrZelio 4-6 d.

Tarptautit konferencija: The 19 International Conference on Information and
Software Technologies (ICIST 2013), Lietuva, Kayrsgmlio 10-11 d., 2013.

Disertacijos autas publikacij; sgrasas:
Savulionieg, L. DaZzny posekiy paieSkos algoritmai ir yj rezultatai.
IV respublikire's mokslias — praktirs konferencijos mokslipistraipsni; rinkinys
ISSN 2029-2279, 2011, p. 107-113.
Savulionier, L., Sakalauskas, L. Statistinis dgzposekiy paieSkos algoritmas.
Informacijos mokslaiVol. 58. ISSN 1392-0561, 2011, p.126-143.
Savulionieg, L., Sakalauskas, L. Stochastinis dafioseky paieSkos algoritmas.
Jaunyjy mokslininlg darbai, Vol. 4(33). ISSN 1648-8776, 2011, p. 138-145.
Savulionieg, L. Stochastinis modifikuotas darrposeky paieSkos algoritmas.
VI respublikiress mokslias — praktirs konferencijos moksligistraipsni; rinkinys
ISSN 2029-2279, 2013, p. 80-91.
SavulionieR, L., Sakalauskas, L. Modifikuoto stochastinio daposeki paiesSkos
algoritmo tikimybires charakteristikosXVI Kompiuterinink konferencijos mokslo
darbai. ISBN 978-9986-34-293-9, 2013, p. 75-87.
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e Savulionieg, L., Sakalauskas, L. Modified Stochastic Algorithior Mining
Frequent Subsequencéstormation and Software Technologiasl. 403. ISBN:
978-3-642-41946-1 (Print), 978-3-642-41947-8 (Ca)jr2013, p. 222-235.

e Savulionieg, L., Sakalauskas, L. Stochastic frequent set keatgorithm for
association rules discovernynformation technology and contrdiISSN: 1392-124X
(Print); ISSN: 2335-884X (Online). Priimtas (busspmdusdintas 2014 m.
birzelio mén., T.43 Nr.2)

Disertacijos struktiira

Disertacip sudaro 5 skyriai, literatos graSas. Disertacijos skyriaijvadas,
susietumo taisykli nustatymas, dannposeki paieskos algoritmai, stochastiniai dazn
poseki paieSkos algoritmai, tyrimo rezultatai. Disertasijapimtis 125 puslapiai, 10

lenteliy, 21 paveikslas, 4 priedai. Disertacijoje remt&}3 $altiniais.
Bendrosios iSvados

Dazny poseky ir susietumo taisykli paieSkai dideélse duomen bazse buvo
sukurtas apytikslis stochastinis dgzposekiy paiesSkos algoritmas bei Sio algoritmo
modifikacijos SDPA1, SDPA2 ir stochastinis susietutaisykliy paieskos algoritmai.
Naujai pagilyty stochastinj algoritmy pagrindiré strategija — vieno duomegnbazs
skenavimo metu atrinkti atsitiktinio ilgio posekjymaleidziant atsitiktinsimboliy kiek;.
Paimany posekiy ilgis ir praleidziany simboliy skatius yra pasiskirgt pagal tolygyjj
skirstin. Naujai padilyti algoritmai leidzia suderinti du svarbius krifes, t.y. tikslum
ir laikg. Siy algoritmy eksperimentinis tyrimas buvo atliktas naudojardliss bei
imitacines duomen bazes. Eksperimantrezultatai palyginti su kitas egzistuofsais
tiksliaisiais bei apytiksliais algoritmais. Siojésdrtacijoje atlikti tyrimai leido padaryti
tokias iSvadas:

1. Palyginus tiksliuosius SPADE, GSP, Apriori, rekajsdazn poseki paiesSkos
algoritmus rezultatai parégdkad gretiausiai veikia SPADE algoritmas, o rekursinio
algoritmo laiko gnaudos yra paos didziausios.

2. Naujai padilyty stochastinio dainposeki paieskos, SDPA1l, SDPA2 algoriim

tikslumas istirtas empyriniais eksperimentais. Aigoy vidutiné pirmos Sies
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klaida yra apie 2,4 %, vidunantros @Sies klaida — apie 5,6 %, pasikliovimo
tikimybés intervalas yra [0,95; 0,99].

3. Darbe sukur stochastinio dain poseki paieSkos, SDPA1, SPDA2 algoriim
grekiui neturi jtakos skirting duomem bazs elemeni skatius, nes duomen
bazs skenavimo metu pasirenkami atsitiktinio ilgio ekisi.

4. Naujai padgilyti stochastinis daap poseky paieskos, SDPA1l, SDPA2 algoritmai
nustato tuos @aus daznus posekius kaip ir tikslieji algoritmai.

5. Grekiausias iS vig pasiilyty stochastinj algoritm; yra SDPA1 algoritmas, kai
algoritmo parametro reik&g < [0; 0,6]. Kai reikSm g € (0,6; 1], tai algoritm
SDPAL ir stochastinio daimoseki paieskos algoritmo vykdymo laikas apytiksliai
vienodas. SDPA2 algoritmo laikogrsaudos nezymiai dideés uz SDPAL ir
stochastinio daan posekiy paieSkos algoritm tatiau didesnis dain poseky
daznumas.

6. Stochastinis susietumo taisyklipaieSkos algoritmas per viersekung sudaro
vidutiniSkai 19 susietumo taisykli

7. Naujai padilyti stochastinis daapposeki paieskos, SDPA1, SDPA2 ir stochastinis

susietumo taisyklj paiesSkos algoritmai yra greiti ir pakankamai ftiiss|
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