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Abstract

Abundance measurements for the volatile element phosphorus are important for measuring the metallicity in
interstellar and circumgalactic gas, where their accuracies are limited by uncertainties in the oscillator strengths.
We report updated oscillator strength values for two resonant transitions of the dominant ion P II, the transitions at
961.041 and 963.801Å, which have historically shown large uncertainties. Using a combination of observational
measurements and highly accurate quasi-relativistic Hartree–Fock theoretical calculations, we present an updated
oscillator strength of f= 0.147± 0.021 for the poorly constrained P II resonant transition at 961.401Å, which
arises from the ground electronic state 3s23p2 3P0 to the excited level 3s23p3d 3D1

o. This result utilizes archival
optical spectra obtained with the Very Large Telescope for the quasar PKS 0528–250, which has a damped Lyα
absorber at z= 2.811. We calculate a theoretical f-value= 0.153 for 961.401Å consistent with our empirically
derived value, and calculate a theoretical f-value= 1.79 for 963.801Å. We also present theoretical oscillator
strengths for the P II resonant transitions at 972.779, 1124.945, 1152.818, 1301.874, and 1532.533Å, as well as for
multiple P II fine-structure and excited-level transitions. The updated f-value for the P II 961Å transition will be
useful in future studies of P abundances, especially in sight lines where the 1152Å line is saturated.

Unified Astronomy Thesaurus concepts: Laboratory astrophysics (2004); Ultraviolet astronomy (1736); Optical
astronomy (1776); Metal line absorbers (1032); Atomic data (2216)

1. Introduction

Most chemical elements beyond helium are produced in
stellar nucleosynthesis and supernova explosions. Understand-
ing the evolution of these elements is thus fundamental to
astrophysics for a number of reasons. The history of element
production is directly linked to the history of star formation in
galaxies. Indeed, different elements are synthesized in stars of
different masses. For example, α elements such as oxygen,
magnesium, silicon, and sulfur originate primarily in massive
stars, while iron-group elements form mainly in Type Ia
supernova explosions. Measurements of the abundances of
these different elements as a function of cosmic time thus
provide powerful insights for understanding how the global star
formation rate and supernova explosion rate evolved with time
(e.g., P. Madau & M. Dickinson 2014; E. Vangioni et al. 2015).
This history of chemical enrichment in galaxies also has
implications for the evolution of the intergalactic background
radiation, cosmic reionization, and even the rate of binary black
hole mergers (e.g., K. Nakazato et al. 2016; S. Stevenson et al.
2017; G. D. Becker et al. 2019). Furthermore, the chemical
evolution of galaxies has implications for even the formation of
planetary systems.

Abundance measurements for a vast range of elements have
been performed in numerous astronomical objects, including
the Sun, other stars, and in the interstellar medium (ISM) in the
Milky Way. Measurements are also available for the ISM and
the circumgalactic medium (CGM) of nearby galaxies such as

the Small Magellanic Cloud (SMC) and the Large Magellanic
Cloud (LMC). Abundance measurements of the ISM and
CGM are much more challenging for the more distant galaxies,
but have still been accomplished using absorption-line
spectroscopy of background sources such as quasars and
gamma-ray bursts (GRBs). The strongest of these absorbers
are the damped Lyα absorbers (DLAs) and sub-DLAs, with H I
column densities of NH I� 2× 1020 cm−2 and 1019� NH I<
2× 1020 cm−2, respectively. Studies performed using the
Hubble Space Telescope (HST) in the ultraviolet (UV) and
ground-based telescopes in the optical have made it possible to
determine element abundances in DLA/sub-DLAs, which in
fact are the most precisely measured abundances in distant
galaxies (e.g., J. X. Prochaska et al. 2003; V. P. Kulkarni et al.
2005, 2007, 2015; M. Rafelski et al. 2012; D. Som et al. 2015;
S. Quiret et al. 2016; S. Poudel et al. 2020).
One important respect in which element abundances in the

ISM and CGM of the Milky Way as well as other galaxies
differ from element abundances in the Sun is that the latter are
observed to be higher for some elements due to their
condensation on dust grains. Depletion is much more severe
for refractory elements (those with higher condensation
temperatures, such as Si, Mg, Ca, Fe, Cr) than for volatile
elements (such as O, P, S, Zn) in the ISM of the Milky Way,
LMC, and SMC (e.g., B. D. Savage & K. R. Sembach 1996;
Jenkins 2009; E. B. Jenkins & G. Wallerstein 2017). Depletion
is also observed to be present in DLA/sub-DLAs even back to
z∼ 4 (e.g., A. De Cia et al. 2016; S. Morrison et al. 2016).
Accurate “dust-free” determinations of metallicity from gas-
phase abundances accessible through UV and optical spectrosc-
opy thus requires the use of weakly depleted elements, since for

The Astrophysical Journal, 974:33 (11pp), 2024 October 10 https://doi.org/10.3847/1538-4357/ad6cce
© 2024. The Author(s). Published by the American Astronomical Society.

Original content from this work may be used under the terms
of the Creative Commons Attribution 4.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the title
of the work, journal citation and DOI.

1

https://orcid.org/0000-0003-4237-3553
https://orcid.org/0000-0003-4237-3553
https://orcid.org/0000-0003-4237-3553
https://orcid.org/0000-0001-9611-8297
https://orcid.org/0000-0001-9611-8297
https://orcid.org/0000-0001-9611-8297
https://orcid.org/0000-0002-2587-2847
https://orcid.org/0000-0002-2587-2847
https://orcid.org/0000-0002-2587-2847
https://orcid.org/0000-0002-6952-0042
https://orcid.org/0000-0002-6952-0042
https://orcid.org/0000-0002-6952-0042
https://orcid.org/0009-0000-4780-2703
https://orcid.org/0009-0000-4780-2703
https://orcid.org/0009-0000-4780-2703
mailto:fcashman@presby.edu
http://astrothesaurus.org/uat/2004
http://astrothesaurus.org/uat/1736
http://astrothesaurus.org/uat/1776
http://astrothesaurus.org/uat/1776
http://astrothesaurus.org/uat/1032
http://astrothesaurus.org/uat/2216
https://doi.org/10.3847/1538-4357/ad6cce
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-4357/ad6cce&domain=pdf&date_stamp=2024-10-03
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-4357/ad6cce&domain=pdf&date_stamp=2024-10-03
http://creativecommons.org/licenses/by/4.0/


these elements the gas-phase abundance is essentially the total
abundance.

Even with the use of volatile elements, one major limitation
affecting the accuracy of metallicity determinations is that the
atomic data for many transitions of key ions are not sufficiently
well determined. Specifically, the oscillator strengths of the key
transitions for a number of elements have large uncertainties, or
do not even have estimated uncertainties. This is a serious
problem, since the column density of any atom or ion
determined from absorption-line spectroscopy is inversely
proportional to the oscillator strength. Indeed, uncertainties in
oscillator strengths are far worse than the measurement
uncertainties achieved with state-of-the-art high-resolution
spectrographs on large telescopes (see, e.g., F. H. Cashman
et al. 2017 and D. C. Morton 2003, for a discussion of the
uncertainties).

A number of studies have been conducted in recent years to
improve this situation with more accurate experimental measure-
ments and theoretical calculations (see, e.g., S. R. Federman et al.
2007; M. A. Bautista et al. 2009; S. S. Tayal & O. Zatsarinny
2010; J. E. Lawler et al. 2013; M. P. Wood et al. 2014;
R. Kisielius et al. 2014, 2015; Boissé & Bergeron 2019;
A. M. Ritchey et al. 2023). Some of these studies have been
for volatile elements such as P, S, and Zn. However, each of these
elements has some limitations in the context of distant galaxies
traced by DLA/sub-DLAs in the spectra of quasars and GRBs.
For sulfur, the dominant ion of S (S II) has only three weak lines
(all within the Lyα forest, which makes them susceptible to
blending with H I Lyman series lines of other galaxies). For Zn,
only 2 lines are available. Both of the Zn lines usually lie outside
the Lyα forest, but these lines are often difficult to detect in high-
redshift galaxies because of the very low cosmic abundance of Zn
(>300 times smaller than the abundance of S). There are also
some uncertainties in the nucleosynthetic origin of Zn (e.g.,
R. D. Hoffman et al. 1996; H. Umeda & K. Nomoto 2002;
T. Tsujimoto & N. Nishimura 2018). These difficulties with S and
Zn underscore the importance of obtaining measurements for
other weakly depleted elements as well. Unfortunately, the far
more abundant and weakly depleted element O also has its own
problems—the most commonly observed O I line at 1302Å (the
dominant ion in cool ISM/CGM) usually lies outside the Lyα
forest, and is extremely strong, and hence almost always saturated
in DLA/sub-DLAs.

1.1. Why P II?

The element P offers some promise in this context. Like S,
O, and Zn, P is also only weakly depleted in the Milky Way’s
ISM (e.g., E. B. Jenkins 2009; A. M. Ritchey et al. 2023).
Furthermore, P II (the dominant ion in cool ISM/CGM) has a
number of absorption lines, including two that can lie outside
the Lyα forest, i.e., P II λλ1301, 1532. Although P II λ1301 is
often blended with O I λ1302, the transition at λ1532 is neatly
separated from transitions of other elements. Moreover, P is far
less abundant than oxygen, but far more abundant than Zn
(e.g., M. Asplund et al. 2009). Thus, many of the P II lines are
detectable, yet not always saturated.

Yet another motivation to study P comes from the fact that it
is one of the key elements for astrobiological studies. As one of
the six key elements (H, C, N, O, P, S) for biological chemistry,
P is essential for all living organisms. As part of the
orthophosphate radical, P plays an important role in metabo-
lism through adenosine triphosphate (ATP) and as part of the

sugar-phosphate backbone for nucleic acids including deoxyr-
ibonucleic acid (DNA) and ribonucleic acid (RNA). It is thus of
great astrobiological interest that P-containing molecules
such as PN, PO, HCP have also been detected in comets,
circumstellar envelopes, the ISM, star-forming regions, and
even extragalactic environments (e.g., M. Agúndez et al. 2007;
F. Fontani et al. 2019; V. M. Rivilla et al. 2020; D. Haasler
et al. 2022).
Measurements of P abundances in the parent stars of

exoplanets are important for studies of habitable exoplanets
and searches for life signatures on them (see N. R. Hinkel et al.
2020). For example, terrestrial planets orbiting stars with
relatively low P abundances may not have adequate amount of
P on the surface to support life. While P abundances in stars are
difficult to measure due to the weakness of the relevant
absorption lines and the lack of suitable lines in the optical
region, efforts are underway to increase the number of P
measurements, e.g., with the Sloan Digital Sky Survey’s
Apache Point Observatory Galactic Evolution Experiment
(APOGEE) spectrograph in the near-IR. These efforts have
revealed a population of P-rich stars whose abundance patterns
are difficult to explain with current stellar nucleosynthesis
models; this may have potentially interesting implications for
galactic chemical evolution. Indeed, it is possible that the
predecessors of such P-rich stars may have contributed
substantially to the abundance of P observed on the Earth
(see T. Masseron et al. 2020).
Measurements of P abundances are somewhat easier in the

diffuse ISM, since the dominant ionization stage P II has
transitions that are accessible in the UV. Unfortunately, it is
difficult to take advantage of the full suite of measurements
because the oscillator strengths for the far-ultraviolet (FUV) P II
transitions, i.e., the P II λλ961 and 963 doublet, are highly
uncertain (see F. H. Cashman et al. 2017 for a brief summary
of these uncertainties). If these oscillator strengths can be
improved, the entire range of P II UV transitions may become
useful metallicity indicators in studies of the ISM and CGM.
For example, the P II 961Å transition will be especially useful
when the P II 1152Å is saturated. The strong P II 963Å
transition will be useful in cases where the P abundance is very
low. Furthermore, in this era of advancing high-redshift
astronomy, these FUV transitions are pushed longward into
the optical where they can be observed at high resolution.
Motivated by this need for improving the atomic data for the
P II FUV transitions (and thereby the P abundance measure-
ments in the ISM/CGM), here we make a multipronged
attempt toward making these improvements.
We perform our own theoretical calculations as described in

Section 2. In Section 3, we present an analysis of the archival
optical spectrum of quasar PKS 0528–250 (with a DLA at
z= 2.811) obtained with the Very Large Telescope (VLT), and
discuss implications for the oscillator strengths of the P II
λλ961, 963 absorption lines. Section 4 presents our results.
Section 5 compares these results with other literature. Finally,
Section 6 summarizes our conclusions.

2. Atomic Data Sources

Atomic spectroscopic data for P II are usually adopted from
the compilation of D. C. Morton (2003) and the NIST Atomic
Spectra Database (ASD; Kramida et al. 2023). The NIST
database lists state-of-the-art data such as energy levels,
transition wavelengths, oscillator strengths, and evaluated
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accuracies of these parameters. The latter compilation
(A. Kramida et al. 2023) is the most recent and is distinguished
from other data sources by containing a critical accuracy
evaluation of the oscillator strengths. Although an inclusive
theoretical study of the P II spectroscopic properties was
performed quite some time ago by A. Hibbert (1988), new
experimental investigations from S. R. Federman et al. (2007)
and M. S. Brown et al. (2018) and recent theoretical studies
from C. Froese Fischer et al. (2006), S. S. Tayal (2003), and
P. Rynkun et al. (2019) underline that some issues still remain
open for several resonance lines of this ion. As it was noted in
F. H. Cashman et al. (2017), there are important data for the P II
lines observed in astrophysical objects still missing in existing
atomic databases and compilations. For example, identification
is missing in the NIST ASD (Kramida et al. 2023) altogether
for resonant P II transitions below 1300Å, although those lines
are commonly observed in various astrophysical objects.

Recently, P. Rynkun et al. (2019) reported an extensive
calculation of the P II transition parameters applying the
multiconfiguration Dirac–Hartree–Fock (MCDHF) and relati-
vistic configuration interaction methods in their calculation,
with a lower mean uncertainty of 0.19% for energy levels
compared to the NIST data. Unfortunately, there is a noticeable
drawback in their data for energy levels where two levels
belonging to the excited configuration 3s23p3d, namely 3P1 and
3D1, have swapped their positions compared to data from the
NIST database. The same issue is prominent in the multi-
configuration Hartree–Fock (MCHF) calculation data of
C. Froese Fischer et al. (2006). We believe the cause of this
issue is a mismatched level identification in the MCDHF and
MCHF calculations, as these two levels demonstrate very
strong correlation effects leading to the weight coefficients for
the main configuration in the configuration state function (CSF)
expression being less than 50% and the coefficient for
interacting states being close to that number. These levels give
rise to the neighboring lines λλ961, 963, and therefore one
must interpret the corresponding data very carefully when
applying the above data in spectral modeling or line analysis. In
our analysis, we follow the traditional convention from
D. C. Morton (2003) and Kramida et al. (2023), 3D1 for
λ961 and 3P1 for λ963, and from our own calculations of these
lines.

Figure 1 shows a schematic of the P II level positions, presents
their energies, and provides general information on the UV lines
and the wavelengths range we are considering here. We note that
Figure 1 also includes two lines marked in blue (λλ1249, 1452)
that are nonresonant transitions. Although these transitions have
observed wavelengths (W. C. Martin 1959) listed in the NIST
ASD, they are currently without any identification. Thus, we
suggest a formal identification for these two lines. Table 1 lists
more details about all of the lines presented in Figure 1. Here the
line notations and Ritz wavelengths (λ in angstrom) are listed
alongside our new theoretical values for the oscillator strengths (or
f-values). These f-values are derived using the experimental
transition wavelength data, i.e., the theoretical f-values are
“corrected” to account for discrepancies between the calculated
(theoretical) and measured vacuum wavelengths by fcorr=
fth× (λth/λvacuum); see F. H. Cashman et al. (2017) for more
details.

The most recent experimental measurements of the P II lines
were reported by M. S. Brown et al. (2018) with oscillator
strengths determined for the 3s23p2 3P–3s3p3 3P multiplet,

which consists of one resonant transition and five excited state
transitions. Our reported calculations include these lines,
however we do not have observational data for them. The

Figure 1. Positions of the P II levels on an energy axis. We show only those
levels which are connected by the lines we consider in the present research and
list in Table 1.

Table 1
P II Electric Dipole Line Spectroscopic Parameters (Wavelengths λ and

Dimensionless Absorption Oscillator Strengths f )

Line Lower Level Upper Level λ f
(Å)

1532 3s23p2 3P0 3s3p3 3D1 1532.533 6.33(−3)
å1452 3s23p2 1D2 3s23p3d 1D2 1452.890 2.15(−4)
1301 3s23p2 3P0 3s3p3 3P1 1301.874 2.14(−2)
å1249 3s23p2 1D2 3s23p4s 1P1 1249.820 2.01(−1)
1152 3s23p2 3P0 3s23p4s 3P1 1152.818 2.56(−1)
1124 3s23p2 3P0 3s23p4s 1P1 1124.945 1.99(−3)
972 3s23p2 3P0 3s23p3d 1P1 972.779 4.15(−2)
963 3s23p2 3P0 3s23p3d 3P1 963.801 1.79(+0)
961 3s23p2 3P0 3s23p3d 3D1 961.041 1.53(−1)

Notes. Table lists the Ritz wavelengths derived from the level energies
presented in the NIST Atomic Spectra database (Kramida et al. 2023). Our new
theoretical oscillator strengths f are determined using the Ritz wavelengths and
were corrected for the differences between theoretical and Ritz wavelengths.
The notation a.bc(d) for the f-values means a.bc × 10d. Stars (å) mark
nonresonant lines to the excited fine-structure level.
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resonant transition at λ1301 is often present, yet it is often
unusable because it is either mostly or completely blended with
the strong O I 1302Å transition.

2.1. New Atomic Data Calculations

To produce the atomic data needed for our investigation, we
employ a quasi-relativistic Hartree–Fock approach (QRHF;
P. Bogdanovich & O. Rancova 2007, 2006), which utilizes
transformed radial orbitals (TROs; R. Karpuškienė et al. 2010)
to achieve the necessary accuracy of level energies and
transition oscillator strengths. As described in P. Bogdanovich
et al. (2011), R. Kisielius et al. (2014), and P. Bogdanovich &
R. Kisielius (2012), the QRHF approach enables production of
atomic data suitable for line identification and absorption
spectra modeling. This method employs quasi-relativistic radial
orbitals (ROs) to describe one-electron wave functions for the
configurations under consideration. These ROs are determined
by solving QRHF equations for a conventional self-consistent
field of relativistic potential with one-electron relativistic
corrections for s and p electrons; see P. Bogdanovich &
O. Rancova (2007, 2006). To include comparatively huge
numbers of correlation corrections, the virtually excited
electrons are characterized by TROs (R. Karpuškienė et al.
2010).

To explain the adopted approach, we briefly present the
calculation procedure. At the start of the investigation, the
QRHF equations (P. Bogdanovich & O. Rancova 2007, 2006)
are solved and the ROs are determined for the excited
configuration 3s23p3d. In this way, the ROs for the electrons
up to 3d are determined. Further, the ROs of electrons with
4� n� 7, ℓ� 4 are derived by solving the QRHF equations in
the core 3s23p potential.

The correlation corrections are included by implementing the
configuration interaction (CI) method. The CI wave-function
expansion is based on the sets of investigated (adjusted) and
admixed configurations that are produced by promoting one or
two electrons from the 3ℓ shells of the adjusted configurations
to all states available from the generated RO basis. The
complete basis of ROs used in our consistent and reliable
calculations is constructed from the solutions of QRHF
equations and from transformed ROs. The method to determine
the quasi-relativistic TROs with two variational parameters is
presented in R. Karpuškienė et al. (2010). In the present work,
TROs are used to describe the electrons with 8� n� 13
and ℓ� 4.

Such a wide basis of ROs allows us to construct a huge
number of the admixed configurations, and consequently to
include different types of correlation effects, including the core-
polarization correction. The same quasi-relativistic ROs and
TROs are utilized to describe electrons in all configurations of
both even and odd parity. Such an identical RO basis enables
us to avoid the nonorthogonality problems of ROs when the
radiative transition parameters among the levels of different
parity are calculated. For the calculation of the level energies,
the one-electron and the two-electron relativistic corrections are
included in the Breit–Pauli approximation, as it is standard in
our calculations.

For the adjustment of the four even-parity 3s23p2, 3s23p4p,
3s23p4f, and 3s23p5p configurations, we can produce 1218,
1598, 1653, and 1598 admixed configurations, respectively, on
the entire base of ROs and TROs. For the six odd-parity
configurations 3s3p3, 3s23p3d, 3s23p4s, 3s23p4d, 3s23p5s, and

3s23p5d we include 976, 1703, 1338, 1703, 1338, and 1703
admixed configurations.
Fortunately, not all generated admixed configurations are

equally important in our calculations. The configurations that
have the largest influence for the calculated level energies can be
selected by implementing methods described in P. Bogdanovich
& R. Karpuškienė (2001). If the average weight of any particular
admixed configuration is larger than a chosen selection criterion,
w, that configuration is included in the CI wave-function
expansion. After several attempts, we decided that a selection
criterion w= 1× 10−7 is the most appropriate calculation of
reliable spectroscopic parameters for P II. Only 542, 658, 481,
and 585 even-parity admixed configurations and 462, 725, 597,
595, 514, and 549 odd-parity ones remain after this selection
procedure. Since the configurations of even parity are insepar-
able in our consideration, four lists of admixed configurations
are combined excluding the same ones. The same combining
procedure is done for six lists of the odd-parity admixed
configurations. Finally, 1492 even-parity admixed configurations
and 2094 odd ones are included into our CI expansion.
Each admixed configuration has two or more open shells.

Therefore, the resulting number of generated CSFs is very
large. The numbers of CSFs after selection of significant
admixed configurations are 129,024 for the even-parity
configurations and 160,770 for those of odd parity. Fortunately,
for some of those CSFs, the matrix elements of the electrostatic
interaction with the CSFs of the investigated configurations are
equal to zero. Consequently, such CSFs can be eliminated from
the level energy calculations without any loss of accuracy in the
calculated results. The reduced numbers of CSFs are 27,910 for
the even-parity configurations and 35,306 for those of odd
parity. This method is described in full in P. Bogdanovich et al.
(2002) and it is effectively used in our previous calculations.
During the calculations, we took extreme care in determining

correct energy level positions and always checked for a stable
and consistent calculated energy difference between close-lying
and interacting fine-structure levels. As was noted previously
by A. Hibbert (1988), the calculated oscillator strength values
are very sensitive to this energy difference. In Table A1, we
show the complete data set for the P II resonant, excited, and
fine-structure transitions originating from the lowest three
levels 3P0,

3P1, and
3P2 of the ground configuration 3s23p2.

3. Astrophysical Measurements

The rest-frame wavelengths of the P II transitions reside in
the FUV portion of the electromagnetic spectrum. The
absorption lines remain observable in the UV for nearby
targets, with the lowest 961Å transition shifted to the optical
for redshifts greater than ∼2.3.
Of the suite of P II transitions (see Table 1), the 961 and

963Å transitions have undergone large changes in oscillator
strength over multiple theoretical studies. To the best of our
knowledge, no experimental f-values exist for either transition.
Table 2 summarizes the course of the changes to their values
throughout the literature. Searching for an empirical constraint
on the oscillator strength of these lines is the focus for the
archival portion of this study. Conversely, multiple studies of
the P II λ1152 line have produced mutually consistent results
(see Table 2). Thus, comparative analysis of the observed
absorption profiles of these P II lines in high-resolution spectra
can deliver the much needed constraints on the oscillator
strengths of the uncertain 961 and 963Å transitions by
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referring to the well-determined oscillator strength of P II
λ1152.

3.1. Optical Quasar Spectroscopic Data

High-resolution spectra of quasars can be effectively used to
obtain constraints on the oscillator strengths of the P II
transitions. In order to identify suitable quasar sight lines, we
first carried out a systematic literature search of all the papers
from S. Quiret et al. (2016) to determine which of these papers
discussed P II and which transitions they measured. Archival
data of the quasars observed with the Ultraviolet and Visual
Echelle Spectrograph (UVES) on the VLT were downloaded
from the European Southern Observatory (ESO) Archive
Science Portal. The corresponding data were visually inspected
using the Python package linetools (J. X. Prochaska et al.
2017) to identify the P II lines in the quasar spectra and to
initially compare their line profiles. In all spectra, P II λ963
showed heavy blending with N I λ963. Only two quasars
featured unblended P II lines at λλ961, 1152, and 1532;
however, only one had high enough signal-to-noise to meet
our criteria. We selected PKS 0528–250, a quasar with emission
redshift zem= 2.779 and a strong associated DLA at redshift
zabs= 2.811 (see Table 3 and, e.g., D. L. Jauncey et al. 1978;
H. E. Smith et al. 1979, for early studies of this DLA). We
obtained the coadded, continuum-normalized VLT UVES
spectra covering 3042–10430Å as constructed in the SQUAD
survey (M. T. Murphy et al. 2019), downloaded from the ESO
Archive Science Portal. The coadded spectrum was made from
three different exposures (two exposures of 5655 s and one
exposure of 1320 s), and has a spectral resolution of 6.0 km s−1.
The normalized spectrum was used to identify the velocity
structure of the absorbing gas associated with the DLA.

3.2. Apparent Optical Depth Analysis

The absorption-line system at z= 2.811 toward PKS
0528–250 shows the P II λλ961, 1152, and 1532 lines spanning
∼200 km s−1 in the high-resolution UVES spectrum (see
Figure 2). We employ the apparent optical depth (AOD;
B. D. Savage & K. R. Sembach 1991) method to derive the

velocity profile of the optical depth τ(v), using

( ) ( ( )) ( )v I vln , 1nt = -

where In(v) is the normalized absorption profile. Since for
unsaturated lines the optical depth is proportional to the
oscillator strength f, i.e., τ(v)∝ λfN(v), we can define the ratio
of the λλ961, 1152 f-values as

( )
( )

( )
f

f

v

v
. 2961

1152

1152 961

961 1152

l t
l t

=

Thus, at velocities where the absorption-line profile is fully
resolved, the f961/f1152 ratio will display a visibly distinct value
compared to regions affected by unresolved components or
blends or noise, which will not show a definite value. The
f961/f1152 ratio is then calculated for the distinct velocity region
by finding the mean of the λτ(v) values across the respective
pixels. The uncertainty of the f961/f1152 ratio is determined by
calculating the rms scatter from the mean value. We adopt the
same methodology successfully utilized by Boissé & Bergeron
(2019) to produce improved values for Ni II UV absorption
lines using archival high-resolution ground-based spectra
toward high-redshift quasars.
Before making a comparative analysis of the P II 961 and

1152Å transitions, we first sought to check for saturation in the
stronger λ1152 line by comparing it to the weaker transition at
λ1532. Although the signal-to-noise is much lower for this
weaker transition, an overplot of their AOD column density
velocity profiles shows a consistent profile (see Figure 3), where
we adopt the f-value for λ1152 from S. R. Federman et al. (2007,
from experimental beam-foil measurements) and the empirically
derived f-value for λ1532 from A. M. Ritchey et al. (2023).

Table 2
Literature Theoretical f-values, Experimental Oscillator Strength f Measurements, and our QRHF Calculation Data for P II λλ961, 963, 1152, 1301, 1532

f (961) f (963) f (1152) f (1301) f (1532) Reference

0.349 1.45 0.244 0.0127 0.00303 a

0.595 1.80 0.251 0.0207 0.00793 b

0.0128 1.86 0.253 0.0210 0.00693 c

0.0219 1.84 0.250 0.0213 0.00695 d

L L 0.272 ± 0.029 0.0196 ± 0.002 0.00737 e

0.153 1.79 0.254 0.0213 0.00628 f,TW
0.147 ± 0.021 L L L L g,TW

Notes. We include uncertainties for published literature values where available.
a Theoretical data from A. Hibbert (1988; values adopted by D. C. Morton 2003).
b Theoretical data from S. S. Tayal (2003).
c Theoretical data from C. Froese Fischer et al. (2006).
d Theoretical data from P. Rynkun et al. (2019).
e Experimentally determined lab values for λλ1152, 1301 from S. R. Federman et al. (2007) and M. S. Brown et al. (2018), respectively, and an empirical value for
λ1532 based on astrophysical spectra from A. M. Ritchey et al. (2023).
f Theoretical data for λλ963, 1152, 1301, 1532 produced from the quasi-relativistic Hartree–Fock (QRHF) approach, uncorrected for the differences between
theoretical and observed transition wavelengths to facilitate comparison with other theoretical literature values; see Section 2.
g Empirically derived f-value from the 961/1152 f-ratio observed in the z = 2.811 DLA associated with PKS 0528–250 and the experimental f-value for λ1152 from
S. R. Federman et al. (2007) and this work (TW).

Table 3
Parameters for QSO PKS 0528–250

Quasar zem zabs Reference

PKS 0528–250 2.779 2.811 J78; S79

Note. References for the DLA toward PKS 0528–250: (J78) D. L. Jauncey
et al. (1978), (S79) H. E. Smith et al. (1979).
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Given that λ1152 does not show noticeable saturation relative to
λ1532, we proceed with our analysis of the 961Å transition
relative to 1152Å in order to provide an empirically derived
constraint on the f-value for λ961.

The metal-line absorption in the DLA has been studied in
considerable detail over the years (see, e.g., D. C. Morton et al.
1980; L. Lu et al. 1996; J. Ge et al. 1997; S. L. Ellison et al.
2010; A. De Cia et al. 2016; S. A. Balashev et al. 2020), which
aided in our analysis. This system consists of many individual
velocity components with two main clumps at z= 2.8114 and
2.8138. Comparison of the velocity profiles of the P II 961Å
line and the P II 1152Å line (see top panel of Figure 4) reveals
absorption in λ961 at v−65 and v+90 km s−1 that is not
present in λ1152. We performed a closer inspection to see if
this absorption could be affecting our measurement.

Molecular hydrogen is associated with this DLA and has a
velocity profile composed of two components at z= 2.810995
(2) and 2.811124(2); see R. Srianand & P. Petitjean (1998) for
more details. The nearest molecular hydrogen transitions are
the 13–0 P(3) and 15–0 R(7) lines at λrest= 960.449 and
960.697Å, respectively. The 15–0 R(7) line may be respon-
sible for the weak absorption feature near −100 km s−1,
however the leftmost component of the λ961 line is redward
of both the 13–0 P(3) and 15–0 R(7) transitions by nearly 2 and
1 Å, respectively. Therefore, we do not believe that molecular
hydrogen is blended with λ961. Other absorbers along the line

of sight include an absorption-line system at z= 2.53758 and
z= 2.14077. However, there is no intervening absorption from
either of these redshifts at the wavelengths corresponding to the
P II 961Å components in question.
As this region lies shortward of the background quasar’s

Lyα emission, we cannot rule out that the extra absorption at
v−65 and v+90 km s−1 seen in λ961 is due to
intervening Lyα absorption. However, we observe no visibly
distinct change in the f-value ratio in our velocity region of
interest from −40 v+90 km s−1 (see bottom panel of
Figure 4), which would indicate the presence of an unresolved
blend if significant Lyα absorption is indeed present.

4. Results

This section is organized into two parts. First, we show our
theoretical results for the suite of P II resonant, excited-level,
and fine-structure transitions originating from the 3P ground
term. In the second part, we present the AOD analysis for the
DLA toward quasar sight line PKS 0528–250 and the
empirically derived oscillator strength for λ961.

4.1. Theoretical Results

A new set of atomic oscillator strengths f, transition
probabilities (rates) A, and transition wavelengths λ was
produced by employing the QRHF approach. Section 2.1
explains the calculation methods and ways to achieve
consistent results and desired accuracy of level energies and
transition oscillator strengths f. The atomic data needed for the
analysis and modeling of absorption spectra are listed in
Table A1. Here we present the calculated wavelengths λ and
absorption oscillator strengths f both for the resonant
transitions and the transitions involving the fine-structure
levels of the lowest term 3s23p2 3P. Alongside this, the
emission transition rates (A-rates) and corresponding transition
line strengths S are listed. For this table, we have chosen to
present line data without corrections for the differences
between theoretical and observed transition wavelengths. A
simple formula to introduce these corrections is shown for the

Figure 2. Velocity plots of the P II lines detected in the DLA at z = 2.811
associated with PKS 0528–250 in the VLT/UVES spectrum. The absorption
from −70 to +140 km s−1 is associated with the DLA. The S II 1253 Å
transition is included for comparison to another detected metal line. In all
panels, the normalized flux is shown in black and the red horizontal line marks
the level of the continuum. The blue curve is the 1σ error in the normalized
flux. An offset of 0.4 and 0.8 is applied to the y-axis of the weaker 961 and
1532 Å transitions, respectively, to facilitate visualization.

Figure 3. A comparison of the P II 1152 and 1532 Å transitions detected in the
DLA at z = 2.811 seen toward PKS 0528–250 in the VLT/UVES spectrum.
Top panel: overplot of the normalized flux of the P II 1152 (gold) and 1532 Å
(pink) transitions. A secondary y-axis for the weaker λ1532 transition is shown
on the right side of the plot. Bottom panel: an overplot of the AOD column
density velocity profiles, Na(v), for the P II 1152 (gold) and 1532 Å (pink)
transitions using the experimental f-value from S. R. Federman et al. (2007)
and the empirically derived f-value for λ1532 from A. M. Ritchey et al. (2023).
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oscillator strength f-values in Section 2, and for transition rates
A in M. L. Lykins et al. (2015). In any case, these corrections
are small (e.g., <0.2% and <0.8% for P II λλ961 and 1152,
respectively). For the P II doublet at λλ961, 963, we calculate
f= 0.153 for the P II 961Å transition and f= 1.79 for the
963Å transition.

4.2. Empirical f-value for 961 Å

The UVES optical data for the zabs= 2.811 absorber toward
PKS 0528–250 cover the 961, 1152, and 1532Å resonant
transitions. For λλ961, 1152, we calculated the AOD profile for
each transition using Equation (1) and then determined the
f961/f1152 ratio at each pixel along the velocity profile in the
region from −25 to +90 km s−1 using Equation (2). In Figure 4,
we illustrate the τ(v) profiles and the resulting f961/f1152 ratio for
the zabs= 2.811 system toward PKS 0528–250. We find a mean
value for f961/f1152= 0.539± 0.078 across these pixels, where
the uncertainty represents the rms scatter about the mean.
Table 4 lists this observed ratio as well as our theoretically
calculated f-ratio of 0.601, which is consistent with the observed
f-ratio within the uncertainty margin, differing by approxi-
mately 10%.

To derive an empirical constraint on the f-value of λ961, we
calculate f961 by multiplying the observed f961/f1152 ratio by the
well-known f-value for λ1152. We consider our theoretical
result f1152= 0.256 (corrected for uncertainties in the calculated
wavelengths) and f1152= 0.272 from the experimental beam-
foil measurements of S. R. Federman et al. (2007). Using our
theoretically calculated f-value, we derive an empirical f-value
for λ961 of f961= 0.138± 0.020, where the uncertainty reflects
the highest and lowest f-values permitted by the uncertainty on
f961/f1152 from the rms scatter about the mean. Using the
experimental f-value for λ1152 of 0.272 from S. R. Federman
et al. (2007), we find an f-value of f961= 0.147± 0.021. Both
empirical f-values are consistent with each other within their
error margins, and are also consistent with our independent
theoretical calculation of f961= 0.153. Moreover, the empirical
f-value of 0.147 only differs from our independent theoretical
calculation by 3.9%. Going forward, we adopt our empirical
f-value= 0.147± 0.021 derived with the f-value for λ1152 of
0.272 from S. R. Federman et al. (2007) since these data are
experimentally determined.

5. Discussion

To evaluate our new result for P II 961Å in context with
other values from the literature, we applied a Voigt profile fit of
the λ1152 transition in the high-resolution spectrum of PKS
0528–250 to the λ961 transition using f-values from this work
and the literature. We used the Voigt profile fitting software
VPFIT (v.12.2; R. F. Carswell & J. K. Webb 2014) to perform
all fits.
The high-resolution spectrum of PKS 0528–250 has been

well studied, with recently published fits to many metal lines
from S. A. Balashev et al. (2020). We adopt their singly ionized
species component redshifts and b-values to produce a Voigt
profile fit to the λ1152 transition and determine the column
density (see the top panel of Figure 5), using the experimentally
determined f-value from S. R. Federman et al. (2007). We find
log N(P II/cm−2)= 13.93± 0.04. The complete Voigt profile
for λ1152 (i.e., component redshifts, b-values, and column
densities) is then applied to the λ961 transition using f-values
from this work (TW) and the literature (A. Hibbert 1988;
S. S. Tayal 2003; C. Froese Fischer et al. 2006; P. Rynkun et al.
2019). We find that the lowest f-values from C. Froese Fischer
et al. (2006) and P. Rynkun et al. (2019) noticeably underfit the
profile (see the bottom panel of Figure 5). Likewise, the highest
f-values from A. Hibbert (1988) and S. S. Tayal (2003) produce
a significantly overfitted profile to the data. However, both our
empirical and independent theoretical calculation for f961
provide a good fit to the data.
To quantify the goodness-of-fit, we then performed a

simultaneous fit to both the λλ961, 1152 transitions using
f-values for λ961 ranging from 0.050 to 0.250 in steps of
0.005, which encompasses all of the f-values considered in this
work. We used the same component redshifts and b-values
from the fit to λ1152 with the f-value from S. R. Federman
et al. (2007) as before, except we excluded velocities outside
the region −40 v+85, which showed signs of possible
blending with Lyα, as discussed in Section 4.2. We then
recorded the resulting normalized χ2 statistic produced by
VPFIT from the simultaneous Voigt profile fit, which VPFIT
defines as the χ2 statistic divided by the number of degrees of
freedom. The results are shown in Figure 6. For the f-values of
C. Froese Fischer et al. (2006), P. Rynkun et al. (2019),

Figure 4. Absorption lines of P II λλ 961, 1152 observed in the DLA at
zabs = 2.811 toward PKS 0528–250. The top panel shows the optical depth
profiles for the 961 (in gold) and 1152 Å (pink) transitions. In the bottom panel,
the flat region of the curve shaded in light blue was used to calculate the f-ratio
of 961/1152.

Table 4
Ratio of f-values and the Derived Values of the Oscillator Strengths for the P II

961 Å Transition

Target f (961)/f (1152)

PKS 0528–250 (observed) 0.5385 ± 0.0780a

QRHF (theory) 0.601

f-values

f (961) (empirical)b 0.138 ± 0.020
f (961) (empirical)c 0.147 ± 0.021
f (961) (QRHF theory) 0.153

Notes.
a The error on the mean f961/f1152 ratio is the rms scatter about the mean; see
Section 4.2 for more details.
b Our theoretical f-value for λ1152 of 0.2559 (corrected for uncertainties in the
calculated wavelengths) was used to derive the f961 value from the average
observed f961/f1152 ratio.
c The experimental beam-foil measurement f-value for λ1152 of 0.272 was
used to derive the f961 value from the average observed f961/f1152 ratio.
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A. Hibbert (1988), and S. S. Tayal (2003), we find high
normalized χ2 values of 52.3, 126.7, 93.1, and 78.4,
respectively. We find the lowest normalized χ2= 1.53 for the
empirically derived f961= 0.147. This result is not unexpected
for this test as the f-value was derived from our observed f-ratio
using f1152 from S. R. Federman et al. (2007), which defines
the fit parameters for the λ1152 transition. However, we
emphasize that our independent theoretical calculation yielding
f961= 0.153 has a normalized χ2= 1.65, differing by only 0.12
from the normalized χ2 of the empirically derived f961= 0.147.

Of the suite of resonant P II UV transitions, λ961 and λ963
have the highest variance in theoretical values historically (see
Table 2). We have attempted to rectify this issue for both
transitions in this work using a combination of astrophysical

observations and theoretical calculations, but were unable to
make improvements for the transition at λ963 (upper state
3s23p3d 3P1) because we were unable to find a sight line that
showed unblended or unsaturated interstellar absorption. In the
PKS 0528–250 sight line, λ963 is heavily saturated and in
close proximity to the strong N I triplet at 963Å. However,
given that our set of theoretical QRHF calculations have shown
close agreement with the observed λλ961/1152 f-ratio
(theoretical f961/f1152= 0.601, observed f961/f1152= 0.539),
we can recommend our theoretical f-value for λ963 of 1.79,
which is consistent with the theoretical calculations of
C. Froese Fischer et al. (2006), P. Rynkun et al. (2019), and
S. S. Tayal (2003); see Table 2.
Additionally, we sought to independently confirm the

oscillator strength for P II λ961 by calculating another observed
line strength ratio with λ961. Out of the other resonant P II
transitions, λ1532 offers the only other possible f-ratio in our
sample due to various issues. The P II transition at 972Å is
blended with H I Lyman γ at 972Å, which is very strong in the
DLA. The P II line at 1124Å is too weak to be detected, and
P II λ1301 is blended with the strong O I λ1302 transition.
Luckily, the optical UVES spectrum of PKS 0528–250 covers
both the redshifted 961 and 1532Å transitions in the
zDLA= 2.811 DLA (see Figure 2). However, the P II λ1532
transition is very weak and shows low signal-to-noise.
We measure f961/f1532= 17.918 with a very large rms scatter

about the mean of 7.623, noting that there are several spikes
and dips in the f-ratio in the velocity region of interest as a
result of the low signal-to-noise for P II λ1532 (see Figure 7).
Our theoretical QRHF calculations find f961/f1532= 24.352,
which is consistent with the higher end of our observed f-ratio.
As with P II λ1152, the theoretical f-value for λ1532 is also
well known historically. We use our QRHF result of
f1532= 0.00628 to estimate the f-value for λ961 and find
f961= 0.113± 0.0479, where the uncertainty reflects the high-
est and lowest f-value allowed by the rms scatter. Moreover,
using the observationally derived f1532= 0.00737 from
A. M. Ritchey et al. (2023), as shown in Table 2, we determine
f961= 0.132± 0.0562. Thus, we find that f961= 0.147 derived
from our observed f961/f1532 ratio in the DLA is consistent with
f961 derived from our f961/f1152 ratio within the margin of error.
We emphasize that our QRHF calculations for the oscillator

strengths of P II λλ1152, 1301, and 1532 agree very well with

Figure 5. Top panel: Voigt profile fit to the P II 1152 transition observed in the
DLA at zabs = 2.811 toward PKS 0528–250. The normalized flux and 1σ error
in the flux are shown in black and light blue, respectively. The magenta curve is
the profile fit to the data resulting from adopting the published component
redshifts and b-values from S. A. Balashev et al. (2020) and utilizing the
experimental f-value of S. R. Federman et al. (2007) to determine the column
density. Bottom panel: same as top panel, except using the range of f-values
from this work (TW) and the literature in order to compare their resulting Voigt
profiles. The shaded gray bar from −40  v  +90 shows the region common
to λλ961, 1152 (see Section 3.1). The lowest f-values from C. Froese Fischer
et al. (2006) and P. Rynkun et al. (2019) produce the orange and purple
profiles, respectively, and noticeably underpredict the P II column density. The
highest f-values from A. Hibbert (1988) and S. S. Tayal (2003) produce the red
and blue profiles, respectively, and significantly overpredict the column
density. The f-values from this work produce the green (theoretical) and brown
(observed) profiles, which closely match the observed data.

Figure 6. The normalized χ2 results from VPFIT for the Voigt profile fit to the
P II 961 Å transition seen in the z = 2.811 DLA toward PKS 0528–250, with f-
values ranging from 0.050 to 0.250 in steps of 0.005 (black scatter points). The
horizontal black dashed line is χ2 = 1. The horizontal green square and
horizontal dashed line marks the χ2 using the theoretical f-value for 961 Å from
this work (0.153). The orange star and horizontal dashed line mark the χ2 for
the f-value observationally derived (0.147) from the f-ratio measured in the
DLA toward PKS 0528–250. For the f-values of C. Froese Fischer et al. (2006),
P. Rynkun et al. (2019), A. Hibbert (1988), and S. S. Tayal (2003), we find
high normalized χ2 values of 52.3, 126.7, 93.1, and 78.4, respectively.

Figure 7. Absorption lines of P II λλ961, 1532 observed in the DLA at
zabs = 2.811 toward PKS 0528–250. The top panel shows the optical depth
profiles for the 961 (in gold) and 1532 Å (pink) transitions. In the bottom panel,
the flat region of the curve shaded in light blue was used to calculate the f-ratio
of 961/1532.
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the earlier calculations of C. Froese Fischer et al. (2006),
A. M. Ritchey et al. (2023), P. Rynkun et al. (2019), and
S. S. Tayal (2003), as shown in Table 2. A larger discrepancy,
however, is seen with the data from the early calculations of
A. Hibbert (1988). Our calculations for P II λλ1152, 1301 are
also in agreement with the experimental values from
S. R. Federman et al. (2007) and M. S. Brown et al. (2018),
respectively.

The improvement in the oscillator strengths of the rest-frame
FUV P II 961 and 963Å transitions from our work should be
helpful for future studies of interstellar P abundances in the
ISM of the Milky Way, LMC, SMC, and indeed any galaxy,
including the DLA/sub-DLA absorbers in sight lines to
quasars and GRB afterglows. Current studies of P abundances
generally rely on the λλ1152, 1301, 1532 transitions. However,
P II λ1301 can be blended with O I λ1302, and P II λ1532 (as
the weakest) can result in nondetections in diffuse gas. In such
cases, as the only other resonant transition with a weaker
oscillator strength than λ1152, the λ961 transition will be
especially useful if λ1152 is saturated.

6. Conclusions

We derive an oscillator strength for the resonant P II 961Å
transition arising from the ground electronic state 3s23p2 3P0 to
the excited level 3s23p3d 3D1 of f= 0.147± 0.021 from optical
spectroscopic observations. We theoretically calculate an
oscillator strength for P II 961Å of f= 0.153 from QRHF
theoretical calculations, which is consistent within the margin
of error. We also theoretically determine an oscillator strength
for the resonant P II 963Å transition arising from the ground
electronic state 3s23p2 3P0 to the excited level 3s23p3d 3P1 of
f= 1.79. Historically, theoretical calculations have given
widely varying values for the f-value of λ961 because of
uncertainties arising from how close its excited 3s23p3d 3D1

state energy is to the excited 3s23p3d 3P1 state energy for the
much stronger resonant P II λ963 transition (see Figure 1).
Utilizing high-resolution optical spectra for the DLA toward
PKS 0528–250, we are able to constrain the large pool of
possible theoretical results to produce a converged data set for
the P II resonant, excited, and fine-structure transitions
originating from the lowest three levels 3P0,

3P1, and
3P2 of

the ground configuration 3s23p2 (see Table A1).
The improvement in the oscillator strengths of the FUV P II

961 and 963Å transitions will be helpful for studies of

interstellar P abundances in galaxies. As the strength of λ961
lies between the weakest λ1532 transition and the often
blended λ1301 transtion (with O I 1302Å), this improved value
for λ961 offers an additional option for determining P
abundances in environments where λ1152 is saturated. More
accurate P II column densities determined using our results
would enable more accurate determination of P depletion on
dust grains and of P abundances in the ISM of local as well as
distant galaxies, providing more secure assessments of the
evolution of metallicity with cosmic time, and thus placing
additional constraints on the cosmic star formation history.
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Appendix
Supplemental Data

A data table of the resonant, excited, and fine-structure
transitions originating from the lowest three levels 3P0,

3P1, and
3P2 of the ground configuration 3s23p2 are shown in Table A1,
where we present the theoretical line wavelengths, absorption
oscillator strengths, emission transition probabilities, and
transition line strengths. The data are presented without energy
corrections caused by the difference between theoretical and
observed level energies so that users may use their preferred
observed wavelength in such a correction. Please see Section 2
for details on applying a correction to the f-values.
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Table A1
P II Theoretical Line Wavelengths λ, Absorption Oscillator Strengths f, Emission Transition Probabilities (Rates), and Transition Line Strengths S

Lower State Upper State λ f A S
(Å) (s−1) (au)

3s23p2 3P2 3s23p3d 1F3 932.43 1.25(−4) 6.90(+5) 1.93(−3)
a3s23p2 3P0 3s23p3d 3D1 959.75 1.53(−1) 3.69(+8) 4.83(−1)
3s23p2 3P1 3s23p3d 3P2 960.85 3.84(−1) 1.66(+9) 3.64(+0)
3s23p2 3P1 3s23p3d 3D1 961.17 4.86(−1) 3.51(+9) 4.62(+0)
3s23p2 3P1 3s23p3d 3P0 962.10 1.87(−1) 4.05(+9) 1.78(+0)
a3s23p2 3P0 3s23p3d 3P1 962.18 1.79(+0) 4.29(+9) 5.66(+0)
3s23p2 3P2 3s23p3d 3P2 963.50 5.38(−1) 3.86(+9) 8.53(+0)
3s23p2 3P1 3s23p3d 3P1 963.61 1.08(−2) 7.80(+7) 1.03(−1)
3s23p2 3P2 3s23p3d 3D1 963.82 1.11(−1) 1.33(+9) 1.77(+0)
3s23p2 3P2 3s23p3d 3D3 964.02 1.19(+0) 6.09(+9) 1.88(+1)
3s23p2 3P1 3s23p3d 3D2 964.71 9.08(−1) 3.90(+9) 8.65(+0)
3s23p2 3P2 3s23p3d 3P1 966.26 3.75(−2) 4.47(+8) 5.97(−1)
3s23p2 3P2 3s23p3d 3D2 967.37 9.49(−2) 6.77(+8) 1.51(+0)
a3s23p2 3P0 3s23p3d 1P1 970.03 4.16(−2) 9.84(+7) 1.33(−1)
3s23p2 3P1 3s23p3d 1P1 971.48 1.20(−3) 8.46(+6) 1.15(−2)
3s23p2 3P2 3s23p3d 1P1 974.18 1.58(−3) 1.85(+7) 2.53(−2)
a3s23p2 3P0 3s23p4s 1P1 1131.32 1.98(−3) 3.50(+6) 7.38(−3)
3s23p2 3P1 3s23p4s 1P1 1133.29 5.17(−4) 2.69(+6) 5.80(−3)
3s23p2 3P2 3s23p4s 1P1 1136.97 1.81(−4) 1.56(+6) 3.40(−3)
3s23p2 3P1 3s23p3d 3F2 1139.38 4.89(−5) 1.51(+5) 5.51(−4)
3s23p2 3P2 3s23p3d 3F3 1141.15 8.34(−5) 3.05(+5) 1.57(−3)
3s23p2 3P2 3s23p3d 3F2 1143.10 1.03(−5) 5.27(+4) 1.94(−4)
3s23p2 3P1 3s23p4s 3P2 1159.30 1.08(−1) 3.21(+8) 1.23(+0)
a3s23p2 3P0 3s23p4s 3P1 1161.46 2.54(−1) 4.19(+8) 9.73(−1)
3s23p2 3P2 3s23p4s 3P2 1163.15 1.93(−1) 9.52(+8) 3.70(+0)
3s23p2 3P1 3s23p4s 3P1 1163.54 6.33(−2) 3.12(+8) 7.27(−1)
3s23p2 3P1 3s23p4s 3P0 1165.28 8.53(−2) 1.26(+9) 9.81(−1)
3s23p2 3P2 3s23p4s 3P1 1167.42 6.42(−2) 5.24(+8) 1.23(+0)
3s23p2 3P1 3s23p3d 1D2 1286.60 1.59(−4) 3.84(+5) 2.02(−3)
3s23p2 3P2 3s23p3d 3D2 1291.34 1.70(−4) 6.81(+5) 3.62(−3)
a3s23p2 3P0 3s3p3 3P1 1309.32 2.13(−2) 2.76(+7) 9.18(−2)
3s23p2 3P1 3s3p3 3P0 1311.62 7.13(−3) 8.30(+7) 9.24(−2)
3s23p2 3P1 3s3p3 3P1 1311.97 5.62(−3) 2.18(+7) 7.28(−2)
3s23p2 3P1 3s3p3 3P2 1312.84 7.98(−3) 1.85(+7) 1.03(−1)
3s23p2 3P2 3s3p3 3P1 1316.90 4.92(−3) 3.15(+7) 1.07(−1)
3s23p2 3P2 3s3p3 3P2 1317.77 1.49(−2) 5.72(+7) 3.23(−1)
a3s23p2 3P0 3s3p3 3D1 1545.75 6.28(−3) 5.84(+6) 3.20(−2)
3s23p2 3P1 3s3p3 3D2 1549.22 4.73(−3) 7.89(+6) 7.24(−2)
3s23p2 3P1 3s3p3 3D1 1549.44 1.37(−3) 3.80(+6) 2.10(−2)
3s23p2 3P2 3s3p3 3D3 1555.70 5.02(−3) 9.87(+6) 1.28(−1)
3s23p2 3P2 3s3p3 3P2 1556.11 7.21(−4) 1.99(+6) 1.85(−2)
3s23p2 3P2 3s3p3 3D1 1556.33 4.22(−5) 1.94(+5) 1.08(−3)
3s23p2 3P1 3s3p3 5S2 2286.34 2.02(−6) 1.55(+3) 4.57(−5)
3s23p2 3P2 3s3p3 5S2 2301.36 3.51(−6) 4.42(+3) 1.33(−4)

Notes. The data are presented without energy corrections caused by the difference between theoretical and observed level energies. Resonant lines are marked with a
dagger.
a Notation a.bc(d) stands for a.bc × 10d.
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