
Computer Standards & Interfaces 93 (2025) 103962 

A
0
n

Contents lists available at ScienceDirect

Computer Standards & Interfaces

journal homepage: www.elsevier.com/locate/csi

Towards projection of the individualised risk assessment for the
cybersecurity workforce
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A B S T R A C T

In the era of global digitalisation, there is rapid development of services requiring cybersecurity resilience
against adversarial actions. The demand for skilled cybersecurity professionals is at an all-time high, with
over three million positions yet to be filled worldwide. Employers call for help to recruit and retain specialists
as a stressful cybersecurity work environment increases the risk of insecure and non-compliant behaviour.
Current training methodologies need to be revised to address this issue, underlining the need for a shift
towards more individualised training methods to raise awareness about personal traits that impact professional
conduct. This paper introduces a multi-disciplinary model that enables the personal trait triangulation of the
cybersecurity specialist from three different perspectives: human genetics, psychology, and information and
communication technology. The model offers a novel approach by incorporating a self-regulation feature,
exemplified through impulsivity measured by the Barratt Impulsiveness Scale, and leveraging a web-based
system for both psychological assessment and cybersecurity task completion. Pilot experimental data (n=48)
was used for model building and proof of concept. The example demonstrates model potential in individual
behaviour prognosis. It suggests its utility in tailoring training strategies that not only enhance cybersecurity
performance but also aid in workforce retention by acknowledging and addressing the complex interplay of
factors influencing daily cyber routines.
1. Introduction

The development of new technologies enables remote maintenance
of services, a rise of smart cities, an increasing reliance on automated
and AI-based solutions, and the popularity of everything as a service.
Therefore, technological solutions require building societal resilience
against adversaries that get new possibilities to exploit newly occurring
and already existing vulnerabilities. Due to these factors, the European
Union Agency for Cybersecurity (ENISA) lists skill shortage and human
error as emerging cybersecurity threats [1].

The extrapolated need for cybersecurity specialists has grown 350%
worldwide since 2013, but the sector needs help recruiting and filling
the positions [2]. Several factors for the shortage of specialists have
been identified: demands for cybersecurity certifications, the increased
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job market for cybersecurity specialists, lack of diversity in the field,
and the need for higher education and organisations to recruit, train,
upskill, and retrain specialists [2,3][4, Ch. 4]. While cybersecurity
workforce positions have been technology-oriented, recent industry
focus and research have shown the need for a diverse workforce to
ensure business continuity and solve cybersecurity incidents [3,5].
Moreover, cybersecurity-related tasks relate to a complex environment,
and additional stressors arise due to staff shortages, limited budgets,
and diverse attack vectors, including social engineering and insider
threats [2].

While previous studies on workforce diversity have primarily fo-
cused on biodemographic variables such as gender and age, the current
focus has shifted to job-related attributes [6], including educational
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background, skills, and experience. These job-related attributes help
in conflict resolution on task-related issues, encourage dialogue, con-
solidate experience into knowledge, and foster goal achievement, all
leading to creative problem-solving [6]. Within the cybersecurity do-
main, while there are limited studies on the effects of workforce
diversity on cybersecurity operations, the following character traits
have been identified and recommended for cybersecurity specialists:
systemic thinkers, team players, motivation for continued learning,
strong communication ability, a sense of civic duty, and a blend of
technical and social skills [7].

The vital elements of the cybersecurity work environment and
required skills have their basis in psychological processes related to
the development of metacognitive skills, including self-regulative ones.
Self-regulation as a characteristic has been validated and predicts suc-
cessful outcomes in many domains [8]. However, research within the
domain of cybersecurity is lacking [9]. In particular, the need to
integrate Human factors research into cybersecurity specialist training
has been highlighted, as often the focus is too much on the use of
technology to combat threats [10]. Research has shown that mental
agility is required to succeed in the cyber domain [11]. This insight
entails understanding to the level of being able to manipulate physical,
software, and human components [7].

Human factors usually have two forming forces: environmental
and natural (predisposed by genes). Various studies have shown that
almost all traits and behaviours are at least partly influenced by ge-
netic factors [12]. Modern genomics advances offer new possibilities
and applications. Because self-regulation/ self-control is a powerful
predictor of health, wealth, and public safety [13], numerous stud-
ies examine why self-control differs among individuals. Genome-wide
profiles of trait predictory markers could be an empowering tool by
helping individuals understand their strengths and potential challenges
and act accordingly afterwards. Sociogenomics findings can improve
our understanding of not only the genomic and biological factors but
also familial and social factors that combine across the life course
to affect educational outcomes. Incorporation and uptake of genomic
data may help improve policymaking and the design of actual edu-
cation interventions [14]. Yet, the success of interventions and their
acceptance in society depends on the ethical behaviour of stakehold-
ers because the improper attitude towards genetic research may lead
to a discriminative and vulnerable environment for some population
groups [15].

This paper aims to propose a multidisciplinary model and demon-
strate proof of concept (PoC) as a basis towards the individualised risk
assessment of the cybersecurity workforce. The work combines human
genomics, psychology, and computer science research to develop an
applicable solution, PoC, to support modern staff training considering
individual human traits. To our knowledge, no existing research com-
bined the three disciplines mentioned above and executed experiments
with a target group of cybersecurity specialists and a control group.
We fill the existing research gap in the cybersecurity field by analysing
behavioural characteristics such as self-regulation, which are vital in
the daily routines of specialists. The work aims to assess the feasibility
of self-regulation initially from multiple directions when applied to the
cybersecurity workforce. The state-of-the-art experimentation involved
a web-based prototype to collect self-reported traits and assess skills
related to information and communications technology (ICT). We exe-
cuted the experimental analysis to demonstrate the PoC and promote
the trait research possibilities to support global efforts to retain and
recruit the cyber workforce.

We hypothesise that there are features, such as self-regulation/
self-control, which might be the critical elements for a cybersecurity
specialist’s successful work and which could be advanced, at least to
some extent. To justify this hypothesis, we formulate the following
research questions:

RQ1 What are the typical self-regulation-related parameters of cyber-
security specialists compared to the general population?
2 
Fig. 1. Factors impacting organisational cyber resilience.

RQ2 What self-reported individual preferences, e.g., decision-making
or planning styles, related to everyday activities are common to
cybersecurity specialists?

RQ3 How could the interdisciplinary approach into the cybersecu-
rity workforce development help provide recommendations to
advance the work of cybersecurity specialists?

The remaining parts of the paper are structured as follows. In
Section 2, we provide the background information defining the work-
place specifics of the cybersecurity field and how it is bound to one’s
metacognitive abilities and self-regulation, which, in part, are deter-
mined by genes. Section 3 refers to the methods used to answer research
questions and the primary hypothesis. Section 4 provides the extraction
of the results. Section 5 discusses the results’ implications from both
theoretical and practical perspectives, including study limitations and
ethical aspects. Section 6 concludes with our study’s findings, insights,
and future prospects.

2. Background

This section reviews the background research to highlight the im-
portance of a multidisciplinary approach in developing a resilient CS
workforce. Applying good modelling practices, we created three con-
ceptual models (Figs. 1–3) to accompany each subsection and systemise
the dominant interrelated concepts identified in the literature and
related to our study.

2.1. Context of the cybersecurity workplace

The existing cybersecurity skill and role frameworks define the
working environment of the specialists and work as a standard when
the global, regional, national, and organisational needs regarding work-
force development are determined. The National Institute of Standards
and Technology (NIST) National Initiative for Cybersecurity Education
(NICE) Cybersecurity Workforce Framework [16] distinguishes more
than 50 work roles and defines the associated skills, abilities, and
tasks. The European Cybersecurity Skills Framework (ECSF) [17] de-
fines 12 roles and associates them with main tasks and key skills,
including e-competences and their levels according to the European
e-Competence Framework. The cybersecurity workforce deals with pro-
tecting compound systems (services, networks, devices, programs, and
humans) from digital attacks. Typically, there are several responsibility
areas [16]. For example, the Oversee and Govern area includes man-
agement and advocacy to ensure efficient work of an organisation,
Operate and Maintain means satisfactory system performance every
day, and Protect and Defend involves incident response and crisis man-
agement. Thus, building cybersecurity capability means establishing
a resilient environment to ensure business continuity and fast re-
sponse to incidents by creating (cyber)security culture and procedures,
choosing proper technological tools, and training staff to succeed in

decision-making processes and adapt to changes or needs.
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Fig. 1 lists vital factors having an impact on organisational re-
silience. A timely response to an incident relies on adequately chosen
and applied technological tools, the joint competence set of the re-
cruited staff, defined operational procedures, and the attitudes and
values of the individual employees. Risks to resilience come from the
changing attack surface, missing elements of the work culture, require-
ments to ensure business continuity, and personal traits of employees.
This subsection discusses the listed factors that define the context of
the cybersecurity workforce.

Various work roles execute cybersecurity operations and
processes [16,17]. The complexity of cybersecurity tasks requires effec-
tive collaboration between cybersecurity specialists and related tech-
nology, compliance, and management roles. The specialists have to
support legacy systems, the Internet of Things, stand-alone software
solutions, and heterogeneous or distributed systems, including products
of a third party. This technological width makes an attack surface
diverse and complex, with vulnerabilities in operating systems, open-
source libraries, and software of global vendors. Thus, organisations,
especially the bigger ones, with a high maturity cover several typical
specialist roles to build resilience against adversaries. For example, a
Chief Information Security Officer (CISO) manages an organisation’s
cybersecurity strategy; a Cyber Incident Responder monitors the cy-
bersecurity state and manages incidents; and a Cybersecurity Architect
designs solutions through security by design [17].

Meanwhile, the dynamic and uncertain environment of cybersecu-
rity operations requires fast and non-impulsive decision-making and
impartial problem and conflict resolution. The organisation’s man-
agement Board assumes the CISO is responsible for a data breach
and other incidents, leading to continuous stress at work [18]. By
choosing a proper communication strategy, the CISO can reduce work
stress [19]. Human error is one of the threats [1], and end users are
also an exploitable vulnerability [7]. Georgiadou et al. [20] present
a cybersecurity culture framework to evaluate an insider threat that
arises due to the human factor being present. For example, personality
predispositions might lead to espionage, sabotage, and unintentional
actions because of a high-stress level. Aigbefo et al. [21] emphasise
that habit and hardiness personality traits (commitment, challenge, and
control) help to stay involved in security problem-solving and com-
munication tasks under the pressure of stressful conditions. Employees
can develop them to comply with security. Rational decision-making
significantly affected device securement and proactive awareness [22].
Moreover, perseverance (hardiness) is seen as a vital trait in dealing
with continuous stressors or challenges that require a sustained re-
sponse, e.g. regular backup [23]. Thus, this characteristic is part of
individual resilience against threats.

Therefore, cybersecurity work roles are expected to have a balanced
set of technical, operational, and general competences [24]. For ex-
ample, cybersecurity advocates [25] have to be technical enough but
also possess soft skills and characteristics like communication abilities
and patience to help others increase security awareness. Robinson [26]
even suggests that human factors engineering could help deal with chal-
lenges arising from human factors of general users and professionals,
for example, by early indication of alert fatigue of Security Operation
Centre professionals. When employees work under time pressure, psy-
chological constructs lead to disregarding security warnings or looking
for non-secure workarounds [27].

Employers search for diverse skills, and Graham and Lu [28] iden-
tify that the diversity of skills is closely related to soft skills like
organisational, communication, and problem-solving skills. Critical and
strategic thinking, team collaboration and communication, problem-
solving, and working under pressure are typical general competences
associated with cybersecurity specialists [29–31]. Personality traits
like self-regulation, self-control, emotional stability [32], and risk ad-
versity [33] tend to impact human cybersecurity behaviour. Steinke
et al. [34] provide recommendations to improve the performance of

cybersecurity incident response teams (CSIRTs). For example, training

3 
Fig. 2. Self-regulation characteristic in building cyber resilience.

sessions such as perturbation and stress exposure for team adaptation
would prepare specialists to maintain adequate performance in cyber
crises, and efforts to strengthen problem-solving skills would develop
thought habits required during cyber incident management. Enhanc-
ing team communication and developing shared knowledge, i.e., mental
models, are also crucial. Self-control might reduce the individual’s (end-
users and specialists) engagement in vulnerability-rising practices [35].
Hence, it is vital to consider behavioural aspects in the cybersecurity
specialist selection, training, and management.

2.2. Self-regulation as part of metacognition

The existing cybersecurity role descriptions [16,17] presented above
have their basis in psychological processes that require the cybersecu-
rity workforce to have self-regulatory skills.

Flavell [36] initially defined metacognition as comprising four el-
ements: knowledge, experience, goals, and strategies. However, subse-
quent human factors research has expanded this concept to encompass
a broader and more dynamic understanding. The awareness of one’s
own knowledge, experiences, and skills, along with the ability to com-
prehend, regulate, and manipulate cognitive processes. For instance,
Suss and Ward [37] highlight the necessity for individuals to demon-
strate metacognitive skills by knowing when to trust their intuitions
and when to adaptively replan based on situational complexities and
the consistency of their expectations. Furthermore, the concept of situ-
ational awareness, as part of the Comprehensive Information Security
Awareness (CISA) framework, involves integrating security, system,
and situational awareness into training through various artifacts like
tutorials, case studies, simulations, and visual aids [38]. This newer
understanding integrates Flavell’s foundational framework with con-
temporary insights, reflecting a more comprehensive view of how
individuals monitor and adjust their cognitive functions to effectively
manage complex and dynamic situations.

Fig. 2 provides a high-level illustration explaining self-regulation’s
application in the cybersecurity work environment. In the figure, rect-
angular shapes with rounded corners represent metacognitive knowl-
edge elements. Metacognition is an aggregate (visualised by a diamond)
of three components, i.e., situational awareness, self-awareness, and
behavioural control techniques. Furthermore, nodes with a double
border distinguish processes and skills required in situations oriented
towards goals and objectives. Ellipses demonstrate negative factors in
the cybersecurity work environment. Self-regulation is a behavioural
control technique vital in cybersecurity incident management. In the
figure, the relationship ISA emphasises the specialisation of behavioural
strategies. This notation will also be used in later figures. Factors
such as stress, pressure, and human errors impact decision-making
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Fig. 3. Deconstructing stress control as part of self-regulation.

nd problem-solving in cybersecurity work environments. Therefore,
pecialists should be able to control emotions and behaviour to ensure
rganisational cyber resilience.

Self-regulation can be understood as an interaction between per-
onal, behavioural and environmental processes [39]. In particular,
hese processes are adapted in order to attain a particular goal. Whilst
etacognition plays a role in these processes, self-regulation is also

ffected by self-efficacy, the belief one has in one’s ability to achieve
particular goal [40, p. 14]. The process of self-regulation includes

etting goals, monitoring goal progress, and acting in accordance with
he goal [41,42]. It has been argued that self-regulation involves the
ollowing three processes: (1) behavioural self-regulation, involving
bserving and adjusting one’s own learning; (2) environmental self-
egulation, which involves observing and adjusting environmental con-
itions or outcomes; and (3) covert self-regulation which involves
onitoring and adjusting cognitive and affective states [40, p. 15].
hilst self-regulation is considered a fairly stable individual trait, it

an be developed, for example, through modelling and/or mentoring
nd through personal effort [11]. To promote better self-regulation,
nterventions can be focused on behavioural (i.e., goal setting, im-
ulse control), cognitive (i.e., decision-making, perspective-taking), or
motional skills (i.e., coping strategies, emotion-regulation; [43] ).

.3. Genetics underlying self-regulation

Self-regulation is a feature in part determined by genes, which
akes studying it demanding because both genetic and environmental

actors are involved [44]. Unlike the monogenic inheritance pattern,
here a single genome variant could influence a particular trait (or
isease), the multifactorial inheritance pattern (as in the self-regulation
ase) involving many genome variants provides only a propensity
or an individual to develop a particular trait or disease. However,
ome genome variants may have more significant effects than oth-
rs, and in behaviour cases, these variants can alter genes related to
ormones [45] or other metabolic counterparts [46].

It is known, that multiple hormones affect social behaviour (could
e also extended to cybersecurity behaviours as these are still be-
aviours in general), as often they directly influence some aspect of
rain function. Hormones are not only regulated by genes. They also
hange gene expression or cellular function and affect behaviour by
ncreasing the likelihood that specific behaviours occur in the presence
f precise stimuli [45]. Hormones are produced by particular groups
f cells called endocrine glands (pituitary, pineal, thymus, thyroid,
drenal glands, the pancreas, and the testes in men and the ovaries
n women) and influence human physiology [47], which may affect
ehaviour [48]. The following example shows the whole cascade of
rocesses.

Fig. 3 provides a high-level diagram that complements the example.
t illustrates how stress control, as a sub-process of self-regulation, is
nfluenced by genes and hormones. The environment influences self-
egulation. In the figure, stress control is deconstructed to impulsivity,
ne of the behavioural patterns (ISA relationship). Stress is expressed

s changes in mood, physiology, behaviour, and cognitive functions.

4 
The vital need for self-regulation to deal with stress is a part
of a cybersecurity operator’s everyday working experience. Research
has shown that the cybersecurity workforce operates under stress,
and almost 47% of incident responders have experienced burnout or
extreme stress [2]. In the body, environmental stress is transformed
into cellular stress signals through biological pathways [49]. Between
the environment and cells, there are regulatory elements—hormones.
Hormones are released as a result of biochemical reactions orchestrated
by the genome factors. The stress pathway in an organism is driven
by hormones such as corticotropin-releasing hormone (CRH; impacts
the body’s response to stress), adrenocorticotropic hormone (ACTH; re-
leased after CRH stimulation and impacts release of cortisol and andro-
gens) or cortisol (primary stress hormone). But it also changes/affects
dopamine [50], serotonin [51], and noradrenaline [52]. Dopamine
is associated with mental health, serotonin controls the mood, and
noradrenaline plays a significant role in regulating attention, cogni-
tive functions, and stress reactions. Dopaminergic and serotonergic
neurotransmitters have been extensively studied in relation to self-
regulation [53]. Genetic influence on self-regulation can also manifest
itself in non-direct aspects of physiology, e.g., the serotonin transporter
gene variant was found to be associated with lower respiratory sinus
arrhythmia/ vagal tone [54]. Research on the stomach hormone ghrelin
showed how impulsiveness, i.e., lack of self-regulation, could depend
on hormones. Through gut-brain signalling, this appetite-stimulating
hormone can induce impulsive behaviour [55], both motor and choice.

It was shown that there are gender differences in self-regulation-
related behaviour. Age, health, and even household status were found
to interact with gender and, eventually, patterns of self-regulation [56].
Gender differences could also be due to hormone differences. Women
with high levels of oestrogen (in the fertile phase of the menstrual
cycle) tend to be less impulsive, i.e., have higher self-regulation than
men [57]. Moreover, it was demonstrated that testosterone was also
linked to self-regulation, e.g., a father’s ability to exert self-control
moderates the link between their testosterone levels and parenting
quality [58].

Meta-analysis has shown a high probability of self-control heritabil-
ity (60%), indicating that genes significantly contribute to the interindi-
vidual variation of self-control and should be considered whenever
analysing this trait [13].

3. Methods

3.1. Model development

We propose a three-layer multi-perspective model that enables in-
vestigation of the behaviour, health, and knowledge to create a multi-
faceted view of the specialist profile. The profile would work as a
baseline for individual risk management and training recommenda-
tions. Fig. 4 shows the overall schematics of the suggested model. Field
specialists such as educators, psychologists, and various stakeholders
are involved in providing testing tools and interpretation schemas.

The first layer relates to biomedical data collection and human
genetics. Genomic data, especially if combined with other data relating
to an individual, can reveal behavioural traits and predispositions held
by the cybersecurity specialist. It does not necessarily imply a specialist
has a particular trait but rather a predisposition, where environmental
conditions are also fundamental. For example, several genetic studies
directly focus on self-regulation and related behaviour, such as im-
pulsivity, aggression, addictions, sensation seeking and vigilance. A
high amount of data in these studies is obtained from genome-wide
association studies (GWAS) that provide hundreds of genome variants
related to this behaviour [59–62]. Linnér et al. [62] studied the genetics
of self-regulation by analysing 1.5 million people’s genomic data. They
identified more than 500 genetic loci related to it. A high number
of genetic loci for self-regulation means that thousands of genome
variants (with mild effect) add to self-regulation behaviour. Thus, the
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Fig. 4. An abstraction of the suggested three-layer model.
Fig. 5. The schematic overview of the experimental protocol.
ayer includes blood sampling followed by DNA extraction and genetic
ssociation analysis.

The second layer is associated with self-reporting of psychologi-
al characteristics. For example, the self-control scale is described by
everal components like impulsivity and risk-taking [63]. Ifinedo [64]
oncluded that employees with high self-control were more likely to
void risky behaviours; thus, specific training should be provided for
ndividuals with low self-control. Building good cybersecurity habits
s vital, and training could ensure behavioural comprehensiveness that
ositively impacts cyber habits, as shown by Hong and Furnell [65]. In
ur proposed model, the psychologists provide validated questionnaires
nd gamified tools to obtain personality scores related to the required
haracteristics, such as self-control, risk-taking, and addiction, to help
uild individual self-awareness.

The third layer provides the digital training environment to assess
pecialist skills and knowledge where the trainee makes some motoric
ction to go through the designed scenario. The behaviour component
onsiders impulsivity as one of the self-regulation properties, as pre-
ious research identified that attentional and motor impulsivity were
redictors of risky behaviours [66]. Previous research found a positive
ssociation between impulsivity control and security intentions [67].
evertheless, proactive awareness correlates with behavioural control
nd password generation [68]. Planned behaviour positively correlates
ith an attitude to updating regularity. At the same time, demographic
arameters like age, education, and gender are not significant factors
or secure behaviour [68]. Moreover, Aivazpour and Rao [69] discussed
hat threat risk is more associated with motor impulsiveness (physical
cts) than attentional impulsiveness (concentration), e.g. information
isclosure, in the online environment. Thus, the digital specialist train-
ng component includes tasks requiring attention, motoric efforts, and
ther features to identify trainees’ behaviour under the developed plan.

The proposed three-layer model architecture supports researchers,
ducators, stakeholders, and decision-makers with behavioural, health-
elated and competence-based indicators by automatically scoring re-
ults and constructing individualised training recommendations.
5 
3.2. Study design

The research team built a prototype of the proposed model as a
PoC and executed the experiment. Fig. 5 provides an overview of the
experiment phases and a protocol. The research team set up the whole
experiment in four major phases, with an option to withdraw at any
time, and guaranteed the anonymity of the experiment participants.

The first phase (Phase I) was dedicated to biomedical data ac-
quisition. The first part of the phase was concluded at the medical
facilities to guarantee certified blood sampling. The other parts dealt
with DNA extraction, genome-wide genotyping, and genetic association
analysis. During this phase, written informed consent was obtained
from all of the study participants. Volunteers were provided anonymous
and randomised identities and passwords to use in later phases. Solid
rounded boxes identify the process that delivers volunteers a digitised
version of the results. In this paper, we chose to perform genetic
association analysis on the selected samples to demonstrate the PoC’s
interdisciplinary approach. We selected one genetic variant, rs6872863,
in gene ELOVL7, associated with self-regulation impulsiveness identi-
fied by the Barratt Impulsiveness Scale (BIS-11) [70]. We compared
the cybersecurity specialists (target) group and control group allele
frequencies of the variant rs6872863 (actual genetic variant nomen-
clature NC_000005.10:g.60792321T). Allele is one of the two possible
(in our case, it is 𝑇 or C, C being the variant allele associated with the
trait) versions of DNA sequence at the same position (DNA nucleotide
sequence number 60792321).

During the second phase (Phase II), the participant logged in to a
web-based system. The system provided a specific set of psychologi-
cal inventories as a complete questionnaire. Additionally, participants
answered demographic questions such as age, education level, gender,
work role (if it is cybersecurity-related), and IT-relatedness. The system
handled the questionnaire as a tool for self-reporting and automatically
generated the summary of results. Notably, this work only discusses
the validated Lithuanian (translated) version of the BIS-11 [70–72]
inventory used in the questionnaire (provided as supplemental material
in Appendix B). The BIS-11 30-item self-reported questionnaire scores
a total impulsivity score, three second-order factors, and six first-
order factors, e.g. self-control, perseverance, and attention. Therefore,
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the BIS-11 inventory supports research questions because aggregated
factors relate to question RQ1 about self-regulation-related parameters,
and participants self-report individual features (required in RQ2) in
the 30-item questionnaire with a 4-point Likert scale, e.g., items about
planning, liking puzzles, attention during lectures, and boredom. The
web-based system collected and stored data in the relational database
management system. The back-end system supported the necessary
database functions to get participant scores and a description of the re-
sult interpretation. Each participant received a report of questionnaire
results, including calculated assessments and their meanings.

The next phase (Phase III) started when the participant entered
the Capture The Flag (CTF) environment to answer questions, solve
tasks, puzzles, and cybersecurity and ICT-related challenges of various
types. The system integrated the CTF as a component. Note that another
component of the system was the psychological questionnaire. In the
experiment, the CTF included two sets of challenges: cyber hygiene
questions to demonstrate skills, e.g., defining proper Wi-Fi usage, and
highly technical questions, e.g., identifying network protocols in the
PCAP snippets. In the scenario, more difficult questions were available
only after the participant finished the tasks requiring less effort. The
specialists could also do cyber hygiene tasks, and the control group
could try ICT challenges. In some challenges, the participants could
use the hint system. A participant could stop and consider complete
withdrawal at any time.

The purpose of the last experiment’s phase (Phase IV) was to quali-
tatively and quantitatively analyse the results of multiple participants.
The research team performed data cleaning and transformation, applied
tools to analyse the data and make triangulations, and visualised results
to make the conclusions for the initial results. Phase IV allowed the
team to answer research question RQ3 about the multidisciplinary
prognosis for the individual and identify its limitations.

3.3. Data collection

The study and experiments were conducted according to the estab-
lished ethical guidelines of the Code of Academic Ethics and Regula-
tions of the Academic Ethics Commission of the Core Academic Units
of Vilnius University. In compliance with applicable international and
local legislation (including GDPR and the Republic of Lithuania Law On
Ethics of Biomedical Research), permission No. 2022/4-1417895 of the
Vilnius Regional Bioethics Committee had been received to perform this
study. The collected data over a period of time and the management
of biological and digital derivatives were agreed upon in the research
project’s data management plan, which was approved by the Research
Council of Lithuania. The invitation to participate in the research was
announced publicly on social media and Vilnius University web pages.
All the participants of the experiments were introduced to the research
procedure. They had the option to retract from the experiment at any
time, with the option to request the deletion of personal data and the
extraction of biological data. The announcements and questionnaires
were prepared in Lithuanian to recruit local participants as defined
in the application for permission from the Bioethics Committee. The
participants contacted the researchers voluntarily and signed informed
consent. As a reward, they were provided with feedback on psychologi-
cal inventory results (after the questionnaire completion) as well as the
report on MTHFR gene variant rs1801133, known for its importance in
homocysteine levels, thrombophilia, cardiovascular function, and other
phenotypes [73].

Data collection was organised as a sequential process according to
the phases applicable to each individual (see Fig. 5) with the guaran-
teed single-directional data flow. Random non-identifiable unique keys
and passwords were used to link digitised and anonymised versions of
genome data. For genome data generation purposes we extracted DNA
from a peripheral venous blood sample (Qiagen Puregene® DNA kit ex-
traction protocol from blood) and performed genome-wide genotyping

using Illumina microarrays (InfiniumOmni5Exome-4v1.3, Illumina Inc.,
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Table 1
Demographic information.

Cg CS

Gender (M/F/O) 10/15/0 20/3/0
Age (mean) 35.3 29.7
Age (median/SD) 34/6.54 30/4.88
Occupation (Work/Study/Work&study 25/0/0 20/0/3
IT-related 4 (out of 25) 21 (out of 23)
Education (iC/C/iBSc/BSc) 0/2/0/4 (24%) 2/6/1/4 (57%)
Education (iMSc/MSc/PhDc/PhD) 0/11/1/7 (76%) 5/5/0/0 (43%)

Notations.
Cg—control group, CS—target cybersecurity specialist group.
Gender: M—male, F—Female, O—other.
Education: iC—incomplete college education, C—college education, iBSc—incomplete
bachelor level education, BSc—holding university bachelor degree, iMSc—incomplete
master studies, MSc—holding university master degree, PhDc—incomplete doctoral
studies, PhD—holding PhD degree.

USA). Genotyping data was analysed using dedicated Illumina software
GenomeStudio v2.0. All samples passed the QC parameters following
the manufacturer protocol recommendations.

Only digital aggregates from the first phase were merged during
data analysis with data from the second and third phases. The data
in web-friendly formats (JSON) and recorded action logs (.log) have
been converted into an analytical ready form and stored in a rela-
tional PostgreSQL database. The research team created a set of stored
PL/pgSQL procedures on the back-end to support a visual individual
report generated on the front-end. The data were transformed and made
ready for analytical tools with necessary meta-data.

3.4. Demographic information

Participants of the experiment made two non-overlapping groups.
The first participant group, a control group, comprised people who
did not associate themselves with cybersecurity as a direct work focus
area. The second participant group, a target group, consisted of people
who identified themselves as cybersecurity specialists. We recruited
25 control individuals and 23 cybersecurity specialists in the model
building and the PoC pilot. Informed written consent was obtained from
each individual. The study participants represented the age group of
20–45 years, men and women from Lithuania.

The demographic information was collected using a questionnaire
presented in Appendix A. Table 1 provides aggregated demographic
information that falls within the scope of this paper. The participant
was assigned to the target group when the answer to question no.
7 (Are you a CS specialist?) of the questionnaire was Yes. Also, the
participant had to self-assign to the group when filling out participation
documents as required according to the protocol defined in the research
permission. The control group was more gender-balanced than the
target group of CS specialists. Most of the CS specialists were associated
with the IT field. Moreover, the control group had higher level degrees
on average than the specialist group. For example, seven participants in
the control group held a PhD degree, and eleven had a university-level
master’s degree. The specialist group mainly had college or university
bachelor level education, with only ten having (in-)completed master’s
education. The control group was slightly older than the specialist
group, with a median age of 34 and 30, respectively.

3.5. Data analysis

Boxplot visualisations were used to illustrate and identify the statis-
tical distribution of the scores supported by the BIS-11 questionnaire.
They provided a high-level information about the participant groups,
e.g., outliers, median values, and data variance. A heatmap was gen-
erated to determine significant differences in answers to individual
BIS questions considering control and target groups. The boxplots and
heatmap were prepared using the multi-platform command-line-based
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Fig. 6. Results of the BIS-11 impulsivity score. Cg - control group, CS - cybersecurity specialist group. The dots represent statistically defined outliers.
graphing utility Gnuplot version 5.4. Scatter plots with 2d density
estimations with default settings were prepared using R software in
RStudio release 2023.06.0+421.

For the genetic association analysis, we used Fisher’s exact test as
a first option in that kind of studies (𝛼 = 0.05). It is more direct
calculation than the alternative 𝜒2 method. Variants were tested for
Hardy–Weinberg equilibrium (𝑝 > 0.05). For the variant effect size
estimation odds ratio (OR) was calculated according to Altman [74].

We defined the following null hypotheses regarding the scores (10
in total) supported the BIS-inventory:

𝐻𝐴
0 There is no difference between the BIS-score A for the cybersecurity

group compared to the control group, where A is one of 10 BIS-supported
scores, i.e., the groups are equivalent.

The null hypothesis would be rejected if the 𝑝-value is less than 0.05.
The Mann–Whitney U test was executed for two independent groups
using wilcox.test that conducts the Mann–Whitney U test by default in
R software.

4. Results

Firstly, BIS scores are analysed to answer RQ1 and identify dif-
ferences (if any) between the specialist and control group regarding
impulsivity-related factors that impact self-regulation. Fig. 6 presents
the BIS scores of the data sample as a statistical distribution where
dots represent outliers. Note that subfigures have different scales. The
total impulsivity score is calculated using all 30 items. Therefore, the
theoretical range of the score is [30…120]. All BIS-11 questions have
scores of four possible values of the Likert scale, 𝑆 = [1…4]. The 2nd
rder scores include non-overlapping subsets of questions. Attentional
onsists of eight questions, and the other two scores, Motor and Non-
lanning, include 11 questions each. Each 1st order score, composed of
–7 questions, is a part of a particular 2nd order score. Limits of each
st order score are visible in the figure (see Fig. 6(c)).

The primary BIS-score value 52–71 represents regular impulsivity,
nd most of the participants fall into this impulsivity category. The
igher score indicates higher impulsivity. Therefore, both groups rep-
esent a population with regular impulsivity, with few participants who
re very impulsive or not impulsive. The median (𝑚̃) of the impulsivity
core of both sample groups is the same (see Fig. 6(a)). The interval
f the specialist group’s second and third quartiles is shifted towards
mpulsivity. Nevertheless, the specialist group has a longer third quar-
ile than the second one. At the same time, the control group has an
nverted case. Moreover, the whole interval of results of the specialist
roup starts and ends later than in the control group. The control group
esults (2nd quartile values less than 52) show that the group contains
ore participants with high self-regulation (or they avoided answering
onestly, as indicated in the inventory descriptions). The results of the

ann–Whitney U test show that groups are identical in terms of the
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impulsivity score (𝑊 = 258.5, 𝑝 = 0.5558, 𝑚̃ = 57 in both groups, and
𝐼𝑄𝑅𝐶𝑔 = 10 and 𝐼𝑄𝑅𝐶𝑆 = 9; IQR is the Interquartile Range).

Within the second-order scores (see Fig. 6(b)), all medians within
a group of cybersecurity specialists have higher values by two points
compared to the control group, showing a higher impulsivity trend.
The whole interval of results is also shifted up, but for Attentional (poor
attention and cognitive instability) and Non-planning (poor self-control
and cognitive complexity) impulsiveness, the interval is longer than
within the control group. Motor impulsiveness median shows similar
size quartiles two and three (higher impulsivity than in a control
group), meaning more intensive motor activity and lower perseverance.
But participants of both groups fall into good perseverance level. The
results of the Mann–Whitney U test show that groups are identical in
terms of the 2nd order impulsivity scores—Attentional (𝑊 = 242.5, 𝑝 =
0.3504, 𝑚̃𝐶𝑔 = 15, 𝑚̃𝐶𝑆 = 16, 𝐼𝑄𝑅𝐶𝑔 = 5, and 𝐼𝑄𝑅𝐶𝑆 = 4), Motor
(𝑊 = 233, 𝑝 = 0.2612, 𝑚̃𝐶𝑔 = 19, 𝑚̃𝐶𝑆 = 20, 𝐼𝑄𝑅𝐶𝑔 = 3, and
𝐼𝑄𝑅𝐶𝑆 = 3.5), and Non-planning (𝑊 = 271.5, 𝑝 = 0.7479, 𝑚̃𝐶𝑔 = 21,
𝑚̃𝐶𝑆 = 22, 𝐼𝑄𝑅𝐶𝑔 = 4, and 𝐼𝑄𝑅𝐶𝑆 = 4.5) have 𝑝 > 0.05 with Motor
characteristic most closer to 𝑝 = 0.05 among all three score types.

The results of the first-order factors indicate similar trends for Self-
control in both groups (good self-control). Higher Perseverance (related
to a stable lifestyle and persistence) and Attention (related to focusing
on current tasks) scores are more common in the specialist group than
in the control group. Furthermore, the Cognitive instability (intruding
thoughts) and Cognitive complexity (enjoying mental challenges) values
of half of the participants fall into the longer and shorter intervals,
respectively, in the specialist group than in the control group. Motor
impulsiveness scores are shifted up in the specialist group even though
the lowest quartile starts at the same place. It is important to notice that
the six first-order and three second-order characteristics are not com-
parable by value as they have different counts of items, i.e., they have
different minimum and maximum values. For example, the Perseverance
score considers four items, Cognitive instability is calculated using three
items, the Self-control score is aggregated using six items, and the Non-
planning calculation requires 11 items. In Fig. 6(c), horizontal dotted
lines identify the characteristic score limits. The results of the Mann–
Whitney U test show that groups are not different in terms of the 1st
order impulsivity scores— Attention (𝑊 = 223.5, 𝑝 = 0.1857, 𝑚̃𝐶𝑔 = 9,
𝑚̃𝐶𝑆 = 11, 𝐼𝑄𝑅𝐶𝑔 = 3, and 𝐼𝑄𝑅𝐶𝑆 = 2), Cognitive instability (𝑊 =
281.5, 𝑝 = 0.9083, 𝑚̃𝐶𝑔 = 6, 𝑚̃𝐶𝑆 = 6, 𝐼𝑄𝑅𝐶𝑔 = 2, and 𝐼𝑄𝑅𝐶𝑆 = 3),
Motor (𝑊 = 245, 𝑝 = 0.3827, 𝑚̃𝐶𝑔 = 11, 𝑚̃𝐶𝑆 = 12, 𝐼𝑄𝑅𝐶𝑔 = 4, and
𝐼𝑄𝑅𝐶𝑆 = 4), Perseverance (𝑊 = 226.5, 𝑝 = 0.1979, 𝑚̃𝐶𝑔 = 7, 𝑚̃𝐶𝑆 = 7,
𝐼𝑄𝑅𝐶𝑔 = 2, and 𝐼𝑄𝑅𝐶𝑆 = 2.5), Self-control (𝑊 = 312.5, 𝑝 = 0.6099,
𝑚̃𝐶𝑔 = 11, 𝑚̃𝐶𝑆 = 11, 𝐼𝑄𝑅𝐶𝑔 = 3, and 𝐼𝑄𝑅𝐶𝑆 = 2.5), and Cognitive
complexity (𝑊 = 228.5, 𝑝 = 0.2219, 𝑚̃𝐶𝑔 = 10, 𝑚̃𝐶𝑆 = 11, 𝐼𝑄𝑅𝐶𝑔 = 5,
and 𝐼𝑄𝑅𝐶𝑆 = 2.5).

Individual answers to BIS questions (see questions in Appendix B)

reveal individual self-reported attitudes and allow to answer RQ2.
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Fig. 7. A heatmap of individual BIS-11 questions (difference in control and specialist groups). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 8. Distribution of genetic variant rs6872863 alleles among study groups. Cg - control group, CS - cybersecurity specialist group; 𝑇 - wild type allele of DNA sequence at
position 60792321 on chromosome five, C - variant allele.
Fig. 7 identifies differences in answers to individual questions of two
participant groups. The 𝑦-axis represents the value of the response.
BIS-11 questions have scores of four possible values of the BIS Likert
scale, 𝑆 = [1…4]. The 𝑥-axis represents questions, |𝐵𝐼𝑆| = 30. A
heatmap was generated to determine significant differences in answers
to individual questions considering control and target groups. The
heatmap matrix 𝐻 is calculated using normalised distributions of scores
per answer, 𝐻(𝑖, 𝑗) = 𝐻𝐶𝑔(𝑖, 𝑗) − 𝐻𝐶𝑆 (𝑖, 𝑗), where 𝑖 ∈ 𝑆, 𝑗 ∈ 𝐵𝐼𝑆,
and ∀𝐺 ∈ {𝐶𝑔, 𝐶𝑆}, 𝑏 ∈ 𝐵𝐼𝑆 ∶

∑

𝑖∈𝑆 𝐻𝐺(𝑖, 𝑏) = 100. When the part
of the results with the particular score is similar in both groups, then
the difference is close to 0, and the colour in the heatmap is medium
blue. When the part of the results in the control group 𝐶𝑔 is more
significant than in the specialist group 𝐶𝑆, then the difference is a
positive value. The greater the difference, the lighter the colour of
the cell. Otherwise, the colour goes darker. For example, BIS-5 is a
statement: ‘‘I make up my mind quickly’’, and the answer ‘‘Always’’
is worth 4 points. In the control group, 68% answered ‘‘Occasionally’’
(20%—‘‘Often’’), and among specialists, the results were 39% and 47%,
respectively. Thus, the difference is 29% (almost a white cell at BIS-
3 in the figure) and −27% (dark cell). Question 29 (‘‘I like puzzles’’)
is inverted, and the answer ‘‘Rarely/Never’’ is worth 4 points. Thus,
cybersecurity specialists are not fond of puzzles but make decisions
relatively fast when needed.

The genetic component was implemented and executed to support
the proposed model. The genetic association was found when the counts
of rs6872863 alleles among two groups (controls and cybersecurity
specialists) were compared (𝑝 = 0.02). The alternative allele (C) effect
size was calculated with 95% confidence interval (OR = 2.76, 95% CI:
1.20 to 6.35). According to published guidelines on interpreting odds
ratio, an OR value 2.76 represents a small effect size [75] (Small: 1.68 ≤
8 
OR < 3.47). This suggests a minor association between the alternative
allele (C) and the cybersecurity specialists group compared to controls.

Fig. 8(a) shows the distribution of the genetic variant alleles. A
wild-type allele is more common in a control group than in a specialist
group.

Phase III involved the CTF activity, having several categories of
challenges, from cyber hygiene to tasks requiring expert knowledge.
Some next questions became available only after the participant an-
swered particular questions correctly. All challenges were available
for both participant groups. The cyber hygiene category included 20
challenges. The specialists tried all of them, and within a control group,
three participants did not solve any challenges. Some control group par-
ticipants did not complete the cyber hygiene challenges but tried some
more complex tasks dedicated to ICT skills. The maximum number of
solved challenges was 51 (one participant per group). Fig. 9 provides
some insights into the four characteristics, self-control, perseverance,
attention, and motor impulsivity, taking into account the number of
solved challenges to answer research question RQ3. Scatter plots with
2d density estimations with default settings were prepared using R
software. The figure presents density charts where the 𝑥-axis presents
a number of solved challenges, and the 𝑦-axis presents the first-order
score of the characteristic from the BIS-11 inventory. As mentioned
at the beginning of the section, the 𝑦-axis of different characteristics
has different scales due to a different number of considered questions.
The subfigures distinguish the data of the specialist and control groups.
The control group mostly solved challenges from the cyber hygiene
category, so within a group, the scores concentrated at a value of 20 on
the 𝑥-axis. Thus, all subfigures have a control group data identifiable
on the left. Fig. 9 illustrates data clustering based on kernel-density
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Fig. 9. A density chart for a number of solved challenges with respect to four selected characteristics.
estimation. The diagram shows whether the cohorts are distinct and
whether the participants formed several clusters solving challenges.

The analysis of statistical distributions of the first-order scores (see
Fig. 6(c)) showed no significant difference for the Self-control charac-
teristic. Fig. 9(a) illustrates how the BIS score impacts the number of
solved challenges, and the control group has an apparent concentration
at a score of 10, plus the control group results are more widespread and
with lower density at the same peak. Regarding Perseverance property
(see Fig. 9(b)), both groups have two clusters, and the same number
of solved challenges covers two groups of perseverance values in the
specialist group. In the control group, clusters have different BIS scores.
Fig. 9(c) illustrates results related to the Attention characteristic. The
control groups’ results do not have a clear centre, with data points
scattered along both axes. At the same time, the data concentration
is visible in the specialist group around BIS value 11 with an extended
interval for the number of solved challenges. Motor impulsiveness (the
first-order score) trends show higher motor impulsiveness in the statis-
tical distribution (see Figs. 6(c)), and 9(d) complements the results. The
control group’s results show higher and more concentrated impulsivity
even with some outlier trends (‘‘islands’’ overlapping with a control
group’s results).

To summarise the results, we should note that the results above
demonstrate testing of the BIS-11 features as a model case. We aim
to test and develop a full pathway for future personalised risk as-
sessment and testing approaches integrating behavioural and health
questionnaires in the cybersecurity subject area.

5. Discussion

5.1. Theoretical implications

The current work presents, first to our knowledge, an interdisci-
plinary model with the experimental PoC, designed to advance the
cybersecurity workforce by providing multifaceted triangulations on
behaviour-related features essential for cybersecurity specialists. We
hypothesise that there should be some features, e.g. the level of im-
pulsivity and self-regulation/self-control, that are crucial factors in
cybersecurity specialists’ everyday work and could be the object of
advancements considering other means of cross-validation.
9 
From the BIS-11 inventory, we found that the overall impulsivity
rate was higher in the cybersecurity specialist group when compared
to controls (see Fig. 6). First-order scores such as attention, persever-
ance, motor impulsiveness, and cognitive complexity show differences
between groups.

One way to answer research question RQ1 (about the typical self-
regulation-related parameters of cybersecurity specialists compared to
the general population) is to analyse genetic variation entities under-
lying some behavioural feature manifestations. Only to demonstrate
how it could work, we took only one of the hundreds of possibly
implicated genetic variants (variant ID number rs6872863). We found a
statistically significant difference in the frequency of the variant forms
(alleles) between the cybersecurity specialists and the control group.
The ‘‘T’’ allele, the reference one, was more frequent in the control
group, while the ‘‘C’’ allele, the alternative one, was more frequent
in the cybersecurity specialist group. Following the genome-wide as-
sociation studies (GWAS) central database, the rs6872863 was also
found to be associated (𝑝 ≤ 0.05) with some other phenotypes, such as
systolic blood pressure, amyotrophic lateral sclerosis, and blood glucose
level. There is evidence that the ELOVL7 gene might be involved in
a variety of biological pathways and cellular processes, e.g. in the
androgen pathway and prostate carcinogenesis [76], milk production in
mammary cells [77], and inflammation reaction [78]. Genetic variants
that are in strong linkage disequilibrium with the ELOVL7 gene variant
rs6872863 were also associated with different traits, such as educa-
tional attainment, mathematical ability [79], household income [80],
and brain morphology [81,82]. Multiple involvement of a variant and a
gene is not uncommon for multi-factorial and complex traits but makes
it difficult to interpret and is set for future investigations.

RQ2 was designed to analyse self-reported attitudes to everyday
activities and behaviour using the BIS-11 inventory to gain insight
into attitude trends in the cybersecurity workforce community. There
were distinct differences in answers to some questions in both par-
ticipant groups. As presented in Section 4, cybersecurity specialists
make faster decisions than the control group. Thus, their self-control is
vital during crises. Current research and educational strategies involve
gamification details, e.g. puzzles are provided in training environments,
assuming cybersecurity specialists enter the field because they like
solving challenges. However, our preliminary results identified that
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the specialists are not-liking puzzles. This self-reported result means
that trainers should re-consider some training scenarios and provide
options for those not interested in solving puzzles. This initial research
cannot give an unambiguous answer to RQ2 yet. The research used
an approved translation of the BIS-11 questionnaire. The localised
translation of the concept ‘‘puzzle’’ represented a too-narrow meaning
of challenges, requiring further investigations. However, the analysis
of the BIS-11 inventory shows its potential for further research to
provide educational and training recommendations, even challenging
the existing research results (or complementing them) on education and
cybersecurity exercises.

To answer RQ3, we have shown similarities and differences re-
garding impulsive behaviour (self-control, self-regulation and others)
between target and control groups through different angles. It is impor-
tant to emphasise that the environment influences behavioural patterns,
and solving digital challenges might reflect the experience. Neverthe-
less, none of those may impact genetics. Our genetic findings support
results found in the BIS-11 inventory, allowing us to triangulate an-
swers in case of deliberate avoidance of honest answers. The existing
heritability of self-control implies that distinct genetic profiles between
individuals may partially explain personal differences in self-control be-
haviour (self-reported or demonstrated during professional activities).
Thus, despite operating in an identical environment, a person who is
genetically pre-disposed for lower self-control may have problems reg-
ulating their thoughts, behaviour and impulses, whereas a person who
has a genetic propensity to be more self-controlled may not even notice
the challenges of self-control [13]. These findings suggest that the
environment, e.g. peers, decision-makers should take into account such
inborn individual differences in personal self-control capacities [83].

5.2. Implications for practice

5.2.1. Limitations
Our study has external and internal limitations, and we have to

identify those to build the basis for further research and practical
implementations. Firstly, the sample size of the experimental part (𝑛 =
8) is modest. Still, for the sake of demonstration of the principle, it is
ufficient. Secondly, we could not escape biases in the questionnaire.
he research team believes that the research participants have higher
erseverance and cognitive complexity characteristics already because
hey volunteered to participate in a procedure that involved multiple
hases (arriving at the hospital premises, reading and filling document
consent), giving a blood sample, filling digital questionnaires, and
inally solving ICT-related tasks).

As an internal limitation we acknowledge that genetic association
nalysis was performed with only one variant when analysis of complex
ehaviours should include much more. Yet again, the chosen approach
as simple but illustrative enough to demonstrate the idea of the sug-
ested concept. Genetic analysis could go further by including hundreds
f variants, and this is planned for future research.

Finally, the triangulation did not include other data we collected
uch as decision-making in solving tasks, jumping among challenges,
topping solving tasks, reconnecting from home, and even brute forcing
he tasks to get the correct answer. Even though the genetic component
s the most complex to implement, it can be applied under particular
ircumstances to develop individual resilience and build necessary
kills, e.g., in critical infrastructure and military operations.

.2.2. Model evaluation and practical implementation
Advances in theory and research on self-regulation and decision-

aking processes have yielded important insights into how cognitive,
motional, and social processes shape risk perceptions and risk-related
ecisions. Cameron et al. [84] examined how self-regulation theory can
e applied to inform our understanding of decision-making processes.
ur proposed model allows us to gather self-reported data relating
o behaviour traits and triangulate it with professional activities and c
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enetic association results. Then, the result reveals the whole picture
f individual risks. The model complements the existing research that
mphasises the importance of considering the soft part of the per-
on, avoiding the dedicated focus on technical skills. In this work,
e demonstrate PoC, focusing on one characteristic. However, any

haracteristic can provide the information to consider when building
he cyber workforce.

Personality traits are related to insider threats; thus, possible mit-
gations include training, increasing awareness of individual biases,
r emotion- and logic-based influencers [85]. Maasberg et al. [86]
ave found that psychopathy of the dark triad strongly correlates to
ntentional malicious behaviour. They emphasise that managers should
e aware of insiders that have dark triad traits to apply early mitigation
echniques, e.g. psychopathy is characterised by high impulsiveness,
eading to impulsive behaviour. Papatsaroucha et al. [87] conclude
heir research by saying that training techniques should include more
ethods to address the traits of each individual. Another research

utlines a correlation between personal characteristics, such as impul-
ivity, risk-taking, and a disregard for future consequences of actions,
nd non-compliance with cyber and network security policies [88].

In addition to being informed or self-aware of some potential/ hid-
en/ unknown/ undiscovered behavioural traits, there is the possibility
f intervening or even overcoming some actions or behaviours. An
xtensive meta-analysis of 49 randomised clinical trials involving 50
elf-regulation interventions discovered that these interventions yielded
ositive results for children and adolescents [83]. Besides psychological
ethods [88] encouraging behaviours that advance security, cogni-

ive training methods, e.g., cognitive control, help reduce security-
hreatening behaviours such as impulsivity and risk-taking [89]. With
ts proof of principle, our model makes a reasonable example of prac-
ical implementation for cybersecurity specialists at work. As Harden
nd Koellinger [90] put it: ‘‘ignoring the relevance of genes would mean
gnoring an important part of reality, which could lead to erroneous and
isleading conclusions about environmental or behavioural effects’’.

.2.3. Ethics, law, social and political aspects
Ethics plays a crucial role in ensuring the responsible application of

ehaviour genetics research, promoting respect for individuals’ auton-
my, privacy, and well-being. Around behaviour genetic application,
here were always numerous ethical concerns. First of all, genetic
eterminism. The misconception of genetic factors’ influence on be-
avioural traits can lead to stigmatisation or discrimination against
ndividuals with specific genetic characteristics. Thus, genetic results
hould be communicated with care and accuracy, ensuring equity and
airness. Medicalising behaviour traits could lead to discrimination,
istreatment, and abuse of information in employment processes or
ersonal social activities, e.g., signing insurance contracts. That is why
t is crucial to guarantee privacy and confidentiality.

In best case scenarios, introducing genetic factors into the applica-
ion process could serve a positive goal by helping individuals receive
etter training or open wider occupational opportunities. Even though
enetic screening related to the workplace suggests new research and
pplication directions, it must be conducted according to law and
edical and ethical standards, including valid scientific practices [91].
he benefits should be measured over the potential risks. Being mindful
f the potential psychological impact of genetic information, we have
o apply behaviour genetic research responsibly in the development
f policies and regulations, avoiding discriminatory practices or unjust
ocietal interventions. Consent and the opportunity for screened per-
ons to discuss the results with a professional are essential components
n understanding screening limitations and avoiding uncertainties in
nterpretation.

Some measures could be taken to mitigate the consequences re-
ated to genetic testing. The first and most crucial part is informed
onsent before undergoing any genetic testing. It provides clear and

omprehensive information about the potential risks, benefits, and
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implications of the testing results. An individual has to understand
who will have access to their genetic information and how it will be
used [92]. Transparency and public awareness can also play a valuable
role. By increasing public awareness of genetic testing, its benefits,
and potential risks, we can empower individuals to make informed
choices. Transparency from genetic testing companies about their data
handling practices and potential risks can also build trust with con-
sumers [93]. Solid policies and regulations addressing privacy and
confidentiality protection include safeguarding data from unauthorised
access and ensuring that genetic information is not disclosed without
individual consent [94]. Implementing robust cybersecurity measures
and regularly updating privacy policies can help mitigate risks. Laws
such as the Working Document on Genetic Data in the EU [95] as
well as the Genetic Information Nondiscrimination Act (GINA) [96] in
the United States prohibit discrimination based on genetic information
in health insurance and employment. The development and enforce-
ment of ethical guidelines for genetic testing is essential. Regulatory
oversight (by established regulatory bodies) must be implemented to
ensure compliance with ethical standards and legal requirements re-
garding genetic testing practices. These bodies can monitor, conduct
audits, and address any breaches of privacy or confidentiality [94,97].
Professionals involved in genetic testing should receive training on
the ethical, legal, and social implications of genetic information. This
practice ensures that they can handle sensitive information responsibly
and ethically [97].

6. Conclusions and future work

Our study aimed to model a multifaceted experimentation environ-
ment to investigate the essential factors for cybersecurity specialists
and propose interdisciplinary insights to advance their work. Through
the hypothetical model and study design, the PoC implementation
demonstrated how this interdisciplinary model could work. The cho-
sen BIS-11 inventory enabled the analysis of aggregated scores and
individual attitudes to raise concerns and questions about the typical
understanding of the cybersecurity specialist persona. The initial re-
sults of this study show that more profound behavioural research can
contradict the latter. The analysis also demonstrated higher BIS scores,
e.g., motor impulsivity, yet not statistically significantly different; thus,
it supported the existing research that the digital environment re-
quires motor impulsiveness to act and make decisions. However, further
research is needed to identify and prove distinctive features and trait-
related risks to make training recommendations sound. Genetic data
was used to test behavioural trait-related genetic variants, providing
additional insight into the cybersecurity management field. The study
reviews related research and suggests that self-regulation and impulsiv-
ity play a significant role in decision-making and cybersecurity work,
and addressing individual differences in self-control capacities could be
crucial. We also emphasise the need for ethical considerations in the
application of behaviour genetics in the workplace, ensuring proper
consent and professional interpretation of results. Overall, this inter-
disciplinary approach shows promise in advancing the cybersecurity
workforce through multifaceted recommendations based on essential
behavioural features.

In the future, we plan to investigate and evaluate multiple para-
metric correlations, considering more entities participating in the ex-
periment. As a possible future direction, we envision focusing on the
cybersecurity competence level evaluation, designing the personalised
risk assessment metrics, and finding parameters relating to health data
in a complex environment to describe behavioural patterns in certain

situations.
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– review & editing, Writing – original draft, Resources, Methodology,
Investigation, Conceptualization. Rūta Pirta: Writing – review & edit-
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Appendix A. Questionnaire. general information

The questionnaire included several parts. This section covers General
information that was used to gather demographic data about research
participants. It was part of the application to get permission to per-
form the study (see permission number and granting authority in
Section 3.3). Note that the education-related question follows the na-
tional education framework. The participants answered the following
questions (in Lithuanian language):

1. Gender:

(a) male
(b) female
(c) other

2. Age (years):
3. Height (cm):
4. Weight (kg):
5. Highest education level acquired:

(a) incomplete secondary/ high school
(b) secondary/high school
(c) specific secondary/ high school degree or equivalent
(d) incomplete college
(e) college
(f) incomplete bachelor’s degree
(g) bachelor’s degree
(h) incomplete master’s degree
(i) master’s degree
(j) incomplete doctoral studies
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(k) doctoral degree
(l) other

6. Occupation:

(a) working
(b) studying
(c) other

7. Are you a CS specialist?

(a) Yes
(b) No

8. IT related Speciality/Profession:

(a) Yes
(b) No

9. Personal relationships:

(a) married
(b) single
(c) divorced
(d) widow
(e) living with the life partner
(f) no regular relationships
(g) in a relationship
(h) other

10. Do you have children? (If Yes—How many?)

(a) Yes
(b) No

The survey was presented to the participants in Lithuanian:

1. Lytis:

(a) Vyras
(b) Moteris
(c) Kita

2. Amžius (metais):
3. Ūgis (cm):
4. Svoris (kg)
5. Aukščiausias įgytas išsilavinimas:

(a) Nebaigtas vidurinis
(b) Vidurinis
(c) Specialusis vidurinis
(d) Nebaigtas aukštasis koleginis
(e) Aukštasis koleginis
(f) Nebaigtos universitetinės bakalauro studijos
(g) Universitetinis bakalauro laipsnis
(h) Nebaigtos universitetinės magistro studijos
(i) Universitetinis magistro laipsnis
(j) Nebaigtos doktorantūros studijos
(k) Mokslų daktaro laipsnis
(l) Kita

6. Darbo (veiklos) pobūdis:

(a) Dirbu
(b) Studijuoju
(c) Kita

7. Ar esate kibernetinio saugumo specialistas?

(a) Taip
(b) Ne

̇
8. Specialybe/profesija susijusi su IT:

12 
(a) Taip
(b) Ne

9. Šeimyninė padėtis:

(a) Vedęs/ištekėjusi
(b) Nevedęs/netekėjusi
(c) Išsiskyręs (-usi)
(d) Našlys (-ė)
(e) Turiu gyvenimo partnerę /partnerį
(f) Neturiu pastovių tarpasmeninių santykių
(g) Turiu pastovius tarpasmenininius santykius
(h) Kita

10. Ar turite vaikų? (Jei Taip—Kiek turite vaikų?):

(a) Taip
(b) Ne

ppendix B. Questionnaire. BIS-11 inventory

This section provides BIS-11 inventory [70,71] that was used in the
tudy.

Filling out directions: People differ in the ways they act and think in
ifferent situations. This is a test to measure some of the ways in which you
ct and think. Read each statement and put an X on the appropriate circle
n the right side of this page. Do not spend too much time on any statement.
nswer quickly and honestly.

The answers are designed using a 4-point Likert scale
1—Rarely/Never, 2—Occasionally, 3—Often Almost, 4—Almost Al-
ays/Always).

1. I plan tasks carefully.
2. I do things without thinking.
3. I make-up my mind quickly.
4. I am happy-go-lucky.
5. I don’t ‘‘pay attention’’.
6. I have ‘‘racing’’ thoughts.
7. I plan trips well ahead of time.
8. I am self controlled.
9. I concentrate easily.

10. I save regularly.
11. I ‘‘squirm’’ at plays or lectures.
12. I am a careful thinker.
13. I plan for job security.
14. I say things without thinking.
15. I like to think about complex problems.
16. I change jobs.
17. I act ‘‘on impulse’’.
18. I get easily bored when solving thought problems.
19. I act on the spur of the moment.
20. I am a steady thinker.
21. I change residences.
22. I buy things on impulse.
23. I can only think about one thing at a time.
24. I change hobbies.
25. I spend or charge more than I earn.
26. I often have extraneous thoughts when thinking.
27. I am more interested in the present than the future.
28. I am restless at the theater or lectures.
29. I like puzzles.
30. I am future oriented.

The questionnaire was provided in Lithuanian, and the Lithuanian
version was prepared according to the previous validation research

following the international recommendations [72].
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1. Rūpestingai planuoju užduotis, kurias reikia atlikti
2. Elgiuosi neapgalvotai
3. Greitai apsisprendžiu
4. Esu nerūpestinga/-as
5. Sunkiai išlaikau dėmesį
6. Mano mintys labai greitai keičiasi
7. Keliones planuoju iš anksto
8. Gerai save kontroliuoju
9. Lengvai susikaupiu

10. Reguliariai atsidedu pinigų taupymui
11. Muistausi, jei reikia ilgiau išsėdėti
12. Viską rūpestingai apmąstau
13. Rūpinuos dėl savo darbo vietos užtikrintumo
14. Šneku neapgalvotai
15. Mėgstu galvoti apie sudėtingas problemas
16. Keičiu darbus
17. Elgiuosi impulsyviai
18. Man greitai pasidaro nuobodu sprendžiant protinių pastangų

reikalaujančias užduotis
19. Imuosi veiksmų jų neapmąstęs
20. Nuolatos mąstau
21. Keičiu gyvenamąją vietą
22. Daiktus perku neapgalvotai
23. Vienu metu galiu galvoti tik apie vieną dalyką
24. Keičiu hobius, pomėgius
25. Išleidžiu daugiau nei uždirbu
26. Galvojant lenda pašalinės mintys
27. Mane labiau domina dabartis nei ateitis
28. Nenustygstu vietoje, jei reikia ilgiau išbūti ramiai
29. Mėgstu dėliones
30. Esu orientuotas į ateitį

Data availability

Data will be made available on request.
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