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2 Faculty of Business and Technologies, Šiaulių Valstybinė Kolegija, Aušros Av. 40, LT-76241 Šiauliai, Lithuania;
a.rimkeviciene@svako.lt

* Correspondence: darius.siauciunas@sa.vu.lt
† These authors contributed equally to this work.

Abstract: In this paper, the asymptotic behavior of the modified Mellin transform Z2(s),
s = σ + it, of the fourth power of the Riemann zeta function is characterized by weak
convergence of probability measures in the space of analytic functions. The main results
are devoted to probability measures defined by generalized shifts Z2(s + iφ(τ)) with a real
increasing to +∞ differentiable functions connected to the growth of the second moment of
Z2(s). It is proven that the mass of the limit measure is concentrated at the point expressed
as h(s) ≡ 0. This is used for approximation of h(s) by Z2(s + iφ(τ)).

Keywords: limit theorem; Mellin transform; Riemann zeta function; space of analytic
functions; weak convergence
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1. Introduction
Various transforms play an important role in the investigation of functions. Among

them, Fourier and Mellin transforms occupy a central place. In analytic number theory, the
Mellin transforms of powers of zeta-functions are useful for moment theory.

Let s = σ + it be a complex variable and x ∈ R. Suppose that the function f (x)xσ−1 is
integrable over (0, ∞). The Mellin transform M f (s) of f (x) is given by

M f (s) =
∞∫

0

f (x)xs−1 dx. (1)

We observe that M f (s) is a partial case of Fourier transforms. Actually, after a change of
variables x = ey in (1), we find

M f (s) =
∞∫

−∞

eiyt f (ey)eσy dy.

This shows that M f (s) is the Fourier transform of the function f (ex)eσx.
In (1), some convergence problems can arise at the point of x = 0. To avoid those

problems, Y. Motohashi introduced [1] the modified Mellin transform M̂ f (s) defined by
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M̂ f (s) =
∞∫

1

f (x)x−s dx.

Thus, the modified Mellin transform is an integral form of Dirichlet series

∞

∑
m=1

a(m)

ms , a(m) ∈ C,

which are widely used tools in analytic number theory.
There exists a close relation between M f (s) and M̂ f (s). Let

f̂ (x) =

{
f (x−1) if 0 < x ⩽ 1,
0 otherwise.

Then, in [2], it was found that

M̂ f (s) = Mx−1 f̂ (x)(s).

Functions f (x) and M̂ f (s) are related by an inverse formula. Let x−σ f (x) ∈ L(1, ∞),
where f (x) is continuous for x > 1. Then, it is known [2] that

f (x) =
1

2πi

σ+i∞∫
σ−i∞

M̂(s)x−s ds. (2)

Sometimes, it is more convenient to consider M̂(s), then, using (2), to investigate f (x). This
approach is confirmed in [1–11].

Modified Mellin transforms were introduced for the moment problem of the Riemann
zeta function ζ(s). Recall that ζ(s), for σ > 1, is defined by

ζ(s) =
∞

∑
m=1

1
ms = ∏

p

(
1 − 1

ps

)−1
,

where the product is taken over all prime numbers and is analytically continuable to the
whole complex plane, except a simple pole at the point s = 1 with residue 1.

In [1], the modified Mellin transform of |ζ(1/2 + it)|4

Z2(s) =
∞∫

1

∣∣∣∣ζ(1
2
+ ix

)∣∣∣∣4x−s dx, σ > 1,

was introduced, studied, and applied for investigation of the fourth moment

m2(T) =
T∫

0

∣∣∣∣ζ(1
2
+ it

)∣∣∣∣4 dt, T → ∞.

Let
E2(T) = m2(T)− Tp(T),

where p(log T) is a polynomial of degree 4. Then, it was found in [1] that

E2(T) ≪ε T2/3+ε
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with arbitrary fixed ε > 0. Here, “≪ε” is equivalent to “O(. . . )” with an implied constant
depending on ε. The latter estimate and other moment results show the importance of the
transform Z2(s) in the theory of the Riemann zeta function.

Modified Mellin transform of powers of the ζ(s) function were extensively studied
in [3–15] in connection with the moment problem (meromorphic continuation, estimates,
and mean square estimates). We recall some known results for Z2(s). Motohashi meromor-
phically continued the Z2(s) to the whole complex plane [1] (see also [8]). More precisely,
let {λj = κ2

j + 1/4} ∪ {0} be the discrete spectrum of the non-Euclidean Laplacian acting
on automorphic forms for the full modular group. Then, it was proven that Z2(s) has a
pole at s = 1 of order five, simple poles at s = 1/2+ iκj, and simple poles at s = ρ/2, where
ρ are non-trivial zeros of ζ(s), i.e., zeros lying in the strip {s ∈ C : 0 < σ < 1}. Moreover,
in [8], the following estimate

Z2(σ + it) ≪ t2−2σ(log t)18−14σ, σ ∈
(

1
2

, 1
)

, t ⩾ t0, (3)

was given. Important results related to the mean square of Z2(s)

Jσ(T)
def
=

T∫
0

|Z2(σ + it)|2 dt

were obtained in [3–15]. In [5], for a fixed σ ∈ (1/2, 1), the following estimate

Jσ(T) ≪ T(10−8σ)/3 logc T, c > 0,

was given. In [11], it was proven that, for a fixed σ ∈ [5/6, 5/4], the following bound
is valid:

Jσ(T) ≪ε T(15−12σ)/5+ε. (4)

Earlier, it was conjectured in [2] that

Jσ(T) ≪ε T2−2σ+ε

for fixed a σ ∈ (1/2, 1). Unfortunately, the asymptotics as T → ∞ for the quantity Jσ(T) is
not known.

In this paper, we focus on probabilistic value distribution of the Mellin transform
Z2(s); therefore, we recall some probabilistic results in function theory. The application of
the probabilistic approach in function theory was proposed by H. Bohr in [16] and realized
in [17,18] for the Riemann zeta function. Let R ⊂ C be a rectangle with edges parallel to
the axis and MJ denote the Jordan measure on R. Then, roughly speaking, it was obtained
in [17,18] that, for σ > 1/2, a limit

lim
T→∞

1
T
MJ {t ∈ [0, T] : log ζ(σ + it) ∈ R}

exists and depends only on R and σ. This result shows that the chaotic behavior of ζ(s)
obeys statistical laws. In modern terminology, it is convenient to state Bohr–Jessen results
in terms of weak convergence of probability measures. Let B(X) denote the Borel σ field
of a topological space X and Pn, n ∈ N, and P be probability measures on (X,B(X)). We
recall that Pn converges weakly to P as n → ∞ (Pn

w−−−→
n→∞

P) if, for every real continuous
bounded function x on X,

lim
n→∞

∫
X

x dPn =
∫
X

x dP.
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Then, the Bohr–Jessen theorem can be stated as follows: Suppose that σ > 1/2 is fixed;
then, the probability measure expressed as

1
T
ML{t ∈ [0, T] : ζ(σ + it) ∈ A}, A ∈ B(C),

converges weakly to a certain probability measure Pσ on (C,B(C)) as T → ∞. Here, ML A
stands for the Lebesgue measure of A ∈ R.

More interesting are limit theorems for ζ(s) in functional spaces. Let G = {s ∈ C :
σ > 1/2}, and H(G) be the space of analytic functions on G endowed with the topology of
uniform convergence on compacta. In this case, we can consider the weak convergence for

1
T
ML{τ ∈ [0, T] : ζ(s + iτ) ∈ A}, A ∈ B(H(G)).

Limit theorems for zeta functions in the space of analytic functions were proposed by
B. Bagchi in [19] and are very useful for proof of universality theorems on approximation of
analytic functions by shifts of zeta functions. Theorems of such a type have several theoreti-
cal and practical applications, including the functional independence of zeta functions [20–22]
and description of the behavior of particles in quantum mechanics [23,24].

In [25–32], some probabilistic results were obtained on the value distribution of the
modified Mellin transform defined, for σ > 1, by

Z1(s) =
∞∫

1

∣∣∣∣ζ(1
2
+ ix

)∣∣∣∣2x−s dx,

and by analytic continuation for σ > −3/4, except for a double pole at the point s = 1. Let
D = {s ∈ C : 1/2 < σ < 1}. Then, in the abovementioned works, the weak convergence for

1
T
ML{t ∈ [0, T] : Z1(σ + it) ∈ A}, A ∈ B(C),

and
1
T
ML{τ ∈ [0, T] : Z1(s + iτ) ∈ A}, A ∈ B(H(D)),

as T → ∞ was considered. Since the limit measure for the latter measures is degener-
ated at zero, the probability measures defined by generalized shifts Z1(σ + iφ(t)) and
Z1(s + iφ(τ)) were also studied [33,34]. In [33], it was required that φ(t) be increasing to
+∞ differentiable function with a monotonically decreasing derivative φ′(t) such that, for
ε > 0,

Iσ−ε(φ(T))
φ′(T)

≪ T, T → ∞. (5)

Here,

Iσ(T) =
T∫

1

|Z1(σ + it)|2 dt.

In [34], hypothesis (5) was replaced by

sup
1/2<σ<1

Iσ(2φ(2T))
Tφ′(T)

≪ 1, T → ∞.

A natural problem arises to give to the probabilistic characterization of the transform Z2.
Moreover, it is interesting to study approximation properties of Z2(s). Since the function
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ζ(s) with the Riemann conjecture is one of the important Millennium objects [35], all results
on its value distribution have a significant value.

In this paper, we study the weak convergence of the following measures with some
functions φ:

PT,C,σ,φ(A) =
1
T
ML{t ∈ [T, 2T] : Z2(σ + iφ(t)) ∈ A}, A ∈ B(C),

and
PT,H,φ(A) =

1
T
ML{τ ∈ [T, 2T] : Z2(s + iφ(τ)) ∈ A}, A ∈ B(H),

where H = H(D), D = {s ∈ C : 5/6 < σ < 1}.

2. Case of φ(t) = t
Let X be an X-valued random element defined on a certain probability space (Ω,B, ν).

If the distribution of X is

ν{X ∈ A} =

{
1 if x ∈ A,
0 otherwise,

A ∈ B(X),

then X is said to be degenerated at the point of x ∈ X.
Suppose that Xn, n ∈ N, are X-valued random elements. If the distribution

ν{Xn ∈ A}, A ∈ B(X),

converges weakly to the distribution of X as n → ∞, then we say that Xn converges to X in

distribution (Xn
D−−−→

n→∞
X).

Suppose that space X is metrisable and ρ is a metric inducing the topology of X. If, for
every ε > 0,

lim
n→∞

ν{ρ(Xn, x) ⩾ ε} = 0,

then we say that Xn converges to x ∈ X in probability (Xn
P−−−→

n→∞
x).

It is known [36] that Xn
P−−−→

n→∞
x if and only if Xn

D−−−→
n→∞

X, where X is degenerated at
point x.

Proposition 1. For 5/6 < σ < 1, PT,C,σ,t converges weakly to the measure on (C,B(C)),
degenerated at the point s = 0 as T → ∞.

Proof. In view of the above remarks, it suffices to show that, for every ε > 0,

lim
T→∞

ν{dC(XT , 0) ⩾ ε} = 0, (6)

where XT = Z2(σ + iξT), dC is the metric in C and ξT is a random variable on (Ω,B, ν)

uniformly distributed in [T, 2T]. According to (4), we have

1
T
ML{t ∈ [T, 2T] : dC(Z2(σ + it), 0) ⩾ ε} ⩽

1
εT

2T∫
T

|Z2(σ + it)|dt

⩽

 1
εT

2T∫
T

|Z2(σ + it)|2 dt

1/2

≪ε,ε1 T(10−12σ)/10+ε1 = o(1), T → ∞,
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and this proves (6).

To obtain a similar result in the space H = H(D), recall the metric in H. Let
{Kl : l ∈ N} be a sequence of compact embedded subsets of D such that D is the union of
the sets Kl and every compact set K ⊂ D lies in some Kl . Then,

dH(h1, h2) =
∞

∑
l=1

2−l
sups∈Kl

|h1(s)− h2(s)|
1 + sups∈Kl

|h1(s)− h2(s)|
, h1, h2 ∈ H,

is the metric in H that induces its topology of uniform convergence on compacta.

Proposition 2. PT,H,φ converges weakly to the measure on (H,B(H)) degenerated at the point
h(s) ≡ 0 as T → ∞.

Proof. Let YT = Z2(s + iξT). We have to prove that, for every ε > 0,

lim
T→∞

ν{dH(YT , 0) ⩾ ε} = 0, (7)

or
lim

T→∞

1
T
ML{τ ∈ [T, 2T] : dH(Z2(s + iτ), 0) ⩾ ε} = 0.

According to the Chebyshev-type inequality,

1
T
ML{τ ∈ [T, 2T] : dH(Z2(s + iτ), 0) ⩾ ε} ⩽

1
Tε

2T∫
T

dH(Z2(s + iτ), 0)dτ. (8)

In view of the definition of the metric dH, it suffices to consider

1
T

2T∫
T

sup
s∈K

|Z2(s + iτ)|dτ

for compact subsets K ⊂ D. Let L be a simple closed curve lying in D and enclosing set K
such that

inf
s∈K

inf
z∈L

|z − s| ≫L 1. (9)

According to the Cauchy integral formula,

Z2(s + iτ) =
1

2πi

∫
L

Z2(z + iτ)
z − s

dz.

Hence, (9) yields

sup
s∈K

|Z2(s + iτ)| ≪L

∫
L

|Z2(z + iτ)| |dz|.

Thus, according to the Cauchy–Schwarz inequality and (4),
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2T∫
T

sup
s∈K

|Z2(s + iτ)|dτ ≪L

∫
L

2T∫
T

|Z2(z + iτ)|dτ |dz|

≪L

∫
L

T
2T∫

T

|Z2(z + iτ)|2 dτ

1/2

|dz|

≪L

∫
L

T
2T+|Imz|∫

T−|Imz|

|Z2(Rez + iτ)|2 dτ


1/2

|dz|

≪L

∫
L

(
T
(

2T + |Imz|(15−12Rez)/5
))1/2

|dz|

≪L,ε T(20−12Rez)/10+ε1 = o(T), ε1 > 0,

because Rez > 5/6. This shows that quantity (8) is estimated as o(1) and (7) holds.

3. General Case
For brevity PC,0 and PH,0 denote the probability measures on (C,B(C)) and (H,B(H))

degenerated at s = 0 and g(s) ≡ 0, respectively. We consider weak convergence for PT,C,σ,φ

to PC,0 and PT,H,φ to PH,0, respectively, as T → ∞. First, we observe that the case of PT,H,φ

implies that of PT,C,σ,φ. Actually, let u : H → C be given by

u(g(s)) = g(σ), s = σ + it, g ∈ H.

Since the topology in H is of uniform convergence on compacta, the mapping u is continu-
ous. Moreover, for A ∈ B(C),

PT,C,σ,φ(A) =
1
T
ML{t ∈ [T, 2T] : u(Z2(s + iφ(t))) ∈ A}

=
1
T
ML

{
τ ∈ [T, 2T] : Z2(s + iφ(τ)) ∈ u−1 A

}
= PT,H,φ(u−1 A).

Hence,
PT,C,σ,φ = PT,H,φu−1, (10)

where
PT,H,φu−1(A) = PT,H,φ(u−1 A), A ∈ B(C).

Therefore, if PT,H,φ
w−−−→

T→∞
PH,0, then the continuity of u, relation (10), and the well-known

principle of preservation of weak convergence under continuous mappings (see [36],
Theorem 5.1) imply that PT,C,σ,φ

w−−−→
T→∞

PH,0u−1. Since

PH,0u−1(A) = PH,0(u−1 A) =

{
1 if (g(s) ≡ 0) ∈ u−1 A,
0 otherwise,

=

{
1 if 0 ∈ A,
0 otherwise.

The latter remark shows that the weak convergence of PT,C,σ,φ to PC,0 is a necessary
condition for that of PT,H,φ to PH,0 as T → ∞.

In this paper, we present some sufficient conditions of the weak convergence for
PT,H,φ to PH,0 as T → ∞. These conditions are connected to Jσ(T) and the derivative of the
function φ(τ). We prove the following statement.
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Theorem 1. Suppose that φ(τ) is a differentiable function increasing to +∞ with a decreasing
derivative φ′(τ) on [T0, ∞), T0 > 1 such that

sup
σ∈(5/6,1)

Jσ(2φ(2τ))

φ′(2τ)
≪ τ, τ → ∞.

Then, PT,H,φ
w−−−→

T→∞
PH,0.

We notice that Theorem 1 does not follows directly from the estimate of the second
moment for Z2(s + iφ(τ)).

Actually, let K ⊂ D be a compact set. We then try to estimate

I def
=

2T∫
T

sup
s∈K

|Z2(s + iφ(τ))|dτ.

Let L be the same simple closed contour as in the proof of Proposition 2. Then, we have

I ≪L

∫
L

T
2T∫

T

|Z2(z + iφ(τ))|2 dτ

1/2

|dz|

=
∫
L

T
2T∫

T

|Z2(Rez + iImz + iφ(τ))|2 dτ

1/2

|dz|. (11)

Using properties of the function φ(τ) and the second mean value theorem, we find

2T∫
T

|Z2(Rez + iImz + iφ(τ))|2 dτ =

2T∫
T

|Z2(Rez + iImz + iφ(τ))|2 dφ(τ)

φ′(τ)

⩽
1

φ′(2T)

φ(2T)+|Imz|∫
φ(T)−|Imz|

|Z2(Rez + iτ)|2 dτ

⩽
1

φ′(2T)

2φ(2T)∫
φ(T−|Imz|)

|Z2(Rez + iτ)|2 dτ

⩽
JRez(φ(2T))

φ′(2T)
≪ sup

σ∈(5/6,1)

Jσ(2φ(2T))
φ′(2T)

≪ T

for a large T. Thus, in view of (11),

I ≪L

∫
L

T |dz| ≪L T.

This shows only that

1
T

2T∫
T

sup
s∈K

|Z2(s + iφ(τ))|dτ

is bounded by a constant depending on K. Hence, we find that, in the notation of
Proposition 2,
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ν{dH(Z2(s + iφ(ξT)), 0) ⩾ ε} ⩽
1

Tε

2T∫
T

dH(Z2(s + iφ(τ)), 0)dτ

=
1

Tε

2T∫
T

∞

∑
k=0

2−k
sups∈Kk

|Z2(s + iφ(τ))|
1 + sups∈Kk

|Z2(s + iφ(τ))| dτ

⩽
1

Tε

∞

∑
k=0

2−k
2T∫

T

sup
s∈Kk

|Z2(s + iφ(τ))|dτ

≪ 1
ε

∞

∑
k=1

2−kck,

and this does not mean that

ν{dH(Z2(s + iφ(ξT)), 0)} = 0.

Thus, for the proof of Theorem 1, we need another approach.

4. Limit Lemmas
We start with a limit lemma for a certain integral over a finite interval. For brevity, we

use the following notation. Let α > 1/6 be a fixed number; then, for x, y ∈ [1,+∞),

b(x, y) = exp
{
−
(

x
y

)α}
,

ζ2(x) =
∣∣∣∣ζ(1

2
+ ix

)∣∣∣∣4,

and, for a > 1,

Z2,a,y(s) =
a∫

1

ζ2(x)b(x, y)x−s dx.

For A ∈ B(H), we define

PT,a,y(A) =
1
T
ML

{
τ ∈ [T, 2T] : Z2,a,y(s + iφ(τ)) ∈ A

}
.

Lemma 1. Suppose that the function φ(τ) satisfies the hypotheses of Theorem 1. Then, for every
fixed a and y, PT,a,y

w−−−→
T→∞

PH,0.

Proof. As we saw in Section 2, it suffices to find that, for each compact subset K ⊂ D,

lim
T→∞

1
T

2T∫
T

sup
s∈K

∣∣Z2,a,y(s + iφ(τ))
∣∣dτ = 0.

According to the Cauchy integral formula, the latter equality is implied by

lim
T→∞

1
T

2T∫
T

∣∣Z2,a,y(σ + iu + iφ(τ))
∣∣2 dτ = 0 (12)
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with certain 5/6 < σ < 1 and a bounded u. We have∣∣Z2,a,y(σ + iu + iφ(τ))
∣∣2 = Z2,a,y(σ + iu + iφ(τ))Z2,a,y(σ + iu + iφ(τ))

=

a∫
1

ζ2(x)b(x, y)x−σ−iu−iφ(τ) dx
a∫

1

ζ2(x)b(x, y)x−σ+iu+iφ(τ) dx

=


a∫

1

a∫
1

x1=x2

+

a∫
1

a∫
1

x1 ̸=x2

ζ2(x1)ζ2(x2)b(x1, y)b(x2, y)x−σ−iu−iφ(τ)
1 x−σ+iu+iφ(τ)

2 dx1 dx2.

Hence,

1
T

2T∫
T

∣∣Z2,a,y(σ + iu + iφ(τ))
∣∣2 dτ

=
1
T

a∫
1

a∫
1

x1 ̸=x2

ζ2(x1)ζ2(x2)b(x12, y)b(x2, y)(x1x2)
−σ

(
x2

x1

)iu 2T∫
T

(
x2

x1

)iφ(τ)
dτ

dx1 dx2. (13)

The application of the second mean value theorem yields

2T∫
T

cos
(

φ(τ) log
(

x2

x1

))
dτ =

(
log

(
x2

x1

))−1 2T∫
T

1
φ′(τ)

d sin
(

φ(τ) log
(

x2

x1

))

=

(
log

(
x2

x1

))−1 1
φ′(τ)

θ∫
T

d sin
(

φ(τ) log
(

x2

x1

))

≪
∣∣∣∣log

(
x2

x1

)∣∣∣∣−1 1
φ′(2T)

,

with T ⩽ θ ⩽ 2T. Similarly,

2T∫
T

sin
(

φ(τ) log
(

x2

x1

))
dτ ≪

∣∣∣∣log
(

x2

x1

)∣∣∣∣−1 1
φ′(2T)

.

Therefore, in view of (13),

1
T

2T∫
T

∣∣Z2,a,y(σ + iu + iφ(τ))
∣∣2 dτ

≪ 1
Tφ′(2T)

a∫
1

a∫
1

x1 ̸=x2

ζ2(x1)ζ2(x2)b(x1, y)b(x2, y)(x1x2)
−σ

∣∣∣∣log
(

x2

x1

)∣∣∣∣−1
dx1 dx2. (14)

According to Theorem 1 of [2], for 1/2 < σ < 1,

Jσ(T) ≫ T2−2σ−ε.

Thus, Jσ(Tφ(2T)) → ∞ as T → ∞. From this and

Jσ(2φ(2T))
Tφ′(2T)

≪ 1,
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we find that
1

Tφ′(2T)
→ 0 (15)

as T → ∞. This and (14) prove (12). The Lemma is proven.

Now, we will deal with

Z2,y(s) =
∞∫

1

ζ2(x)b(x, y)x−s dx.

For A ∈ B(H), we set

PT,y(A) =
1
T
ML

{
τ ∈ [T, 2T] : Z2,y(s + iφ(τ)) ∈ A

}
.

In order to pass from PT,a,y to PT,y, we apply the following general statement.

Lemma 2. Let (X , d) be a separable metric space and Xnk and Yn be X -valued random elements
in the same probability space with measure ν. Suppose that

Xnk
D−−−→

n→∞
Xk, ∀k,

and
Xk

D−−−→
k→∞

X.

If, for every ε > 0,
lim
k→∞

lim sup
n→∞

ν{ρ(Xnk, Yn) ⩾ ε} = 0,

then
Yn

D−−−→
n→∞

X.

The proof of the lemma is given in Theorem 4.2 of [36].

Lemma 3. Suppose that the function φ(τ) satisfies the hypotheses of Theorem 1. Then, for every
y > 1, PT,y

w−−−→
T→∞

PH,0.

Proof. Let ξT be the same random variable as in the proof of Proposition 1. We define the
H-valued random element as

XT,a,y = XT,a,y(s) = Z2,a,y(s + iφ(ξT)),

and denote the H-valued random element with distribution PH,0 as Xa,y. Then, Lemma 1
implies the following relation:

XT,a,y
D−−−→

T→∞
Xa,y. (16)

The distribution of Xa,y is PH,0 for all a and y. Thus,

Xa,y
D−−−→

a→∞
PH,0. (17)

Since b(x, y) decreases to zero exponentially, the following integral

∞∫
1

ζ2(x)b(x, y)x−s dx
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is absolutely convergent for σ > σ0 with all finite σ0. Hence,

∞∫
a

ζ2(x)b(x, y)x−s dx = oy(1)

for σ > 5/6 as a → ∞. Let K ⊂ D be a compact set. Then, for s ∈ K,

Z2,y(s + iφ(τ))−Z2,a,y(s + iφ(τ)) ≪
∞∫

a

ζ2(x)b(x, y)x−Res dx = oy(1)

as a → ∞. Therefore,

lim
a→∞

lim sup
T→∞

1
T

2T∫
T

sup
s∈K

∣∣Z2,y(s + iφ(τ))−Z2,a,y(s + iφ(τ))
∣∣dτ ≪ lim

a→∞
oy(1) = 0. (18)

Let
XT,y = XT,y(s) = Z2,y(s + φ(ξT)).

Then, in view of (18), for every ε > 0,

lim
a→∞

lim sup
T→∞

ν
{

dH(XT,y, XT,a,y) ⩾ ε
}

= lim
a→∞

lim sup
T→∞

1
T
ML

{
τ ∈ [T, 2T] : dH

(
Z2,y(s + iφ(τ)),Z2,a,y(s + iφ(τ))

)
⩾ ε

}
⩽ lim

a→∞
lim sup

T→∞

1
2T

2T∫
T

dH
(
Z2,y(s + iφ(τ)),Z2,a,y(s + iφ(τ))

)
dτ = 0

according to the definition of the metric dH. The latter remark, relations (16) and (17) and
Lemma 2 lead to the relation

XT,y
D−−−→

T→∞
PH,0,

which is equivalent to the weak convergence of PT,y to PH,0 as T → ∞.

5. Integral Representation
In this section, we present the representation for Z2,y(s) by a contour integral. Denote

by Γ(s) the Euler gamma function, and

ly(s) =
1
α

Γ
( s

α

)
ys,

where α is from the definition of b(x, y).

Lemma 4. For s ∈ D,

Z2,y(s) =
1

2πi

α+i∞∫
α−i∞

Z2(s + z)ly(z)dz.

Proof. We use the classical Mellin formula:

1
2πi

β+i∞∫
β−i∞

Γ(z)θ−z dz = e−θ , β, θ > 0. (19)

For brevity, let
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g(x, τ) =
1

2πi
ly(α + iτ)ζ2(x)x−s−α−iτ .

Then, for all T ⩾ 1 and X > 1, we have

X∫
1

dx
T∫

−T

g(x, τ)dτ =

T∫
−T

dτ

X∫
1

g(x, τ)dx. (20)

The application of (19) and the definition of ly(s) yield

1
2πi

α+i∞∫
α−i∞

ly(z)x−z dz =
1

2πi

α+i∞∫
α−i∞

1
α

Γ
( z

α

)( x
y

)−z
dz =

1
2πi

1+i∞∫
1−i∞

Γ(z)
(

x
y

)−αz
dz

= exp
{
−
(

x
y

)α}
= b(x, y). (21)

It is well known that, uniformly in σ ∈ [σ1, σ2],

Γ(σ + it) ≪ exp{−c|t|}, c > 0. (22)

Moreover,
X∫

1

ζ2(x)dx ≪ X log4 X.

The latter estimate, together with (22), shows that

∞∫
T

dτ

X∫
1

(|g(x, τ)|+ |g(x,−τ)|)dx ≪ B(X, T)

and
X∫

1

dx
∞∫

T

(|g(x, τ)|+ |g(x,−τ)|)dτ ≪ B(X, T),

where

B(X, T) = yα

∞∫
T

exp
{
− c

α
τ
}

dτ

X∫
1

ζ2(x)x−σ−α dx

⩽ yα exp{−c1T}
X∫

1

x−σ−α d

 X∫
1

ζ2(u)du

dx

≪ yα exp{−c1T}
(

X1−σ−α + 1
)

log4 X. (23)

Therefore, by virtue of (20),
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∞∫
−∞

dτ

X∫
1

g(x, τ)dx =

 T∫
−T

+

+∞∫
T

+

−T∫
−∞

dτ

X∫
1

g(x, τ)dτ

=

X∫
1

dx
T∫

−T

g(x, τ)dτ + O(B(X, T))

=

X∫
1

dx

 ∞∫
−∞

−
+∞∫
T

−
−T∫

−∞

g(x, τ)dτ + O(B(X, T))

=

X∫
1

dx
∞∫

−∞

g(x, τ)dτ + O(B(X, T)).

Thus, according to (23), as T → ∞, for every X > 1, we obtain

∞∫
−∞

dτ

X∫
1

g(x, τ)dτ =

X∫
1

dx
∞∫

−∞

g(x, τ)dτ.

The latter equality, together with (21), yields

1
2πi

α+i∞∫
α−i∞

Z2(s + z)ly(z)dz =
1

2πi

∞∫
−∞

ζ2(x)ly(α + iτ)x−s−α−iτ dx dτ =

∞∫
−∞

dτ

∞∫
1

g(x, τ)dx

=

∞∫
1

ζ2(x)x−s 1
2πi

α+i∞∫
α−i∞

ly(z)x−z dz dx =

∞∫
1

ζ2(x)b(x, y)x−s dx

= Z2,y(s).

6. Difference Between Z2(s) and Z2,y(s)
Recall that dH is the metric in the space H.

Lemma 5. Suppose that the function φ(τ) satisfies the hypotheses of Theorem 1. Then,

lim
y→∞

lim sup
T→∞

1
T

2T∫
T

dH
(
Z2(s + iφ(τ)),Z2,y(s + iφ(τ))

)
dτ = 0.

Proof. According to the definition of dH, it suffices to prove that, for every compact set
K ⊂ D,

lim
y→∞

lim sup
T→∞

1
T

2T∫
T

sup
s∈K

∣∣Z2(s + iφ(τ))−Z2,y(s + iφ(τ))
∣∣dτ = 0. (24)

Fix a compact set K ⊂ D. Then, there exists δ > 0 satisfying 5/6 + 2δ ⩽ σ ⩽ 1 − δ for all
s = σ + it ∈ K. Take α = 1/6 + δ in the definition of b(x, y) and

α1 = σ − δ − 5
6

.
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Thus, α1 > 0. The point z = 1 − s is a pole of order five, and z = 0 is a simple pole of the
following function in the strip of −α1 < Rez < α:

Z2(s + z)Γ
( s

α

)
because (5/6 + δ − σ)/(1/6 + δ) > −1. This, Lemma 4, and the residue theorem yield

Z2,y(s)−Z2(s) =
1

2πi

−α1+i∞∫
−α1−∞

Z2(s + z)ly(z)dz + r(s),

where
r(s) = Res

z=1−s
Z2(s + z)ly(z).

Hence, for all s ∈ K,

Z2,y(s + iφ(τ))−Z2(s + iφ(τ))

=
1

2πi

∞∫
−∞

Z2

(
σ − σ +

5
6
+ δ + it + iv + iφ(τ)

)
ly

(
5
6
+ δ − σ + iv

)
dv + r(s + iφ(τ))

=
1

2πi

∞∫
−∞

Z2

(
5
6
+ δ + iv + iφ(τ)

)
ly

(
5
6
+ δ − s + iv

)
dv + r(s + iφ(τ))

⩽

∞∫
−∞

∣∣∣∣Z2

(
σ − σ +

5
6
+ δ + it + iv + iφ(τ)

)∣∣∣∣ sup
s∈K

∣∣∣∣ly(5
6
+ δ − s + iv

)∣∣∣∣dv

+ sup
s∈K

|r(s + iφ(τ))|.

Thus,

1
T

T∫
−T

sup
s∈K

∣∣Z2(s + iφ(τ))−Z2,y(s + iφ(τ))
∣∣dτ

≪
∞∫

−∞

 1
T

2T∫
T

∣∣∣∣Z2

(
5
6
+ δ + iv + iφ(τ)

)∣∣∣∣dτ

 sup
s∈K

∣∣∣∣ly(5
6
+ δ − s + iv

)∣∣∣∣dv

+
1
T

2T∫
T

sup
s∈K

|r(s + iφ(τ))|dτ
def
= I1 + I2. (25)

Clearly, for all v ∈ R,

aT(v)
def
=

1
T

2T∫
T

∣∣∣∣Z2

(
5
6
+ δ + iv + iφ(τ)

)∣∣∣∣dτ ⩽

 1
T

2T∫
T

∣∣∣∣Z2

(
5
6
+ δ + iv + iφ(τ)

)∣∣∣∣2 dτ

1/2

.

Properties of the function φ(τ) yield
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a2
T(v) =

1
T

2T∫
T

1
φ′(τ)

∣∣∣∣Z2

(
5
6
+ δ + iv + iφ(τ)

)∣∣∣∣2 dφ(τ)

≪ 1
Tφ′(2T)

2T∫
T

∣∣∣∣Z2

(
5
6
+ δ + iv + iφ(τ)

)∣∣∣∣2 dφ(τ)

≪ 1
Tφ′(2T)

φ(2T)+|v|∫
φ(T)−|v|

∣∣∣∣Z2

(
5
6
+ δ + iu

)∣∣∣∣2 du ≪δ
1

Tφ′(2T)
J5/6+δ(φ(2T) + |v|). (26)

In the case of |v| ⩽ φ(2T), we have

a2
T(v) ≪δ

1
Tφ′(2T)

J5/6+δ(2φ(2T)) ≪δ sup
σ∈(5/6,1)

Jσ(2φ(2T))
Tφ′(2T)

≪δ 1. (27)

In the case of |v| > φ(2T), according to (4), we find

a2
T(v) ≪δ

1
Tφ′(2T)

J5/6+δ(2|v|) ≪δ,ε
1

Tφ′(2T)
|v|(15−12(5/6+δ))/5+ε

≪δ,ε
1

Tφ′(2T)
|v| = o(|v|), T → ∞,

because of (15). This, together with (26) and (27), shows that

aT(v) ≪δ (1 + |v|)1/2. (28)

Applying (22), we find that, for all s ∈ K,

ly

(
5
6
+ δ − s + iv

)
≪δ y5/6+δ−σ exp

{
− c

α
|v − t|

}
≪δ,K y−δ exp{−c2|v|}, c2 > 0.

This, together with (28), yields

I1 ≪δ,K y−δ

∞∫
−∞

(1 + |v|)1/2 exp{c2|v|}dv ≪δ,K y−δ. (29)

We have

r(s + iφ(τ)) =
(
Z2(s + iφ(τ) + z)(z − s − iφ(τ))5ly(z)

)(IV)
∣∣∣∣
z=1−s−iφ(τ)

. (30)

For brevity, let
V(s, z, φ(τ)) = Z2(s + iφ(τ) + z)(z − s − iφ(τ))5.

Then, according to the Leibnitz formula and (30),

r(s + iφ(τ)) =
5

∑
k=1

(
k
5

)
V5−k(s, z, φ(τ))l(k)y (z)

∣∣∣∣
z=1−s−iφ(τ)

. (31)

The function r(s + iφ(τ)) is analytic in strip D. Therefore, according to the Cauchy inte-
gral formula,

sup
s∈K

|r(s + iφ(τ))| ≪K

∫
l

|r(z + iφ(τ))| |dz|, (32)
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where l is a suitable simple closed contour lying in D and enclosing set K. Using (3), (22),
(31), and (32), we find

I2 ≪K,δ

∫
l

 1
T

2T∫
T

(φ(τ))By log y exp{−c3|t + φ(τ)|}dτ

 |dz|

≪K,δ
y log y

T

2T∫
T

(φ(τ))B exp{−c4 φ(τ)}dτ

≪K,δ
y log y exp{−(c4/2)φ(T)}

T

2T∫
T

(φ(τ))B exp{−(c4/2)φ(τ)}dτ,

where c3, c4, and B are certain positive constants. This, (29), and (25) show

1
T

2T∫
T

sup
s∈K

∣∣CZ2(s + iφ(τ))−Z2,y(s + iφ(τ))
∣∣dτ ≪K,δ y−δ + y log y exp{−(c4/2)φ(T)},

and we have (24).

7. Proof of Theorem 1
We apply the same scheme as in the proof of Lemma 3. Let ξT be defined in the proof

of Proposition 1.

Proof of Theorem 1. We define the following H-valued random element:

XT = XT(s) = Z2(s + iφ(ξT)).

According to Lemma 3,

XT,y
D−−−→

T→∞
Xy (33)

for all y, and the distribution of Xy is PH,0 for all y > 0. Hence,

Xy
D−−−→

y→∞
PH,0. (34)

Moreover, Lemma 5 implies that, for every ε > 0,

lim
y→∞

lim sup
T→∞

ν
{

dH(XT , XT,y) ⩾ ε
}

⩽ lim
y→∞

lim sup
T→∞

1
2T

2T∫
T

dH
(
Z2(s + iφ(τ)),Z2,y(s + iφ(τ))

)
dτ = 0.

This, together with (33), (34), and Lemma 2, yields the following relation:

XT
D−−−→

T→∞
PH,0,

which implies the assertion of the theorem.

8. Approximation by Shifts Z2(s + iφ(τ))

It is well known that some zeta functions, including the Riemann zeta function, Dirich-
let L functions, etc., are universal in the approximation sense, i.e., their shifts approximate
a wide class of analytic functions (see [19,37–41]). A similar property remains valid for
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generalized shifts (see [42–60]). Approximation results for modified Mellin transforms
of the Riemann zeta function were discussed in [30–32,34]. In this paper, we prove the
following approximation statement of zero for the Mellin transform Z2(s).

Theorem 2. Suppose that φ(τ) is a differentiable function that increases to +∞ with a decreasing
derivative on [T0, ∞), T0 > 1 such that

sup
σ∈(5/6,1)

Jσ(2φ(2τ))

φ′(2τ)
≪ τ, τ → ∞.

Then, for every compact set K ⊂ D and ε > 0,

lim inf
T→∞

1
T
ML

{
τ ∈ [T, 2T] : sup

s∈K
|Z2(s + iφ(τ))| < ε

}
> 0.

Moreover, the limit

lim
T→∞

1
T
ML

{
τ ∈ [T, 2T] : sup

s∈K
|Z2(s + iφ(τ))| < ε

}

exists and is positive for all but, at most, countably many ε > 0.

Proof. The theorem is a simple consequence of Theorem 1 and the properties of weak
convergence of probability measures.

According to Theorem 1, PT,H,φ
w−−−→

T→∞
PH,0. According to this, denoting

Gε =

{
f (s) ∈ H : sup

s∈K
| f (s)| < ε

}
,

we have
lim inf

T→∞
PT,H,φ(Gε) ⩾ PH,0(Gε). (35)

The support of PH,0 is the set denoted as {h(s)}, h(s) ≡ 0. Therefore, Gε is an open
neighborhood of an element of the support of PH,0. Hence,

PH,0(Gε) > 0. (36)

This, together with (35) and definitions of PT,H,φ and Gε, proves the first part of the theorem.
In order to prove the second part of the theorem, we apply the equivalent of weak

convergence in terms of continuity sets, i.e., of sets A ∈ B(X) such that PH,0(∂A) = 0,
where ∂A is the boundary of A. We observe that the boundaries of Gε with different ε values
do not intersect. Therefore, set Gε is a continuity set of PH,0 for all but, at most, countably
many ε > 0. Thus, according to Theorem 1, the equivalence of weak convergence in terms
of continuity sets, and (36), we have

lim
T→∞

PT,H,0(Gε) = PH,0(Gε) > 0

for all but, at most, countably many ε > 0, and the proof is complete.

9. Conclusions
We considered the asymptotic behavior of the modified Mellin transform,
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Z2(s) =
∞∫

1

∣∣∣∣ζ(1
2
+ ix

)∣∣∣∣4x−s dx,

where ζ(s) is the Riemann zeta function, by using a probabilistic approach. Let D = {s ∈
C : 5/6 < σ < 1} and H = H(D) denote the space of analytic on D functions with a
topology of uniform convergence on compacta. We studied the weak convergence of the
probability measure,

1
T
ML{τ ∈ [T, 2T] : Z2(s + iφ(τ)) ∈ A}, A ∈ B(H), (37)

as T → ∞, to the measure degenerated at the point of h(s) ≡ 0. We proved that this follows
for a differentiable function increasing to +∞ with a decreasing derivative on [T0, ∞) and
T0 > 0 such that

sup
σ∈(5/6,1)

1
φ′(2τ)

2φ(2τ)∫
0

|Z2(σ + it)|2 dt ≪ τ, τ → ∞.

This shows that the asymptotic behavior of the Z2(s) follows strong mathematical laws.
From a limit theorem for (37), we derived that there are infinitely many shifts Z2(s + iφ(τ))
that approximate the function expressed as h(s) ≡ 0.

An example is the function expressed as φ(τ) = exp{(log log τ)a}, τ ⩾ e2, a > 1.
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2. Ivič, A. On some conjectures and results for the Riemann zeta-function and Hecke series. Acta Arith. 2001, 99, 115–145. [CrossRef]
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21. Garbaliauskienė, V.; Macaitienė, R.; Šiaučiūnas, D. On the functional independence of the Riemann zeta-function. Math. Modell.

Anal. 2023, 28, 352–359. [CrossRef]
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