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ABSTRACT Neural networks have become foundational in modern technology, driving advancements
across diverse domains such as medicine, law enforcement, and information technology. By enabling algo-
rithms to learn from data and perform tasks autonomously, they eliminate the need for explicit programming.
A significant challenge in this field is replicating the uniquely human capacity for creativity—envisioning
and realizing novel concepts and tangible creations. Generative Adversarial Networks (GANs), a leading
approach in this effort, are especially notable for synthesizing realistic human facial images. Despite the
success of GANs, comprehensive comparative studies of face-generating GAN methodologies are limited.
This paper addresses this gap by analyzing the scope and capabilities of facial generation, detailing the
principles of the original GAN framework, and reviewing prominent GAN variants specifically designed
for facial synthesis. Through performance evaluations and fidelity analysis of generated images, this study
contributes to a deeper understanding of GAN potential in advancing artificial intelligence creativity through
performance evaluations and fidelity analysis of generated images.

INDEX TERMS Human image synthesis, image processing, computer graphics, visualization, photorealism.

I. INTRODUCTION classifying photography [8], [9], [10], [11], identifying

Artificial neural networks (ANNs) have emerged as one of the
most influential technologies of our era, extensively applied
across various sectors including medicine [1], [2], [3], law
enforcement [4], and information technology [5]. The funda-
mental principle of ANNSs involves training algorithms with
provided data to autonomously perform specific tasks. These
networks excel in accurately recognizing objects and indi-
viduals in images and videos [6], [7], swiftly and precisely
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faces [8], [12], [13], and even determining characteristics
such as gender or current emotional state based on facial
recognition [14]. Moreover, ANNs can predict future changes
based on historical data [4], [15], [16], demonstrating their
versatile applicability across diverse domains: ranging from
various engineering solutions — to social domains [17]. Prac-
tically, neural networks can be adapted wherever it is feasible
to train a computer to execute high computational complexity
tasks [18]. However, one of the distinct human traits is the
ability to create something new and tangible. Humans can
envision diverse worlds, environments, people, and scenes,
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and translate these into books, music, and paintings, thereby
producing real and novel creations. To mimic this creative
ability using artificial intelligence in computing, various
algorithms such as Convolutional Neural Networks (CNNs)
[19], [20], Deep Recurrent Attentive Writers (DRAW) [21]
based upon Recurrent Neural Networks (RNNs) [22], [23],
[24], and Generative Adversarial Networks (GANSs) [25],
[26], [27], [28], [29], [30] are employed. Beginning with
the CNN algorithm, it is possible to generate an image; an
example explored is the generation of simple chair images.
Initially, the neural network is trained using chair images
as data. Upon training, by inputting specific parameters like
chair type, representation, and color, the neural network
can generate an image of a chair, ranging in size from
48 x 48 pixels to 128 x 128 pixels—though larger images
can be produced at the expense of additional computational
resources. The core concept of the DRAW algorithm involves
using an encoder and decoder, which are recurrent networks,
to sequentially read the input in parts considering previously
completed steps and encode and store the obtained informa-
tion. Subsequently, the input is decoded and reconstructed
anew, much like an autoencoder [21].

Additionally, while reading the data, the encoder network
is aware of the previously output decoder result, which
informs it of the data that needs to be read next. Following the
datareading phase, the DRAW algorithm can generate images
from the stored and encoded data, creating new visuals or
objects. The schematic of the DRAW algorithm is depicted
in Figure 1.
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FIGURE 1. Principle scheme of the DRAW algorithm.

In Figure 1, the schematic of the DRAW algorithm
is depicted, illustrating all the steps previously described.
Below the dashed line, the scanning and encoding steps are
shown, which lead to the “sample” step where information
is stored and from which images are subsequently generated.
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Above the dashed line, the decoding and recording steps are
detailed.

Additionally, arrows in the image indicate how the net-
works share information after each scanning phase. The
Generative Adversarial Network (GAN), is currently one of
the most popular for image synthesis [31]. Image synthesis
plays a critical role and can be applied in fields such as
art generation, computer design, photo editing, and virtual
reality. GANs are also adept at creating high-quality images
of human faces [32] and can be used to generate video clips
featuring the faces of various individuals [33], transform
from one photo to another, produce realistic text, enhance the
resolution in images, convert text to image, and complete or
augment parts of an image (known as image in-painting) [25],
[34]. The general principle of GAN is illustrated in Figure 2.
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FIGURE 2. Principle scheme of the GAN algorithm.
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This diagram shows the GAN architecture, which includes
two competing networks: a generator and a discriminator. The
generator receives random input to produce an image, which
is then assessed by the discriminator along with a genuine
image. The discriminator determines whether the generated
image appears real. If deemed real, the image is presented
as the result. If not, the generator learns from this feedback
and attempts to create a new image that can convince the
discriminator of its authenticity.

To address computational complexity, this study provides
an analysis of each GAN model’s resource demands about
their architectural structures and output quality. This com-
parison offers a clear understanding of how each model’s
complexity impacts efficiency, allowing for a more informed
assessment of their suitability for applications requiring both
high-quality synthesis and computational feasibility.

This work will examine various GAN algorithms that
generate faces, addressing the current lack of comprehen-
sive comparative studies on facial generation algorithms.
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Furthermore, as previously mentioned, unlike DRAW or
CNN, GANS can replicate the human ability to create new
and realistic entities [35]. This study will first explore where
facial generation is applied and review the GANs currently
developed for this purpose. The operational principles of the
first GAN proposed by Ian Goodfellow will also be examined,
followed by the generation and comparison of sample images.

Therefore, the motivation behind this work stems from the
challenges faced in achieving realistic and diverse human
image synthesis, a task where generative adversarial net-
works (GANSs) have made significant strides but still confront
inherent limitations like mode collapse, artifact generation,
and balancing image fidelity with computational efficiency.
Unlike previous studies focusing on individual GAN models,
this paper systematically compares several advanced GANSs,
including StyleGAN2, BigGAN, and PG-GAN, to address
these issues by evaluating their architectural innovations
and effectiveness in synthesizing high-quality, realistic facial
images. Our study reveals each model’s distinct advantages
and disadvantages.

Il. METHODOLOGY

A. GENERAL CONCEPT OF GAN METHODOLOGY

To better understand the process of facial generation, it is
crucial to delve deeper into the mechanisms and architectural
modifications of specific GANs compared to the original
GAN. This analytical comparison part of the paper will cover
the following models:

« Even though StyleGAN3 exists StyleGAN2 has been
selected due to its frequent appearance in scholarly arti-
cles, mentions, and usage in various services, making it
a common choice for facial generation.

o« PG-GAN was chosen for its innovative method of
enhancing image clarity by increasing the number of
layers during the training process, which stabilizes the
learning method and enhances image variation.

o BigGAN is included for its ability to generate
higher-resolution images and make them more realis-
tic by adjusting certain parameters and scaling up the
training model.

To facilitate a comprehensive understanding, the discus-
sion will begin with the original GAN, introduced in 2014
[30]. This examination will explore its operation, architec-
tural design, and the challenges encountered. Following this
foundational overview, the discussion will shift to how the
selected models modify, enhance, or update the original GAN
framework.

The GAN discriminator functions as a multi-layer per-
ceptron classifier that distinguishes between real data and
synthetic data produced by the generator. It can utilize any
network architecture that suits the type of data being classi-
fied. During training, the discriminator processes two types
of data:

« Real data cases, such as authentic human photographs,
are used as valid examples for training.
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« False data instances created by the generator, are used as
invalid examples for training.

The discriminator is linked to two loss functions. Dur-
ing training, the discriminator’s loss is prioritized, and the
generator’s loss is disregarded. The discriminator’s training
involves:

« Classifying both real and synthetic data generated by the
generator.

« Being penalized for errors, such as misclassifying a real
instance as synthetic or vice versa.

o Updating its weights based on the loss incurred during
these misclassifications.

Additionally, the discriminator only learns when the gener-
ator is not learning to avoid complications in the generator’s
training process.

As previously mentioned, the GAN generator learns to
create synthetic data by incorporating feedback from the
discriminator if it fails to deceive it. The generator masters
deceiving the discriminator when it classifies a synthetic
image as real. The generator’s learning process involves
deeper interaction with the discriminator than the discrimi-
nator’s training and includes the following steps:

« Receiving random input.

o The generator network takes this input and creates new
data.

o This data is then presented to the discriminator, which
checks and classifies both the generated and real data,
returning the outcome to the generator.

o The generator recalculates its loss based on whether it
successfully deceived the discriminator or will be penal-
ized for failing to do so.

It has been noted that the generator receives random noise
as input, which it then transforms into meaningful data out-
put. This input allows the generator to produce a variety of
data, and changing the input noise can yield entirely different
results. Although the noise intensity distribution has been
shown not to significantly impact the results, allowing for a
flexible choice of noise sources for sampling.

The GAN loss function assesses whether the neural net-
works are learning effectively. It is calculated using the
distance measure compared against the expected outcome.
The GAN model calculates two results for the loss function:
one for training the generator and another for the discrim-
inator. In the loss function, which will be detailed later,
the generator and discriminator losses stem from a single
distance measure between probability distributions. During
training, the generator focuses solely on the distribution of
synthetic data, discarding the part that reflects the real data
distribution. Consequently, the losses for the generator and
discriminator appear different, even though they originate
from the same formula. The following section will present the
loss function within the GAN architecture, where the gener-
ator aims to minimize this function, while the discriminator
seeks to maximize it.
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Generative Adversarial Networks can achieve impressive
results and generate new data that mimic real objects, creating
authentic-looking photos. However, properly training GANs
can be challenging, as it is not always straightforward to
synchronize the discriminator and generator during training.
If the generator learns faster than the discriminator, it can
lead to a scenario where the generator produces only a limited
variety of data, resulting in repetitive and predictable outputs
regardless of the input noise. If the discriminator gets stuck
in a local minimum and cannot find the optimal strategy,
it becomes easier for the generator to produce convincing
results in the next iteration. Each iteration of the generator
excessively optimizes for a particular discriminator, which
never escapes from being trapped, thus preventing the gen-
erator from producing a diverse array of outputs. This failure
mode is known as mode collapse. Conversely, if the discrimi-
nator advances too much, it can accurately reject all outcomes
presented by the generator, which cannot learn effectively
from it. This situation is known as the vanishing gradient
problem.

Another potential issue, though less critical, occurs when
both neural networks have reached their maximum potential,
and the generator creates completely realistic data, leaving
the discriminator guessing with a 50/50 chance whether the
data is real or not. Another downside of the GAN model

Synthesis network Noise : -

is the selection of hyperparameters, which is crucial and
can be time-consuming to optimize correctly. If not properly
configured, the GAN model will not generate good results.

B. EVALUATION FACIAL IMAGE GENERATION METHOD -
GAN

Initially, the discussion will focus on StyleGAN—examining
the modifications made from the original GAN model to
understand why StyleGAN2 was chosen for this category.
The StyleGAN model introduces numerous innovative ideas
and proposals specifically within the generator component
of GAN while maintaining the discriminator component
unchanged. Modifications in the generator allow for the
creation of faces in desired styles with specific features,
a capability not feasible with the basic GAN model.

The traditional GAN model may yield different out-
comes with each generated face depending on the initial
input parameters, but it cannot select specific facial features.
In other words, this method of generation offers no con-
trol over the characteristics of the generated outcome if one
wishes to create, for instance, the face of a woman with brown
hair or an older man.

Therefore, StyleGAN introduces a method to control the
style of a human face, allowing for manipulation of the resul-
tant features before generation. The results can be controlled
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FIGURE 3. The architecture of the StyleGAN generator and modifications in StyleGAN2.
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by selecting specific parameters such as pose, freckles, hair,
skin color, gender, etc., right before generating the image.
During the generation process, these set parameters are con-
sidered to produce a unique face with the determined style.
The generation process and its capabilities can be seen in
Figure 3.

This illustration depicts the architecture of traditional GAN
and StyleGAN generators. In the traditional generator archi-
tecture, an initial parameter is included from which an image
is subsequently generated. In the StyleGAN architecture,
three new components are added: the first component is a
mapping network where several initial vectors are introduced
and transformed into new vectors w. These vectors are then
randomly applied to a new normalization block, AdalN,
which represents the second addition. The third addition
involves the implementation of random noise not only at the
beginning but also at every subsequent step with varying
values, allowing control over the “style” of the generated
image or face [32].

Further modifications in StyleGAN2 primarily altered the
AdalN function. It can be observed that this function now
splits into two parts. In one part, the vector is normalized
and introduced in style A, while in the other, weights are
distributed according to style settings and then passed into
a Conv 3 x 3 block, like the original StyleGAN architec-
ture [36].

These changes in the generator allow for the creation of
various faces stylized according to specific needs. However,
this architecture is not perfect, as the generated images may
contain certain artifacts that detract from their realism. There-
fore, an updated version, StyleGAN?2, introduces changes in
the architecture aimed at producing higher-resolution images
with fewer distortions. As demonstrated, this is achieved by
modifying the AdaIN normalization block and the distribu-
tion of weights according to predefined style parameters.

Thus, StyleGAN provides the capability to generate real-
istic faces from given parameters with specific styles, though
not all images are of high quality. Some generated images
may contain artifacts or other unfitting details, leading to the
introduction of the new StyleGAN2. This model addresses
the discussed issues by minimizing the occurrence of artifacts
in the generated images.

C. BigGAN ANALYSIS
The general GAN model significantly benefits from scaling
up image dimensions. By doubling or even quadrupling the
parameters and increasing the batch size eightfold during the
training phase, higher-quality results are achieved.
Additionally, BigGAN modifies the architecture by
enhancing scaling, improving conditioning, and boosting
performance. With these modifications, the BigGAN model
can generate realistic images, faces, and other objects, as it
was trained with a large dataset featuring over 1,000 cate-
gories [37]. Despite being trained with extensive data, the
BigGAN model has its shortcomings: training the model
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requires substantial resources, and the initial model was
trained using over a hundred GPUs, indicating that train-
ing such a model with personal resources would minimally
require four GPUs (GitHub). The initially trained model was
later made publicly available. Another issue with BigGAN is
that the generated images may include a significant number
of flawed ones with artifacts or other discrepancies, as can be
seen in Figure 6.

Thus, the BigGAN model, trained with a vast array of
image categories, can produce high-quality and highly real-
istic images. However, such a large model might generate
many flawed, irrelevant, and incomprehensible images while
creating the desired photo.

D. PG-GAN (ProGAN) ANALYSIS

Progressive Growing of GANs (PG-GAN), also known as
ProGAN, revolutionized the training process to make it more
stable. A more stable training process results in higher-quality
generated images. PG-GAN achieves this stability by start-
ing the training with very low resolutions, such as 4 x 4,
and gradually adding layers to increase the resolution of the
output from the generator and the input image size for the
discriminator [38].

This process continues until the desired image size is
achieved. This method has proven very effective in creating
high-quality synthetic images that appear realistic. Essen-
tially, PG-GAN introduced three key enhancements:

o Progressive Growth in Training: The resolution is pro-
gressively increased during training; starting at a low
resolution such as 4 x 4 and incrementally increasing
to the desired size, for example, 1024 x 1024.

o Normalization Function Change to PixelNorm: This
modification helps in normalizing pixel values across
the generated images to ensure consistency in quality.

« Additional Minibatch Functionality in the Discrimina-
tor: This feature improves the discriminator’s ability
to manage variations within a minibatch, enhancing its
accuracy in distinguishing real from fake images.

+ As mentioned, the first point involves step-by-step
modifications during the training—starting from a low
resolution and gradually increasing the resolution with
each output until reaching the desired image size, such
as 1024 x 1024. The diagram of this process is seen in
Figure 4.

The image in Figure 4 demonstrates a progressive training
process where both the generator (G) and the discrimina-
tor (D) begin with low resolution. As training progresses,
D and G simultaneously increase the resolution of the images.
According to the authors, this process can reduce training
time by 2 to 6 times, depending on the desired resolution
of the outcome. Additionally, this method of training yields
higher-quality images.

The next modification is the implementation of Pixel-
Norm normalization during training to ensure that the training
levels of the generator and discriminator do not diverge
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FIGURE 4. PG-GAN training framework.

significantly. Otherwise, either the generator or the discrimi-
nator might learn more rapidly than the other and dominate,
thus halting the training process and leading to unsatisfactory
results.

Another change is applied to the discriminator—adding
what the authors call a Minibatch feature, which allows
the discriminator to remember previously generated images
after each iteration. This helps the discriminator determine
whether the generator’s image is real or fake. It forces the
generator to produce more diverse images in an attempt to
deceive the discriminator. This method addresses one of the
common problems with GANs, where trained models pro-
duce images with limited variation.

Thus, PG-GAN introduced modifications that help sta-
bilize the training by adding the PixelNorm normalization
block, preventing either the generator or discriminator from
advancing too quickly and disrupting the training. Incremen-
tal resolution enhancement up to the predefined level also
supports smoother training, helping both models progres-
sively learn. Additionally, by incorporating the Minibatch
feature in the discriminator, more varied and numerous results
are achievable. All these changes enable the generation of
realistic and high-quality images with greater diversity than
typically seen.

StyleGAN offers the capability to generate realistic faces
and control their styles using specific parameters. BigGAN
was trained with a large volume of photos across numerous
categories. This GAN enhanced overall training parameters
and photo resolution, achieving high-quality, realistic images.
However, a drawback of these BigGAN modifications is that
training requires substantial resources. PG-GAN introduces
a novel training approach that begins at low resolutions
and incrementally increases to the desired resolution. It also
introduced a new normalization function that enhances the
stability of the model training and added a Minibatch feature
in the discriminator, which forces the generator to produce a
more diverse array of images.

E. GAN EVALUATION METRICS: INCEPTION SCORE (IS),
FRECHET INCEPTION DISTANCE (FID)

Inception Score (IS) [10], [35], [39], Fréchet Inception Dis-
tance (FID) [10], [25], [31], [35], [39], [40], [41] evaluation
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metrics were chosen because they are among the primary
objective methods of comparison used by authors in schol-
arly articles. Additionally, these methods provide quantitative
results that demonstrate the capabilities of a GAN model.
The evaluation begins with the Inception Score (IS), which
measures two main criteria:

o Photo Quality: This assesses whether the image reflects
the type of the preceding images; for example, if one
image contains a cat, subsequent images should also
feature cats.

e Photo Diversity: This assesses whether the generated
images are varied despite being of the same type, such as
generating images of cats where each generated image
features a different breed.

If the images produced by a GAN model satisfy both
criteria, the IS result will be high. Theoretically, there is no
maximum value for IS. If the generated images do not meet
these criteria, the IS result will be low, with the minimum IS
value potentially being 0. Therefore, the higher the IS result,
the more diversity the GAN model can generate, capable of
producing recognizable and general category images such as
cats, dogs, faces, or other visuals.

The overall result is determined based on the distribution
of images. If we have generated an image from which it
is determined what is seen and assigned to a category, for
example, a dog. If most classified images were of dogs, that
means that the generated images are primarily recognized
as dogs, which would indicate a higher IS result because it
signifies that the generated images are of high quality and
recognizable as belonging to the same class. If the graph were
evenly distributed, it would indicate a lower IS result because
the images are not of good quality, thus not understanding
the general generated category. The limitation of IS is that
it evaluates overall image quality and diversity but does not
assess realism.

The realism score is provided by the Fréchet Inception
Distance (FID) evaluation method. FID assesses a collection
of generated images against a collection of real images from
the generated domain. This evaluation, combined with the IS
assessment, helps determine whether a GAN model produces
high-quality, varied, and realistic images. FID is calculated
by comparing the distances between the vectors of the gener-
ated images and the real images according to the generated
category, thus assessing realism. The lower the FID score,
the more realistic the generated image; a higher FID score
indicates that the generated image is less realistic.

IIl. RESULTS

Evaluations of StyleGAN2, BigGAN, and PG-GAN for
facial generation are detailed using the Inception Score
(IS) and Fréchet Inception Distance (FID) metrics, with the
results displayed in Table 1. Here, the performance of var-
ious GAN models using Inception Score (IS) and Fréchet
Inception Distance (FID) metrics is compared using the
Flickr-Faces-HQ (FFHQ) open dataset provided by NVLabs.

19593



IEEE Access

T. Eglynas et al.: Exploring GANs: Comparative Analysis of Facial Image Synthesis and the Extension

For our study, we selected a subset of 10,000 images (out
of 70.000 available), preserving the dataset’s richness while
ensuring computational efficiency for evaluating our GAN
models.

TABLE 1. Comparison of GANs Generating Faces Based on Inception
Score (IS) and Fréchet Inception Distance (FID).

Evaluation methods
(Results Obtained
from Facial

Evaluation methods
GAN (Results Obtained from

models Other Sources) .
Comparisons)
IS FID 1S FID
StyleGAN2 5,17 2,70 7,54 31,69
BigGAN 166,5 7,4 5,97 212,77
PG-GAN 8,8 7,3 7,38 186,79

These results include ratings derived from both published
articles where these models were originally introduced and
from newly generated images using the same generative
models. Upon reviewing the data, it is evident that there are
discrepancies between the evaluations reported in the litera-
ture and those obtained from our experiments. The IS, which
quantifies the diversity of generated images, was highest for
BigGAN in published results, reflecting its ability to produce
a wide variety of image categories. However, our experiments
showed that while BigGAN excels in diversity, it tends to gen-
erate fewer categories specifically related to human features,
which impacts its IS rating. StyleGAN2, on the other hand,
was found to generate the most realistic images according
to the FID metric, indicating fewer discrepancies between
generated and actual human images.

The observed differences in results could be due to several
factors. For instance, in the case of StyleGAN2, a better IS
score might suggest that a larger set of generated images was
used in the study, potentially including a higher number of
duplicates, which artificially inflates the diversity measure.
Conversely, a higher FID in published studies may result
from using a larger sample of images, which increases the
likelihood of capturing realistic variations.

For BigGAN, the significantly lower IS and FID scores
in our tests compared to those reported may be attributed
to its application to a narrower range of categories, primar-
ily focused on human-related images, unlike its typical use
across thousands of varied categories. This specialization
might not fully utilize BigGAN’s capacity for generating
diverse image types, thus reflecting poorer performance in
our specific test setup. PG-GAN showed similar IS values
to those reported, but significant differences in FID were
noted, possibly due to the presence of minor artifacts in
the generated images. While these artifacts are not overly
prominent, they can affect the realism of the images and thus
the FID score.

Summarizing the results from both the literature and our
findings, BigGAN exhibits the highest diversity among the
models tested. However, StyleGAN2 consistently produces
the most realistic images, followed closely by PG-GAN
and then BigGAN. Moving forward, the generated outcomes
illustrate that StyleGAN2 not only produces a broader array
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of images compared to other GANSs but also maintains supe-
rior realism. Images generated by the BigGAN model are
shown in Figure 5. This experiment highlighted BigGAN’s
strength in producing a wider variety of facial images, indicat-
ing its suitability for tasks requiring high diversity in synthetic
faces, though it is computationally intensive.

| i

FIGURE 5. Results obtained from BigGAN.

BigGAN was used to generate faces within several broad
categories that include human elements, such as tennis
players, brides, glasses, and wigs because it lacks a spe-
cific category for faces. The next experiment emphasized
PG-GAN’s ability to balance resource efficiency with high-
quality outputs, making it a strong candidate for applications
where stability and computational feasibility.

The results display certain resemblances to these gener-
ated categories, but they do not achieve realism in terms of
facial generation. Following this, the results generated by
PG-GAN are presented in Figure 6. PG-GAN’s results appear
more realistic than those generated by BigGAN, yet they
also have their shortcomings, such as inaccurately generated
hair, artifacts within the images, and a significant number of
duplicates.

FIGURE 6. Results obtained from PG-GAN.

Next, the results generated by StyleGAN2 are presented
in Figure 7. We evaluated StyleGAN2’s ability to produce
high-quality, photorealistic facial images with minimal arti-
facts. We focused on measuring Fréchet Inception Distance
(FID). The purpose of this experiment was to demonstrate
StyleGAN2’s superior performance in artifact reduction and
photorealism, positioning it as the optimal model for applica-
tions demanding high-quality facial synthesis.

The results obtained with StyleGAN?2 are the most realistic
compared to those generated by BigGAN and PG-GAN.
Additionally, StyleGAN2 exhibits greater diversity and fewer
artifacts in the images. While not all images are perfect,
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FIGURE 7. Results obtained from StyleGAN2.

they present a wider variety of realistic faces without exten-
sive searching among generated images. Considering these
results, StyleGAN?2 emerges as the best GAN for facial gen-
eration due to its ability to produce the most realistic images
and the greatest diversity.

This is also reflected in the obtained Inception Score (IS)
and Fréchet Inception Distance (FID) metrics. PG-GAN and
BigGAN follow, with BigGAN being less suitable for facial
generation as its images lack realistic outcomes. PG-GAN,
while capable of generating faces that resemble humans,
often produces similar and artifact-ridden results compared to
StyleGAN2. Moreover, StyleGAN2’s ability to control facial
styles—such as general features, age, and skin tone—offers a
significant advantage for generating specific faces or datasets
more easily and flexibly.

It is essential to acknowledge certain limitations that may
impact the broader applicability of our findings. First, the
computational requirements for training models like Big-
GAN are notably high, which may restrict accessibility
for researchers and practitioners using standard hardware.
This study primarily focuses on objective evaluation metrics,
such as FID, and IS; however, certain subjective aspects
of image quality—such as nuanced facial expressions and
detailed textures—could benefit from additional user-based
assessments.

Furthermore, while StyleGAN2 performed well in artifact
reduction, occasional artifacts were observed in PG-GAN
and BigGAN outputs, highlighting a need for further
optimization. Addressing these limitations in future work
could enhance the practical relevance of GANs for diverse
real-world applications requiring high-quality, varied facial
synthesis.

IV. CONCLUSION

In this part of the study, we explored image evaluation metrics
such as the Inception Score (IS) and the Fréchet Inception
Distance (FID), which are used to assess the diversity, qual-
ity, and realism of generated images. By employing these
evaluation methods, we compared the images produced by
StyleGAN2, BigGAN, and PG-GAN models. The results
indicated that the StyleGAN2 generative model achieved
the highest ratings, although BigGAN generated the greatest
diversity of images. In terms of realism, as indicated by the
results, StyleGAN2 also produced the most lifelike images.
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Reviewing these generative models visually, it was evident
that StyleGAN2 consistently delivered superior outcomes,
as exemplified in Figure 7. While these results are impressive,
a closer analysis of the generated images reveals even more
visually appealing faces, examples of which are presented in
Figure 8.

FIGURE 8. Realistically generated faces selected from StyleGAN2.

As demonstrated in Figure 8, the faces depicted are
generated with remarkable realism, featuring only minimal
noticeable artifacts, creating the impression that the images
could be of real people. However, despite the presence of
highly realistic images, there are instances where generated
artifacts are visible, detracting from the realism of the pho-
tographs, as illustrated in Figure 9.

-‘\‘D’
L

FIGURE 9. Non-realistically generated faces selected from StyleGAN2.

Based on Figure 9, it is apparent that the depicted indi-
viduals are artificially generated, as evidenced by blurred
facial details or features that do not naturally occur. In addi-
tion to the facial features, the hair structure and background
also indicate that the images are synthesized. This suggests
that while the images appear artificial, they provide useful
insights into the capabilities and limitations of generative
models. In summary, StyleGAN2 proves to be effective for
facial generation; the results obtained from this model are
generally realistic, although, like other models, it occasion-
ally produces errors during generation. These errors can
manifest as unnatural features or distorted elements, under-
scoring the ongoing challenges in achieving flawless realism
in generated images.

In conclusion, this study has demonstrated the efficacy of
generative adversarial networks (GANs) in producing facial
images, with a particular focus on the performance of Style-
GAN?2, BigGAN, and PG-GAN. The evaluation using metrics
such as the Inception Score and the Fréchet Inception Dis-
tance revealed that StyleGAN?2 consistently outperformed the
other models in terms of image quality and realism, albeit
with some occurrence of artifacts. While BigGAN excelled in
generating a diverse array of images, it occasionally produced
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images with noticeable distortions. PG-GAN was notable
for its high-quality image generation, modifying the training
principles of traditional GANSs to achieve better results.

StyleGAN2 consistently ranks highest, making it well-
suited for applications where image fidelity is paramount.
BigGAN’s IS scores underscore its utility in generating a
diverse range of images, albeit with substantial computational
demands. Meanwhile, PG-GAN’s stability and density per-
formance make it a solid choice for generating high-quality
images, particularly when resource efficiency is a priority.

Despite the advancements in facial generation technology
demonstrated by these models, the presence of artifacts and
occasional unrealistic features highlights the challenges that
still lie ahead in the field of synthetic image generation.
Future research should focus on refining these models to min-
imize errors and enhance the realism and utility of generated
images for practical applications in various domains such as
digital media, entertainment, and security.
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