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Abstract 

The work presented in this thesis focuses on the extraction of charges 

photogenerated in organic bulk-heterojunction solar cells. Charge migration 

dynamics were observed experimentally on a vast time range – from sub-ps to 

ms – as well as in a variety of devices in order to form a comprehensive view. 

Role of coherence and delocalization on charge transfer at donor-acceptor 

interface and the initial electron migration was analyzed by measuring the 

electric field drop in the solar cell after the ultrafast photoexcitation. Time-

resolved electric field induced second harmonic generation (TREFISH) method 

was used to obtain sub-ps time resolution. Experimental data was then used as a 

basis for the Stochastic Schrödinger Equation (SSE) simulations, which indicate 

that even a relatively weak coupling between PCBM molecules is sufficient to 

facilitate electron delocalization and efficient charge separation. 

Subsequent electron and hole migration was investigated using TREFISH 

method combined with integrated photocurrent (IPC) measurements on a vast 

pool of devices. Experimental results over different donor-acceptor ratio devices 

in combination with time dependent mobility modelling and Monte-Carlo 

calculations enabled the separation of extraction of electrons and holes. It was 

found that charge extraction strongly depends on the fraction of the 

corresponding material in the blend. Balanced carrier mobility did not ensure the 

most efficient extraction. Rather, fast motion of electrons was found to be 

essential for efficient charge carrier separation helping to avoid geminate 

recombination. Mobility of the photogenerated charges was observed to 

decrease over orders of magnitude in the time span from their generation to 

extraction. This drop in mobility was found to originate from carrier relaxation 

within their respective density of states (DOS). Morphology optimization using 

the solvent additive 1,8-diiodooctane (DIO) was found to double the charge pair 

separation efficiency and the short-circuit current. Carrier extraction at low 

internal electric field was slightly faster from the cells prepared with DIO, which 

can reduce recombination losses and enhance fill factor. 
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1. Introduction 

1.1. Solar power and photovoltaic effect 

The Sun is unarguably the most important power source for life on earth. Energy 

available to us from non-solar sources, namely tidal, geothermal and nuclear 

dwarf in comparison to 162 PW that our planet continuously receives via solar 

radiation.1 Depending on the atmospheric conditions, part of the incident 

sunlight is reflected to space or scattered throughout the atmosphere yet on 

average 86 PW reach the surface. It then should come as no surprise that direct 

solar radiation conversion to electricity is considered as one of the best approach 

to fulfill global electricity needs of several TW. Photovoltaic technology not 

only has the potential to quench our ever-growing thirst for electricity but can 

do so without any moving parts, long-term radiation contamination or 

environmental emissions.2 

The basic process of generating electricity from incident light in a solar cell is 

known as photovoltaic effect. When photons are absorbed by a photovoltaic cell, 

which contains a semiconducting material, the energy from the photon is 

transferred to an electron in an atom of the solar cell. The energized electron is 

then able to escape its bond with the atom and generates an electric current. This 

also leaves behind a hole. The collection of light-generated carriers, however, 

does not by itself give rise to power generation. In order to generate power, a 

Figure 1.1 Formation of a potential barrier in a p-n junction due to equalization of Fermi 

levels. 
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voltage must be generated as well as a current. If n- and p-type semiconductors 

are brought together, a p-n junction with a potential barrier is formed due to the 

thermodynamic principle which requires that the average energy of the carriers 

(the Fermi level) be the same in the two materials (Figure 1.1). Photogenerated 

free electrons then can cross the junction more easily in one direction (from p-

type to n-type) than in the other, giving one side of the junction a negative charge 

and, therefore, a negative voltage with respect to the other side. The same is also 

true for holes. The photovoltaic effect can continue to provide voltage and 

current as long as light continues to fall on the two materials. 

Discovery of the photovoltaic effect in 1839 by E. Becquerel marked the slow 

start of solar cell research. First functioning device was presented only in 1877 

when William Grylls Adams along with his student Richard Day discovered that 

selenium, when exposed to light, produced electricity.3 Although selenium cells 

were far from efficient they demonstrated the proof-of-concept that light could 

be converted into electricity. 

1954 saw a new type of solar cell – silicon. In May of that year Journal of 

Applied Physics issued an article by Daryl Chapin, Calvin Fuller and Gerald 

Pearson from the Bell Labs titled “A New Silicon p-n Junction Photocell for 

Converting Solar Radiation into Electrical Power” where the authors reported 

6% power conversion efficiency.4 The New York Times praised it as a device 

that “may mark the beginning of a new era, leading eventually to the realization 

of one of mankind’s most cherished dreams – the harnessing of the almost 

limitless energy of the sun for the uses of civilization”.5 

1.2. Solar cell types 

Since these first attempts to harness the energy of the sun, the field of 

photovoltaics saw a mass of researchers working on the problem of increasing 

the power conversion efficiency of solar cells. A vast number of researchers not 

only ensured steady increase in device efficiency. Multiple types of solar cells 

emerged as a result of differing approaches. One can crudely divide the resulting 
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technologies into five categories, namely crystalline silicon, GaAs, multi-

junction, thin film and organic. 

Current PV production is dominated by single-junction solar cells based on 

silicon wafers including mono-crystalline (c-Si) and poly-crystalline silicon (pc-

Si). These types of single-junction, silicon-wafer devices are now commonly 

referred to as the first-generation (1G) technology and comprise more than 80% 

of the world PV industry.6 Originally built using single-crystal wafer silicon (c-

Si) and processing technology from the integrated circuit (IC) manufacturing, it 

is clear that 1G silicon PV benefited greatly from its symbiosis with the IC 

industry which provided the materials, processing know-how, and 

manufacturing tools necessary to allow a rapid move to large-scale production. 

In the beginning of the “semiconductor era” (after the discovery of the bipolar 

transistor in 1948), the rapid progress of silicon technology echoed in the 

efficiency of silicon solar cells as well – boosting it up to 15%. In the second 

stage (1970s), 17% efficiency Si solar cells were fabricated due to achievements 

in microelectronics (e.g., photolithography). The most significant results have 

been obtained in the third (1980s) and fourth (2000+) stages when Si cell 

efficiencies close to 25% have been achieved. These efficiencies were due to 

improved contact and surface passivation of the cell along the front and rear 

surfaces as well as an improved understanding of the significant role of light-

trapping in Si devices. Optically, the inverted pyramids on the top surface 

significantly reduce reflection loss while the metal rear contact serves as an 

efficient reflector. Consequently, light is very effectively trapped within the 

cell.7 

According to the Shockley-Queisser (S-Q) detailed-balance model, the limiting 

photovoltaic energy conversion efficiency for a single-junction solar cell is 

33.7%, for an optimum semiconductor band gap of 1.34 eV (although there have 

been proposals on ways to overcome this limit).8,9 Better efficiencies could be 

obtained with more efficient use of the solar spectrum. Combining two or more 

cells of different bandgaps into a multi-junction arrangement enables better 
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utilization of photon energy over wide solar spectrum. In order to achieve 

increase in power, the cells should be current matched and joined in series – 

separated, for example, by a tunnel diode. An obvious way to increase the 

efficiency is to construct cells having ever bigger number of materials with 

different bandgaps. The best multi-junction cells have already reached an 

efficiency of more than 44%;10 however, the technology is very expensive 

therefore today such solar cells are used mainly for space applications. 

In terms of space power applications, the Si cells have too low efficiency and 

are susceptible to radiation damage. In the late 1980s, GaAs cells were used to 

fabricate flat-plate arrays due to high efficiencies and lower radiation-induced 

degradation than Si cells. GaAs single-junction solar cells with efficiencies of 

≈25% were reported as early as 1990.11 Unfortunately, little progress has been 

made since, with current research only being able to nudge it up to 27.6%.12 

Half of the cost of first-generation photovoltaics is the cost of the 200..250 µm 

thick silicon wafer – a cost incurred for largely mechanical reasons since the 

majority of solar absorption occurs in the top few tens of microns and while 24% 

power conversion efficiency is possible to achieve in cells only 1 µm thick.7 The 

obvious next step in the evolution of PV and reduced €/W is to remove the 

unnecessary material from the cost equation by using thin-film devices. Second-

generation (2G) technologies are single-junction devices that aim to use less 

material while maintaining the efficiencies of 1G PV. 2G solar cells use 

amorphous-Si (a-Si), copper indium gallium selenide CIGS, CdTe or 

polycrystalline-Si (pc-Si) deposited on low-cost substrates such as glass or 

plastic via chemical vapor deposition. Research results from leading laboratories 

have provided ample evidence of the potential of thin-film PV with power 

conversion efficiencies reaching 16.2% for CdTe cells13 and surpassing 20% for 

CIGS.14,15 However, PV based on CdTe and CIGS has been slow to scale up. 

This is partly due to the gap between lab efficiencies and the best module 

efficiencies that are considerably lower as a result of unresolved issues relating 

to poor material reproducibility and uniformity over large areas.16 Though 
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perhaps the fundamental issue for both CdTe and CIGS technologies is the 

historical absence of symbiosis with a highly profitable IC industry. 

1.3. Organic solar cells 

As 2G technology progressively reduces the active material cost with thinner 

films, eventually even the low-cost substrate will become the cost limit and 

higher efficiency or even lower material and manufacturing cost will be needed 

to maintain the €/W cost-reduction trend. Enter the current research into third-

generation (3G) devices. The term 3G encompass various emerging PV 

technologies, most of which are organic-based. Dye-sensitized cells (DSC) were 

the first to satisfy 3G criteria. Although, first introduced in 1991 with power 

conversion efficiency >7% DSC did not break efficiency records,17 it was shown 

that low to medium purity materials and low cost manufacturing process can 

produce commercially valid €/W ratio despite lower efficiencies. Exploitation 

of almost limitless variations of organic compounds18 led to an increase of DSC 

efficiencies up to 13%.19 

All-polymer, polymer-fullerene and its derivatives (PCBM) and small molecule 

solar cells are often grouped together due to the similarity of device physics and 

processes taking place following an absorption of a photon. Unlike DSC, 

polymer based PV cells do not require an electrolyte for the charge transfer, thus 

avoiding the common problem of DSC “drying-out” and losing its efficiency 

over time. Such solar cells not only enjoy the vast pool of organic compounds 

for fine-tuning and optimization, but crucially enable all-solution processing 

with no vacuum steps and full roll-to-roll (R2R) processing – drastically driving 

down the price of manufacturing.20 A promise of thin, flexible, lightweight, non-

toxic and cheap photovoltaic technology attracted scores of research to the field 

leading to a steady growth of efficiency. At the moment, all three technologies 

produce solar cells with power conversion efficiencies of >10% 21–26 – a limit 

which is considered the €/W ratio suitable for commercial applications. 
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Leading drivers of increase of the performance of organic photovoltaic devices 

were development of new materials and refining of the production processes. 

Tailoring of the materials of the active layer and its morphology to increase the 

mobility of the charges hasn’t been overlooked as well. However, recent 

breakthrough of perovskite solar cells not only demonstrates that disordered 

architecture is indeed a viable approach when designing organic-based solar 

cells but also reiterates that charge mobility is one of the key factors limiting 

their efficiency.  

THE MAIN GOAL OF THIS THESIS IS THEREFORE TO INVESTIGATE 

CHARGE TRANSFER DYNAMICS IN BULK HETEROJUNCTION 

ORGANIC SOLAR CELLS IN DETAIL. 

NOVELTY AND IMPORTANCE 

The thesis aims to capture the complete image of charge migration and shed light 

on the possible hindrances. Initial charge transfer at the donor-acceptor interface 

was studied using TREFISH experimental technique and analyzed by 

performing Stochastic Schrödinger equation calculations. Results reveal that 

electron delocalization occurs on a femtosecond time scale, during which the 

electron wavefunction spreads in acceptor phase. Coherent propagation also 

shapes the initial electron-hole distance distribution. Subsequent migration was 

then observed using TREFISH and conventional transient photocurrent 

techniques and charge mobility was found to decrease over time. Carrier drift 

and extraction was also found to be strongly dependent on the stoichiometry of 

polymer-PCBM solar cells.  

A more in depth analysis of the reasons behind charge carrier mobility time 

dependence was then performed using kinetic Monte Carlo modelling in 

combination with TREFISH and transient photocurrent measurements. Drop in 

charge mobility was found to originate from carrier relaxation within their 

respective density of states (DOS). Furthermore, a remarkable distribution of the 

photocurrent over energy was found, in which the most relaxed charge carriers 

in fact counteract the net photocurrent. 
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Influence of morphology on charge extraction kinetics was also investigated. It 

was found that short-circuit current of organic solar cells is determined by the 

separation of charge pairs into free carriers, which is strongly influenced by 

blend composition. This separation was found to be efficient in fullerene-rich 

blends where high electron mobility is observed during the first 10 ps after 

excitation. Morphology optimization using the solvent additive 1,8-diiodooctane 

(DIO) was found to double the charge pair separation efficiency and the short-

circuit current. Carrier extraction at low internal electric field was slightly faster 

from the cells prepared with DIO, which can reduce recombination losses and 

enhance a fill factor. 

Charge extraction and mobility dynamics have been experimentally observed 

over extensive time range from hundreds of fs up to several µs in multiple 

different types of organic solar cells. These results in combination with 

analytical and statistical modeling allowed for the separation of electron and hole 

motion in the bulk heterojunction organic solar cells. Such separation uncovers 

true behavior of both types of charge carriers in-situ, overcoming the drawbacks 

of most other methods that either produce averaged electron-hole mobility 

values or rely on idealized single-charge devices. 

THE MAIN STATEMENTS 

1. Balanced carrier extraction does not ensure the best solar energy conversion. 

Rather, fast motion of electrons is essential for efficient charge carrier 

separation preventing geminate recombination. 

2. High non-equilibrium electron mobility determines their extraction rate 

which is orders of magnitude faster than that of holes in typical polymer-

PCBM solar cells. 

3. Increase in PTB7:PC71BM solar cell efficiencies achieved via morphology 

optimization using DIO agent originates from increased free carrier 

generation yield rather than their extraction efficiency.  
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2. Major processes in organic solar cells 

2.1. Light absorption and exciton generation 

Converting light into electrical energy in a photovoltaic cell is a multi-step 

process. There is generally a good understanding and more or less a consensus 

of what the main steps of free charge formation are. Initial step, is the absorption 

of a photon by the active layer of the solar cell. Energy of the incident photon 

must be equal to or greater than the bandgap of the absorbing semiconductor in 

order to promote one of its electrons from the ground state to one of the excited 

states. In a semiconducting material, electron excitation is followed by ultrafast 

electron relaxation to an excited state with lowest energy: lowest unoccupied 

molecular orbital [LUMO] in an organic or bottom of conduction band in 

inorganic semiconductor. Vacancy left by the electron in the ground state 

behaves as a particle with a positive charge and is called “electron hole” or more 

commonly simply – hole. 

Being of opposite charges electron and hole attract each other electrostatically 

via Coulomb interaction with the force (𝐹): 

 
𝐹 =

𝑞2

4𝜋𝜀0𝜀𝑟𝑟2
 (1) 

where 𝑞 is the elementary charge, 𝜀0 is the vacuum dielectric constant, 𝜀𝑟 is the 

relative dielectric constant of the material and 𝑟 is the distance between electron 

and hole. Coulomb potential (𝑉) is given by: 

 
𝑉 =

𝑞2

4𝜋𝜀0𝜀𝑟𝑟
 (2) 

and can be considered as a rough estimate of the binding energy of the two 

charges. Inorganic semiconductors usually have quite high dielectric constant 

which leads to binding energies from several meV to about 100 meV.27 These 

values are comparable to the energy of thermal vibrations of the host material 

and result in a very fast electron-hole pair dissociation into free charge carriers. 
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Organic semiconductors, on the other hand, have significantly lower dielectric 

constants (𝜀𝑟 ≈ 2. .4) and considerably higher electron-hole binding energies as 

a result.28,29 These tightly bound charge pairs usually undergo a series of further 

steps before charges can be separated and extracted from the solar cell and thus 

are considered as quasi-particles – “excitons” or more specifically “Frenkel 

excitons”.30 Weakly bound electron-hole pairs in inorganic semiconductors are 

referred to as “Mott-Wannier excitons”. 

2.2. Exciton migration 

Exciton, as a quasi-particle composed of negatively charged electron and 

positively charged hole, has no net electrical charge and thus can transport 

energy without transporting charge. Although initially exciton can propagate 

through the host material as a coherent excitation, high disorder in organic 

materials limits this type of energy migration to only a few lattice spacings.31 

Any further exciton transport is governed by exciton diffusion dynamics – 

internal field of the solar cell does not interact with a quasiparticle with no charge 

eliminating any migration due to drift.  

Exciton diffusion is most often described as a random-walk or hopping between 

molecules.32–36 Hopping occurs as a Forster resonant energy transfer (FRET) via 

Coulombic dipole-dipole coupling of molecules 37–39 and strongly depends on 

the lowest possible energetic states of the exciton on the molecules in question 

(overlap integral between emission and absorption spectra), as well as the 

molecule separation distances. Highly disordered nature of organic layers leads 

to a broad distribution of exciton energies throughout the layer 40 and can lead 

to a situation where excitonic states of all the surrounding molecules have 

considerably higher energies than the molecule where an exciton is located. 

Exciton in such configuration is referred to as being in a “trap” state. If it cannot 

escape such trap via interactions with thermal vibrations or other excitons a 

trapped exciton will eventually recombine.  
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Excitons might also recombine spontaneously with a lifetime τ on the order of 

several nanoseconds.41–43 Given exciton lifetime and diffusion coefficient 𝐷 

from Einstein relation: 

 
𝐷 =

𝑘𝐵𝑇

𝑞
𝜇 (3) 

where 𝑘𝐵 is Boltzmann constant, 𝑇 is temperature, 𝑞 is elementary charge and 𝜇 

– mobility. The root mean square displacement of a particle from its initial 

position due to the diffusion process is called diffusion length, which is given 

by: 

 

𝐿𝐷 = √
∑ 𝑑𝐿𝑖

2

𝑁
= √2𝑍𝐷𝜏 (4) 

where 𝑑𝐿𝑖  is the displacement of an exciton 𝑖 from its original position, 𝑁 is 

total number of excitons, and 𝑍 is equal to 1, 2 or 3 in case of one-, two- or three-

dimensional diffusion, respectively. However, in the majority of scientific 

publications on exciton diffusion in organic semiconductors, the factor of two is 

omitted in Equation (4):  

 𝐿𝐷 = √𝑍𝐷𝜏 (5) 

In this case the value 𝐿𝐷 is approximately equal to the average displacement of 

a particle from its initial position. Typical exciton diffusion lengths in organic 

materials is on the order of 10 nm.40,43–45 

2.3. Exciton dissociation and bulk heterojunction 

concept 
To achieve substantial energy-conversion efficiencies, photo-generated excitons 

need to be dissociated into free charge carriers with a high yield. Thus exciton 

dissociation needs to be on the order of ps – considerably faster than competing 

radiative and nonradiative recombination times. Excitons can be dissociated at 

interfaces of materials with different electron affinities or by electric field, or the 

dissociation can be trap or impurity assisted.46  
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First organic solar cells consisted of a single layer of active material sandwiched 

between two metal electrodes of different work functions Φ (figure 2.1). As 

built-in electric field is not capable of efficient exciton dissociation, the vast 

majority of free charge carriers is generated at an interface between organic layer 

and one of the electrodes.47–49 Given the typical exciton diffusion length of 

≈10 nm and the thickness of the active layer needed to ensure proper absorption 

of incident light ≈100 nm one can easily spot the main weak point of such device 

architecture – majority of excitons never reach interface and eventually 

recombine. Moreover, metal-induced exciton quenching additionally reduces 

the exciton probability to reach the electrode and dissociate. Power conversion 

efficiencies of single layer organic solar cells are usually on the order of 1% or 

less.48,50 

Next generation of organic PV cells tried to resolve exciton dissociation problem 

by introducing a second material which would have a strong electronegativity – 

so called “acceptor”. In such a bi-layer system (figure 2.2), exciton is produced 

 

Figure 2.1 Schematic diagram of the band structure of single layer solar cell.  
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in a “donor” layer upon absorption of a photon. This exciton consequently can 

diffuse within the donor layer and encounter the interface with the “acceptor”. 

Tailoring the difference in energy levels for the electron in donor and acceptor 

materials to be greater than the exciton binding energy ensures electron transfer 

to the acceptor and thus dissociation of the exciton. Such charge transfer was 

found to occur on picosecond time scale – considerably faster than competing 

radiative and nonradiative recombination processes and resulting in quantum 

efficiency close to unity.48 Although such a planar heterojunction increased 

exciton dissociation efficiency it still suffered from the limitation of exciton 

diffusion length as compared to the thickness of the light absorbing layer.  

A new concept – bulk heterojunction – addressed this issue with remarkable 

results.51 Co-evaporating or spin-coating donor and acceptor materials as a 

mixed blend produces an interconnected network with a spatially distributed 

junction. Bulk heterojunction morphology ensures that any exciton generated in 

the donor phase will encounter donor-acceptor junction within its diffusion 

 

Figure 2.2 Schematic diagram of the band structure of a bi-layer solar cell. 
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length, thus ensuring exciton dissociation throughout the whole thickness of the 

active layer.  

Such an approach, however, by its nature is quite intricate and disarrayed. Higher 

power conversion efficiencies can be achieved not only by tailoring donor and 

acceptor materials,52 but even more so, by controlling the morphology of the 

heterojunction. Some rather simple methods of morphology optimization, such 

as blending ratio, solvent optimization and thermal annealing, have been 

successfully performed in the past.53–57 

2.4. CT states 

Only a part of excitons produce free charge carriers upon dissociation.58,59 In 

majority of the cases it is thought that excitons do indeed transfer an electron to 

the acceptor upon encountering donor-acceptor interface. However, even though 

the electron and the hole now reside on two separate materials, these charges 

still experience strong Coulomb attraction and could still recombine. Such a state 

is called charge-transfer (CT) state or CT exciton.60,61 A last step in order to 

generate free electron and hole which then can migrate towards their respective 

contacts and generate photocurrent is dissociation of the CT state. 

It is believed, that immediately after the transfer charge separation is about 1 nm 

– roughly the distance between the donor and acceptor molecules.62–64 As was 

the case for excitons residing in a single material (chapter 1.3), electron and hole 

of the CT exciton with a separation distance of 1 nm would experience a strong 

Coulomb attraction of 𝐸𝐶𝑇 ≈ 0.4 eV. Assuming that exciton dissociation is 

driven only by the thermal vibrations of the surrounding media (approximately 

25 meV at room temperature), the probability of CT pair dissociation: 

 
𝑃 = exp (−

𝐸𝐶𝑇

𝑘𝑇
) (6) 

is extremely low. Indeed, a separation distance of ≈16 nm would be needed to 

reach the Coulomb radius – polaron pair distance at which binding energy is 

equal to 𝑘𝑇. There are, however, several factors that can influence this process.  
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Excess energy of the charges once the CT pair forms is one of the sources that 

could help in dissociation. CT excitons usually have lower energy when 

compared to the singlet exciton in the donor. Thus, once the electron is 

transferred to the acceptor the excess energy is not wasted, but rather assists 

further charge separation. Some exponential increase in the separation yield vs 

the excess energy has been observed,65 although there are studies questioning 

the role of excess energy66 

Influence of the surrounding media of the CT pair has also been investigated. 

The simple fact that electron (or indeed the hole) is not isolated on a separate 

acceptor (or donor) molecule but rather on the edge of the aggregate of the 

corresponding molecules ensures that entropy favors charge migration away 

from CT generation point. According to some rough estimates by T. M. Clarke 

and J. R. Durrant, the entropy contribution is of similar magnitude to the CT 

binding energy.67 Another driving force originating from the surroundings is the 

relaxation within the energetically disordered sites. Owing to the fact that 

molecules in organic solids have a distribution of energetic states due to 

difference in orientation, conjugation and immediate neighbors, a likely scenario 

is that where energetically favorable molecule is in close proximity to the 

molecule that the charge carrier resides on.68 Such process effectively lowers the 

binding energy of CT pair by roughly the transport energy in a disordered system 

(≈100 meV).69 

Widening the scope even further one should also take into account the effect of 

electric field – both intrinsic and applied. However, the voltage needed to 

effectively dissociate the CT states seems to be considerably higher than that 

under operational conditions of the solar cell.70–72 

2.5. Carrier dynamics and extraction 
Even though CT pair dissociation into free charges might be considered the end 

of excitation phase the process of converting the energy of the photon into 

electricity is not over. A whole new set of problems and challenges ensue as free 

charges need to be extracted efficiently from the cell and is the main subject of 
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this work. A comprehensive analysis of the migration of free charge carriers as 

well as a number of experimental and mathematical methods for such analysis 

are presented in the following chapters, while the current state of the research 

into the field is briefly summarized here. 

At the moment, it is generally agreed that initial charge migration is a coherent 

process whereby charges migrate through delocalized band-like states, much 

like the initial stages of exciton migration. However, the exact details are still 

under debate with no consensus on the mechanism or time and distance extents 

of such charge migration.66,73–75 

Once the coherence is lost, charge carrier localizes on a single molecule and the 

hopping transport takes over.76 Taking an ensemble of charge carriers at the 

beginning of the hopping stage, their energy distribution is most often described 

as Gaussian and somewhat above the thermal equilibrium. Owing to the fact that 

in a disordered system any single site is surrounded by multiple sites with 

varying energy levels there is often a neighboring site with a lower energy for 

the charge to migrate to. Distribution of the energies of available sites (density 

of states - DOS) is usually assumed to have a Gaussian shape as well, although 

exponential tail is often included for the low energy states.68,77–80 Such migration 

is even possible if there is no site in the immediate vicinity of the charge with a 

lower energy due to a mix of thermal activation and tunneling (figure 2.3).68,79 

The hopping rate from an initial state 𝑖 with energy 𝐸𝑖  to a final state 𝑓 with 

energy 𝐸𝑓 is often described using the Miller-Abrahams formulation:  

𝜈𝑖𝑓 = {
𝜈0𝑒𝑥𝑝 (−

𝐸𝑓 − 𝐸𝑖 ± 𝑞𝑟𝑖𝑓 ∙ �⃗� + Δ𝐸𝐶

𝑘𝐵𝑇
) = 𝜈0𝑒𝑥𝑝 (−

Δ𝐸

𝑘𝐵𝑇
)  (Δ𝐸 > 0)

𝜈0 (∆𝐸 ≤ 0)

 (7) 

where 𝐹 is the external electric field, 𝑟𝑖𝑓 – the vector connecting initial and final 

states, 𝜈0 – the attempt frequency and Δ𝐸𝐶 is the change in Coulomb energy. ± 

sign refers to electron (+) or hole (-) hopping. 

Charge carriers that are not extracted fast enough eventually relax to the quasi-

equilibrium transport energy which depends mainly on temperature and disorder 
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of the system. Part of the charges naturally reach some sites with energies so 

deep in the DOS distribution that they effectively become trapped – that is 

thermal activation energy is not sufficient for them to scale (or tunnel through) 

the barrier to the next available site. These charges do not contribute to the 

photocurrent but rather stay immobile and eventually recombine leading to 

decline in device efficiency. 

Such complex charge transport in organic solar cells often lead to erroneous 

mobility evaluations. Probing the local movement on the polymer chain 

(intrachain) or fullerene aggregate provides mobility values that would only 

apply if the device was void of any traps and defects.81,82 Although this value 

can be used as an indicator of the potential to improve the stoichiometry of the 

device it has little relevance to the actual charge transport in functioning devices. 

On the other end of the spectrum are mobility values obtained via near-

equilibrium measurement.83–85 These methods, however, overlook the 

contribution of the hot carriers and thus provide useful information on the 

disorder of the system rather than charge extraction. What is more, mobility 

measurements performed on a single material devices do not take into account 

the increase in spatial disorder once the material is incorporated into a bulk-

heterojunction structure. 

  

 

Figure 2.3 Charge carrier relaxation in organic solar cells. 
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3. Determining major solar cell parameters from 

the I-V curve 

In the most basic approach PV cells are modeled as a current source in parallel 

with an ideal diode (Figure 3.1a). As a junction of two dissimilar semiconductors, 

the PV cell exhibits diode-like behavior under 'dark' conditions (red line in figure 

3.1b). Upon illumination, PV cell starts to generate current and the 𝐼 − 𝑉 curve 

is shifted along the 𝐼 axis (green line in Figure 3.1b).  Measured current in this 

case would be equal to the generated photo-current minus the 'dark' diode current: 

 
𝐼 = 𝐼𝐿 − 𝐼𝐷 = 𝐼𝐿 − 𝐼0 (𝑒

𝑞𝑉
𝑘𝑇 − 1) (8) 

where 𝐼0 is the diode dark saturation current, 𝐼𝐿 is the current generated due to 

illumination of the solar cell, 𝑞 = 1.6×10−19 𝐶 is the elementary charge, 𝑘 =

1.38×10−23 𝐽/𝐾 is the Boltzmann constant, 𝑇 is the cell temperature in Kelvins, 

and 𝑉  is applied voltage (bias). Although obtaining the I-V curve of an 

illuminated PV cell (green line in Figure 3.1b) is a rather simple measurement, 

it allows to determine some key parameters.  

3.1. Short Circuit Current 

The short circuit current 𝐼𝑆𝐶 is the current measured with no applied voltage. As 

the name implies, at this point PV cell is in short-circuit condition – the only 

load on the cell is a low impedance ampermeter. For an ideal cell, this maximum 

current value is the total current produced in the solar cell by photon excitation. 

        

Figure 3.1 Simplified equivalent circuit model of a solar cell (a) and I-V curves (b). 

a) b) 
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𝐼𝑆𝐶 strongly depends on the charge generation rate and diffusion lengths. The 𝐼𝑆𝐶 

might be reduced due to recombination which results in loss of photo-generated 

charge carriers. 

 𝐼 (𝑎𝑡 𝑉 = 0) = 𝐼𝑆𝐶 (9) 

3.2. Open Circuit Voltage 

As with the short circuit current, the open circuit voltage is a self-describing term. 

Open-circuit voltage, 𝑉𝑂𝐶, is voltage on the cell when there is no current passing 

through it. It is the maximum voltage available from a solar cell. Generally, 𝑉𝑂𝐶 

increases logarithmically with intensity, and then saturates when intensity is 

large enough.47 

 𝑉 (𝑎𝑡 𝐼 = 0) = 𝑉𝑂𝐶 (10) 

3.3. Maximum Power Point 

The electric power (𝑃) produced by the cell can be easily calculated from the 

Ohm's law as 𝑃 = 𝐼𝑉 . At the 𝐼𝑆𝐶  and 𝑉𝑂𝐶  the power will be zero and the 

maximum value for power (Maximum Power Point – MPP) will occur between 

 

Figure 3.2 Power obtainable at different points along the I-V curve. 
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the two points along the 𝐼 − 𝑉 curve. The voltage and current at this maximum 

power point are denoted 𝑉𝑀𝑃𝑃 and 𝐼𝑀𝑃𝑃 respectively. 

3.4. Fill Factor 

The Fill Factor (𝐹𝐹) is essentially a measure of the quality of the solar cell. It is 

defined as the ratio of the maximum power from the solar cell to the product of 

𝑉𝑂𝐶 and 𝐼𝑆𝐶 (also known as theoretical power 𝑃𝑇). 𝐹𝐹 can also be interpreted 

graphically as the ratio of the rectangular areas depicted in figure 3.3. PV cells 

with a high fill factor have a low equivalent series resistance and a high 

equivalent shunt resistance, so less of the current produced by the cell is 

dissipated in internal losses. Fill factor most often is represented as a percentage. 

 
𝐹𝐹 =

𝑃𝑀𝐴𝑋

𝑃𝑇

=
𝐼𝑀𝑃𝑃 ∙ 𝑉𝑀𝑃𝑃

𝐼𝑆𝐶 ∙ 𝑉𝑆𝐶

 (11) 

3.5. Efficiency 

Photovoltaic cell efficiency is the most commonly used parameter to compare 

the performance of different cells for it is efficiency that indicates how much 

power solar cell produces. Efficiency of a photovoltaic cell is defined as the ratio 

of the electrical power output 𝑃𝑜𝑢𝑡, compared to the solar power input, 𝑃𝑖𝑛. As 

 

Figure 3.3 Graphical representation of the Fill Factor. 
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the solar cell can be operated at its maximum power point (MPP) 𝑃𝑜𝑢𝑡 can be 

taken to be 𝑃𝑀𝐴𝑋 to get the maximum efficiency: 

 
𝜂 =

𝑃𝑜𝑢𝑡

𝑃𝑖𝑛

⇒ 𝜂𝑀𝐴𝑋 =
𝑃𝑀𝐴𝑋

𝑃𝑖𝑛

 (12) 

Solar power input, 𝑃𝑖𝑛, is taken as the product of the irradiance of the incident 

light [W/m2], with the surface area of the solar cell [m2]. As is the case with all 

𝐼 − 𝑉 parameters, PV cell efficiency can be affected by ambient conditions such 

as spectrum and intensity of the incident light and temperature. Therefore, it is 

recommended to test all PV cells using similar conditions in order to be able to 

compare different cells accurately. Terrestrial solar cells are measured under 

AM1.5 irradiance conditions and at a temperature of 25°C. 

3.6. Series and Shunt Resistance 

Efficiency of an operating solar cell might be reduced due to parasitic resistances, 

of which series resistance (𝑅𝑆) and shunt resistance (𝑅𝑆𝐻) are the most common. 

Thus, for a non-ideal solar cell equation (8) and the corresponding circuit 

diagram (figure 3.1) should be modified to include 𝑅𝑆 and 𝑅𝑆𝐻 (figure 3.4) as 

well as a diode ideality factor 𝑛: 

 
𝐼 = 𝐼𝐿 − 𝐼0 (𝑒

𝑞(𝑈+𝐼𝑅𝑠)
𝑛𝑘𝑇 − 1) −

𝑈 + 𝐼𝑅𝑠

𝑅𝑆𝐻

 (13) 

Series resistance originate mainly from the resistance of the electrodes and 

contact resistance between the different layers of the cell. The main impact of 

 

Figure 3.4 Equivalent circuit model of a solar cells including series and shunt resistances. 
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series resistance is to reduce the fill factor, although excessively high values may 

also reduce the short-circuit current. 𝑉𝑂𝐶 on the other hand, is not affected by the 

series resistance since at open circuit there is no current flow through the cell 

and 𝑅𝑆. 

Low shunt resistance is typically caused by manufacturing defects. Shunt 

resistance provide photo-generated current an alternative path thus reducing 

current extracted from the solar cell. If 𝑅𝑆𝐻 is very low, 𝑉𝑂𝐶 will also be affected. 

In an ideal cell, 𝑅𝑆𝐻 should be infinite. 

An estimate for the value of the shunt and series resistances of a PV cell can be 

determined from the slopes of the 𝐼 − 𝑉  curve at 𝑉𝑂𝐶  and 𝐼𝑆𝐶 , respectively 

(figure 3.5). 

  

 

Figure 3.5 Effect of series and shunt resistances on a performance of a solar cell. 
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4. Experimental and mathematical methods 

4.1. Pump-Probe 

Pump-Probe (figure 4.1) is a well-established method to measure transient 

absorption. The sample under investigation is excited by the “pump” pulse at 

time 𝑡 = 0. Changes in the absorption spectra of the sample are then detected 

using a broad spectrum (usually white light supercontinuum) “probe” pulse after 

some delay ∆𝑡. Optical delay line is used to change delay between pump and 

probe pulses (∆𝑡) in order to map the evolution of absorption spectra over time. 

By blocking every second pump pulse one can determine the excitation induced 

change in sample absorbance (∆𝐴) at a given delay time ∆𝑡 using Beer-Lambert 

law: 

 
𝐴𝑛𝑝(∆𝑡) = −log (

𝐼𝑛𝑝

𝐼0

) (14) 

 
𝐴𝑝(∆𝑡) = −𝑙𝑜𝑔 (

𝐼𝑝

𝐼0

) (15) 

 
∆𝐴(∆𝑡) = 𝐴𝑝(∆𝑡) − 𝐴𝑛𝑝(∆𝑡) = 𝑙𝑜𝑔 (

𝐼𝑛𝑝

𝐼𝑝

) (16) 

where 𝐴𝑛𝑝  and 𝐼𝑛𝑝  are sample absorbance and probe pulse intensity with no 

pump pulse present, 𝐴𝑝 and 𝐼𝑝 are sample absorbance and probe pulse intensity 

with pump pulse and 𝐼0 is probe pulse intensity before entering the sample. 

Transient absorption measurements can also be performed in a reflection mode. 

In such case pump and probe beams enter the sample from the transparent side, 

pass through the entire sample and are reflected by the back reflective side. 

Reflected beams then pass the sample a second time and are registered by the 

detector. The same approach can be used to calculate differential absorption with 

only a minor difference of a longer optical path. 

Pump-probe measurement presented here were performed in reflection mode in 

two different time windows, 100 fs – 10 ns and 10 ns – 10 μs. For the shorter 

time frame, pump pulses with 30 fs duration were produced by a 1 kHz non-
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collinear parametric amplifier at 550 nm (TOPAS-White, Light Conversion Ltd). 

The long time frame measurements used 1-ns Nd-YAG laser (ACE) pump pulses 

at 532 nm. The probe pulses at 900 nm were generated by a non-collinear 

parametric amplifier (NOPA, Clark MXR, Inc) for all measurements. The probe 

pulses were optically and electronically delayed for the shorter and longer time 

frames, respectively. 

4.2. Streak camera 
The streak camera is an ultra-fast detector used to capture fluorescence of the 

sample. A typical experimental streak camera setup is shown in figure 4.2. The 

sample under investigation is excited by an ultrafast laser system producing light 

pulses of duration less than 100 fs. The fluorescence of the sample is collected 

by parabolic mirrors and focused to the slit of the spectrograph. Fluorescence 

spectrum is then projected as a line on the photocathode inside the streak camera 

and converted into photoelectrons. The resulting electron flux is then collimated 

and accelerated while simultaneously being deflected by an electric field which 

is varied with an ultrahigh speed by the sweep unit. This results in the 

transformation of the photon arrival time into the spatial coordinate along the 

 

Figure 4.1 Schematic representation of a Pump-Probe experiment. 
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deflecting field and perpendicular to the spectral coordinate. After amplification 

in micro-channel plate, electrons are projected onto phosphor screen and a CCD 

camera then records resulting image. The light intensity detected by the CCD 

camera reflects the electron density generated by the initial fluorescence while 

two spatial axes are used to obtain spectral and temporal resolutions. 

For any measurements presented below, samples were excited with a second 

harmonic (515 nm) of a femtosecond (pulse duration 70 fs) Yb:KGW oscillator 

(Pharos, Light Conversion Ltd.) working at 76 MHz repetition rate. Hamamatsu 

C5680 streak camera was used to detect and register fluorescence dynamics. The 

maximum time resolution of the system was about 3 ps. 

4.3. Charge extraction by linearly increasing voltage 

Charge extraction by linearly increasing voltage (CELIV) and photo-induced 

CELIV (photo-CELIV) are simple yet powerful methods used to measure charge 

carrier mobility and recombination in organic solar cell.86,87 Illustrative traces of 

voltage applied during a typical photo-CELIV experiment and the sample 

response curves are shown in figure 4.3. 

Linearly increasing reverse biased voltage with the rise speed 𝐴′ = 𝑑𝑉/𝑑𝑡 =

𝑉𝑝𝑢𝑙𝑠𝑒/𝑡𝑝𝑢𝑙𝑠𝑒  is applied to the device under test and the current is recorded by 

an oscilloscope. Typical electrical response is a rectangular-shaped current 

transient with a plateau value corresponding to the capacitive displacement 

current: 

 

Figure 4.2 Schematic representation of fluorescence measurement using streak camera. 
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𝑗(0) =

𝐴′𝜀0𝜀𝑟

𝑑
 (17) 

where 𝜀𝑟  and 𝜀0  are the dielectric constants of the material and vacuum, 

respectively, and 𝑑  is the thickness of the active layer. A short laser pulse 

(results presented in this work were obtained using nanosecond laser pulses at a 

wavelength of 500 nm) creates a number of charge carriers in the device at a 

time delay 𝑡𝑑𝑒𝑙𝑎𝑦 before extraction. A forward bias voltage 𝑈𝑜𝑓𝑓𝑠𝑒𝑡 is applied to 

compensate for the built-in potential of the device and force the photogenerated 

charge to remain in the device and recombine. After 𝑡𝑑𝑒𝑙𝑎𝑦, non-recombined 

charge is extracted with linearly increasing voltage. Integrating the area under 

the CELIV traces provides the photo-generated carrier density (from trace 

captured with light pulse) and equilibrium carrier density (from trace captured 

with no light pulse). Non-recombined charge then can be calculated as: 

 

Figure 4.3 Applied voltage kinetic (bottom) during CELIV experiment and corresponding 

current (top) after photoexcitation (blue) and when no light is present (green). 
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𝑄𝑒 = 𝐴 ∫ Δ𝑗 𝑑𝑡

𝑡𝑝𝑢𝑙𝑠𝑒

0

 (18) 

where 𝐴 is the area of the electrode and Δ𝑗 is the current density obtained as the 

difference between the current measured after the photoexcitation 𝑗  and the 

capacitive current measured with no illumination 𝑗(0), which is assumed to be 

constant over the whole pulse duration. The carrier mobility can be estimated 

from the time 𝑡𝑚𝑎𝑥 at which current reaches a peak value 87 : 

 
𝜇 =

2𝑑2

3𝐴′𝑡𝑚𝑎𝑥
2 (1 + 0.36

Δ𝑗
𝑗(0)

)
𝑖𝑓 Δ𝑗 ≤ 𝑗(0) (19) 

4.4. Time delayed collection field 

A somewhat similar method employed recently to investigate the role of the 

electric field is the Time-Delayed-Collection-Field (TDCF) technique.88,89 In 

TDCF, charges are generated by a laser pulse and extracted by a rectangular 

voltage pulse with height 𝑉𝑐𝑜𝑙𝑙 . This pulse is delayed with respect to the 

excitation pulse by the delay time 𝑡 = 𝑡𝑑𝑒𝑙 , which can be varied. Produced 

current is then measured with an oscilloscope. As was the case in the photo-

CELIV measurements, forward bias voltage 𝑉𝑝𝑟𝑒 is applied before the collection 

pulse in order to compensate the built-in potential of the solar cell. Schematic 

representations of the traces are shown in figure 4.4. Current measured with the 

laser pulse blocked consists of two pulses of opposite direction on the onset and 

end of  𝑉𝑐𝑜𝑙𝑙. This response is capacitive in origin and enables one to estimate 

the RC constant of the device. Once the excitation pulse is unblocked and 

allowed to reach the device measured current is augmented with a third small 

pulse at the time of excitation 𝑡 = 0 and an increase in the signal at the time 𝑡 =

𝑡𝑑𝑒𝑙  (light blue shaded area in figure 4.4). Photocurrent measured at 𝑡 = 0 is 

caused by the carriers which are driven out of the active layer by the internal 

electric field of the device and should be minimized by adjusting 𝑉𝑝𝑟𝑒. Increase 

in the signal at 𝑡 = 𝑡𝑑𝑒𝑙  is caused by the photo-carriers that survived for the 
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duration of the delay of the collection pulse. Total photogenerated charged that 

was extracted can be calculated using the same method as is used in the photo-

CELIV measurements (equation 18). Thereby, by varying the delay between 

photoexcitation and collection field allows one to probe the temporal evolution 

of the photogenerated charges and quantify recombination losses. What is more, 

varying the strength of pre-bias voltage allows to study field dependence of 

charge generation while varying the collection field intensity reveals its 

influence on charge extraction and recombination. 

4.5. Time-Resolved Mobility Measurements 

Most of the classical models used to describe organic solar cells are based on an 

extreme assumption that mobility is constant and equal to that measured in 

steady (or quasi-steady) state conditions,90–93 e.g. mobility values obtained by 

using the photo-CELIV method described above. A unique Time-Resolved 

 

Figure 4.4 Applied voltage kinetic during TDCF experiment (bottom) and corresponding 

current (top) after photoexcitation (blue) and when no light is present (green). 
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Electric Field Induced Second Harmonic generation (TREFISH) method 94 in 

combination with integrated photocurrent measurements allows for the probing 

of mobility in the time range from sub-picosecond to tens of micro-seconds. 

Insight into mobility dynamics over such a vast temporal range enables one to 

defeat the shortcomings of classical device models that use steady-state mobility 

values and gain insight into charge transport on molecular and ultrafast scales.  

4.5.1. Integrated Photocurrent 

Integrated Photocurrent (IPC) was measured simultaneously with any TREFISH 

measurement by connecting high impedance oscilloscope input across the load 

resistor (figure 4.5). This allowed to extend the time range of measured voltage 

drop due to extraction of charges after photoexcitation to over 10 microseconds. 

Sample with a typical capacitance of about 1 nF and the 10 kΩ load resistor RL 

constitute RC differentiator (figure 4.6) with time constant of approximately 10 

microseconds. It is therefore important to take this into account when analyzing 

data. Voltage measured on the output of RC differentiator is given by: 

 
𝑈𝑜𝑢𝑡 = 𝑅𝐶

𝑑𝑈𝑖𝑛

𝑑𝑡
 (20) 

True voltage on the sample can then be calculated by adding the ‘correction’ 

term to the original signal which accounts for RC differentiator: 

 

𝑈𝑠𝑎𝑚𝑝𝑙𝑒(𝑡) = 𝑈𝑜𝑠𝑐(𝑡) + ∫
𝑈𝑜𝑠𝑐(𝑡)

𝑅𝐶
𝑑𝑡

𝑡

0

 (21) 

 

Figure 4.5 Circuit diagram of integrated photocurrent measurement. 
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4.5.2. TREFISH 

Electric Field Induced Second Harmonic (EFISH) generation is commonly used 

in various fields of research for the determination of molecular 

hyperpolarizability.95–98 This technique is based on a nonlinear light interaction 

with a given material. Nonlinear material properties are described by expanding 

the polarization in a power series: 

 �⃗⃗� = �⃗⃗�(1) + �⃗⃗�(2) + �⃗⃗�(3) + ⋯ + �⃗⃗�(𝑛) + ⋯ (22) 

where �⃗⃗�(1) is linear in the electric field, �⃗⃗�(2) is quadratic in the electric field, 

�⃗⃗�(3)  is cubic in the electric field and so on. One can then define nth-order 

nonlinear susceptibility, χ(n) in terms of the nth-order polarization and the electric 

fields as: 

 𝑃𝑖
𝜔𝑛+1 = ∑ 𝜒𝑖𝑗𝑘…𝑚

(𝑛) (−𝜔𝑛+1; 𝜔1, … , 𝜔𝑛)𝐸𝑗
𝜔1 𝐸𝑘

𝜔2 … 𝐸𝑚
𝜔𝑛

𝑗𝑘…𝑚

 (23) 

where 𝑃𝑖
𝜔𝑛+1 is the i-component of the nth-order polarization field at frequency 

𝜔𝑛+1, 𝐸𝑗
𝜔1 is j-component of the electric field amplitude at frequency 𝜔1, and 

the 𝜒𝑖𝑗𝑘…𝑚
(𝑛)

 terms are components of the nth-order electric susceptibility of the 

medium. Second harmonic generation in a material is governed by 2nd-order 

susceptibility, which is equal to zero in any centrosymmetrical medium 99 : 

 
𝑃𝑖(2𝜔) =

1

2
𝜒𝑖𝑗𝑘

(2)(−2𝜔; 𝜔, 𝜔)𝐸𝑗(𝜔)𝐸𝑘(𝜔) (24) 

 

Figure 4.6 Effect of RC differentiator on an electrical signal. 
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The Electric-Field-Induced Second-Harmonic Generation (EFISHG) technique 

makes it possible to generate second harmonic signal in unordered, 

centrosymmetrical materials. The centrosymmetry of the medium is broken by 

applying a DC electric field due to interactions of the permanent dipoles of the 

molecules and the electric field. By the interaction of the two optical fields, 

coming from a laser beam, and the static electric field we actually measure a 

third-order effect, related to 𝜒(3) through: 

 
𝑃𝑖(2𝜔) =

3

2
𝜒𝑖𝑗𝑘𝑙

(3) (−2𝜔; 𝜔, 𝜔, 0)𝐸𝑗(𝜔)𝐸𝑘(𝜔)𝐸𝑙(0) (25) 

where 𝜒𝑖𝑗𝑘𝑙
(3)

 is the macroscopic 3rd-order susceptibility. 𝐸𝑗(𝜔) and 𝐸𝑘(𝜔) are the 

optical electric field components at frequency ω, while 𝐸𝑗(0) is the applied static 

electric field. 

There is no need to go into detail in elucidating the combinations of the 𝜒(3) 

tensor components that contribute to the second harmonic signal in EFISH 

experimental geometry. It is sufficient for measuring dynamics to know that 

intensity of the second harmonic signal is proportional to the square of applied 

electric field 99 : 

 𝐼(2𝜔) ~ 𝐸𝑗(0)2 (26) 

In the context of organic solar cells, EFISH is implemented as follows. There is 

no current passing through a solar cell when it is negatively biased and not 

illuminated (figure 3.1b). One then can consider active layer of a solar cell to be 

an insulator sandwiched between two electrodes, forming a parallel plate 

capacitor with capacitance: 

 
𝐶 =

𝜀0𝜀𝑟𝐴

𝑑
 (27) 

where 𝜀0 is the vacuum dielectric constant, 𝜀𝑟 is the relative dielectric constant 

of the active layer, A is the area of the electrodes and d is thickness of the active 

layer. Electric field between two contacts is then given by: 
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𝐸𝑗(0) = 𝐸 =

𝑈0

𝑑
+ 𝐸𝑏𝑢𝑖𝑙𝑡−𝑖𝑛 (28) 

Or 

 
𝐸 =

𝑄

𝜀0𝜀𝑟𝐴
+ 𝐸0 (29) 

where 𝑈0 is the applied (reverse bias) voltage, Q is charge on the contacts and 

𝐸𝑏𝑢𝑖𝑙𝑡−𝑖𝑛  is the built-in electric field due to different work functions of the 

electrodes. Upon optical excitation of the solar cell photo-generated charges drift 

in the applied electric field and discharge the cell-capacitor. It is important to 

note at this point that photo-generated charges should only reduce the electric 

field by a small amount (preferably less than 10%) in order to avoid any space-

charge and bimolecular recombination effects.100–103 Electric field variations in 

the device then can be estimated by measuring the intensity of the generated 

second harmonic (equation 26). Extracted charge can then be calculated using 

simple capacitor relation: 

 ∆𝑄 = 𝐶∆𝑈 (30) 

 

Figure 4.7 Schematic representation of TREFISH experiment. 
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Sub-picosecond time resolution can be added to EFISH measurements by 

implementing a setup similar to that of conventional pump-probe (figure 4.7). 

TREFISH measurements presented here were based on a Ti-Sapphire laser 

system (Integra-C, Quantronix) generating 130 fs long pulses at a frequency of 

1 kHz. After passing a beam-splitter, part of the fundamental laser radiation of 

810 nm was directed to an optical delay line and used as the probe to generate 

the second harmonic signal of 405 nm which them was detected by a photo 

multiplier tube (PMT). Depending on the experimental conditions, remainder of 

the fundamental radiation was either used to excite the sample directly or 

pumped collinear optical parametric amplifier of white-light continuum 

(TOPAS C, Light Conversion Ltd.) which then produced light pulses of desired 

wavelength. Every other excitation pulse was blocked by a chopper in order to 

measure the ratio of second harmonic generated with and without excitation of 

the sample at the particular delay. Reverse bias was applied through a load 

resistor of 10 kΩ. In order to extend lifetime of the samples the external voltage 

was applied to the sample in a pulsed mode by the square pulse generator 

synchronized with the laser. Duration of the voltage pulses was set to tens of 

microseconds.  

It should be pointed out that TREFISH measurements require [in most cases] an 

applied voltage corresponding to an external electric field several times higher 

than that in an operating solar cell. The stronger field leads to faster charge 

separation, drift and extraction, implying that absolute durations of these events 

should not be taken as characterizing processes in operating solar cells. 

Nevertheless, the observed trends and material dependencies contain relevant 

information about the functioning of the solar cells. 

4.5.3. TREFISH and IPC analysis 

As was shown for previously 94,104 two components are responsible for the 

change of the electric field upon optical excitation: excitons ∆𝐸𝑒𝑥𝑐(𝑡)  and, 

charge carriers ∆𝐸𝑐𝑐(𝑡). Exciton contribution results in ultrafast drop in electric 

field during the excitation pulse and a slower recovery when excitons decay.94 
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No ultrafast exciton-related field response was observed in most of the following 

TREFISH measurements, which confirms ultrafast and very efficient exciton 

dissociation.94 Therefore, any change measured in electric field in the solar cells 

will be interpreted as a result of charge carrier migration. ∆𝐸𝑐𝑐(𝑡)  can be 

expressed by the average drift distance 〈𝑙(𝑡)〉 and the density of photogenerated 

charges 𝑛𝑐𝑐(𝑡) (equation 29): 

 
∆𝐸𝑐𝑐(𝑡) =

𝑄𝑐𝑐

𝜀0𝜀𝑟𝐴
=

𝑛𝑐𝑐(𝑡)𝑞〈𝑙(𝑡)〉

𝜀𝑟𝜀0

 (31) 

Equation (30) then can be rewritten as: 

 
∆𝑄(𝑡) = 𝐶∆𝑈(𝑡) = 𝐶𝑑∆𝐸𝑐𝑐(𝑡) =

𝑛𝑐𝑐(𝑡)𝑞〈𝑙(𝑡)〉

𝜀𝑟𝜀0

𝐶𝑑 (32) 

In case of thin film with low optical density and bulk heterojunction morphology, 

charge carriers are generated homogeneously over the film thickness. Moreover, 

photogeneration of charges is much faster than their migration and extraction at 

the electrodes. Thus, the concentration of photogenerated charge carriers in the 

volume of the solar cell can be approximately written as: 

 
𝑛𝑐𝑐(𝑡) = 𝑛𝑐𝑐

0 (1 −
〈𝑙(𝑡)〉

𝑑
) (33) 

where 𝑛𝑐𝑐
0  is the initial photogenerated carrier concentration. Substituting 𝑛𝑐𝑐(𝑡) 

in the equation (32) with the above expression and sample capacitance with 

expression in equation (27) gives: 

 
∆𝑄(𝑡) = 𝑛𝑐𝑐

0 𝑞𝐴 (〈𝑙(𝑡)〉 −
〈𝑙(𝑡)〉2

𝑑
) (34) 

Solving quadratic equation for 〈𝑙(𝑡)〉 then produces: 

 

〈𝑙(𝑡)〉 = 𝑑 (1 ∓ √1 −
4

2𝑑𝑞𝐴𝑛𝑐𝑐
0

∆𝑄(𝑡)) (35) 

Now, ∆𝑄 = 𝑛𝑐𝑐𝑞𝐴〈𝑙(𝑡)〉 from above, can be rewritten as: 
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𝐴𝑞𝑛𝑐𝑐 =

∆𝑄

〈𝑙(𝑡)〉
=

𝐶∆𝑈

〈𝑙(𝑡)〉
 (36) 

At long time scales, when all the charge has been extracted 𝑛𝑐𝑐(𝑡) = 𝑛𝑐𝑐
0  the 

mean drift distance must be equal to the thickness of the device 〈𝑙(𝑡)〉 = 𝑑. This 

gives: 

 
𝐴𝑛𝑐𝑐

0 𝑒 =
∆𝑄0

𝑑
 (37) 

or  

 ∆𝑄0 =  𝐴𝑑𝑛𝑐𝑐
0 𝑞 (38) 

which passes a quick sanity check (𝐴𝑑 is the volume of the cell, 𝑛𝑐𝑐
0 𝑞 is the 

charge density, thus multiplying those terms should produce total charge in the 

cell ∆𝑞0). At this point it is important to note one subtle yet very important quirk. 

Although solar cell generates charge ∆𝑄0 (corresponding to 𝑛𝑐𝑐
0 ), this charge 

comes from both, electrons and holes. That means that the charge on each of the 

plates of capacitor decreases only by: 

 
∆𝑄𝑚𝑎𝑥 =

 𝐴𝑑𝑛𝑐𝑐
0 𝑞

2
 (39) 

And that is what is measured and what should be used when analyzing TREFISH 

and IPC data: 

 

〈𝑙(𝑡)〉 = 𝑑 (1 − √1 −
4

2𝑑

𝑑

2∆𝑄𝑚𝑎𝑥

∆𝑄(𝑡)) (40) 

Finally, substituting ∆𝑄 for ∆𝑈: 

 

〈𝑙(𝑡)〉 = 𝑑 (1 − √1 −
∆𝑈(𝑡)

𝑈𝑚𝑎𝑥

) (41) 

where 𝑈𝑚𝑎𝑥 is the maximum measured voltage (at the microsecond time scale). 

Average mobility is then easily obtained by calculating temporal derivative of 

〈𝑙(𝑡)〉: 
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𝜇 =

1

𝐸0

𝑑〈𝑙(𝑡)〉

𝑑𝑡
 (42) 

4.6. Modeling of charge transfer dynamics 

While presented experimental techniques alone are able to reveal swaths of 

insight into charge generation and migration in organic solar cells, computer 

modeling is invaluable on its own right. Various models not only allow to better 

explain most of the features observed in experiments but reveal the underlying 

reasons as well. 

4.6.1. Mobility model μ(𝑡) = 𝜇0𝑡−𝛼 

TREFISH and IPC data enables one to determine mobilities of several distinct 

charge species, i.e. to separate electron and hole mobilities. One of the easiest 

way is by using power-law mobility model. At the heart of this model lies the 

assumption that electron and hole mobilities decay over time as a function: 

 𝜇𝑒,ℎ(𝑡) = 𝜇𝑒,ℎ
0 𝑡−𝛼 (43) 

where 𝜇𝑒,ℎ
0  is initial electron or hole mobility and 𝛼 is the power law constant. 

Considering charge contribution to the voltage drop measured by TREFISH and 

IPC as the integral of photocurrent 𝑗(𝑡) gives: 

 
∆𝑈𝑒,ℎ(𝑡) =

∆𝑄𝑒,ℎ(𝑡)

𝐶
=

1

𝐶
∫ 𝑗𝑒,ℎ(𝑡′)𝑑𝑡′

𝑡

0

 (44) 

The photocurrent itself is proportional to the carrier concentration and their 

average drift speed: 

 
                  𝑗𝑒,ℎ(𝑡) = 𝐴𝑞𝑛𝑒,ℎ(𝑡)

𝑑〈𝑙(𝑡)〉𝑒,ℎ

𝑑𝑡
=

= 𝐴𝑞𝑛𝑒,ℎ
0 [1 −

< 𝑙(𝑡) >𝑒,ℎ

𝑑
]

𝑑 < 𝑙(𝑡) >𝑒,ℎ

𝑑𝑡
 

(45) 

Substituting photocurrent in equation (44) with the expression above: 

 

∆𝑈𝑒,ℎ(𝑡) =
𝐴𝑒𝑛𝑒,ℎ

0

𝐶
∫ [1 −

< 𝑙(𝑡′) >𝑒,ℎ

𝑑
]

𝑑 < 𝑙(𝑡′) >𝑒,ℎ

𝑑𝑡′
𝑑𝑡′

𝑡

0

 (46) 

Using the expression (42) for average drift distance: 
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∆𝑈𝑒,ℎ(𝑡) =
𝐴𝑒𝑛𝑒,ℎ

0

𝐶
∫ [1 −

𝑈0 ∫ 𝜇𝑒,ℎ(𝑡′′)𝑑𝑡′′𝑡′

0

𝑑2
] 𝜇𝑒,ℎ(𝑡′)

𝑈0

𝑑
𝑑𝑡′

𝑡

0

 (47) 

First term of the above expression can be tied to the measurements via equations 

(30) and (39) with regard to the measured voltage drop at long time scales: 

 
∆𝑈𝑚𝑎𝑥 =

𝐴𝑞𝑛𝑒,ℎ
0 𝑑

𝐶
 (48) 

One now has a set of equations that describe the full dynamics of electric field 

(or voltage) variations after the photoexcitation in terms of two charge species 

with only four variables - 𝜇𝑒
0, 𝜇ℎ

0, 𝛼𝑒 and 𝛼ℎ: 

 ∆𝑈(𝑡) = ∆𝑈𝑒(𝑡) + ∆𝑈ℎ(𝑡) (49) 

 

 ∆𝑈𝑒(𝑡) =
∆𝑈𝑚𝑎𝑥𝑈0

𝑑2
∫ [1 −

𝑈0

𝑑2
∫ 𝜇𝑒(𝑡′′)𝑑𝑡′′

𝑡′

0

] 𝜇𝑒(𝑡′)𝑑𝑡′

𝑡

0

 (49.1) 

 

∆𝑈ℎ(𝑡) =
∆𝑈𝑚𝑎𝑥𝑈0

𝑑2
∫ [1 −

𝑈0

𝑑2
∫ 𝜇ℎ(𝑡′′)𝑑𝑡′′

𝑡′

0

] 𝜇ℎ(𝑡′)𝑑𝑡′

𝑡

0

 (49.2) 

4.6.2. Kinetic Monte-Carlo Model 

Although most of the cases presented in this work are described well with the 

power-law mobility model explained above it falls short when the concentration 

of one of the materials is very low. It should not be very surprising, having in 

mind that at such concentrations one of the blended materials does not reach 

percolation limit. Moreover, as a top-down approach, power-law mobility model 

only uncovers time dependence of charge carrier mobilities, not the underlying 

reasons. Kinetic Monte-Carlo modeling, on the other hand, is a bottom-up 

approach to the same problem. 

This model is implemented on a simple cubic grid, i.e. each site is six-fold 

coordinated. Nearest neighbor hopping distance 𝑎𝑁𝑁  then equals the lattice 

constant. In order to simulate transient response to a short light pulse, each 

simulation is started by creating an initial concentration 𝑐0 of excitons on an 

otherwise empty calculation grid. Given the high photon energy employed in the 
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experiments an equal excitation probability is assumed for all sites, in other 

words excitons are generated at fully random positions. Both in pulsed and 

steady-state simulations all charges are tracked in time, energy and position from 

the moment of generation till extraction or recombination. 

Model used Miller-Abrahams expression to quantify the nearest-neighbor 

hopping rate of a charge carrier from an initial state 𝑖 with energy 𝐸𝑖 to a final 

state 𝑓 with energy 𝐸𝑓: 

𝜈𝑖𝑓 = {
𝜈0𝑒𝑥𝑝 (−

𝐸𝑓 − 𝐸𝑖 ± 𝑞𝑟𝑖𝑓 ∙ �⃗� + Δ𝐸𝐶

𝑘𝐵𝑇
) = 𝜈0𝑒𝑥𝑝 (−

Δ𝐸

𝑘𝐵𝑇
)  (Δ𝐸 > 0)

𝜈0 (∆𝐸 ≤ 0)

 (50) 

where 𝐹 is the external electric field, 𝑟𝑖𝑓 – the vector connecting initial and final 

states, 𝜈0 – the attempt frequency and Δ𝐸𝐶 is the change in Coulomb energy. ± 

sign refers to electron (+) or hole (-) hopping. Site energies 𝐸𝑖 as well as HOMO 

and LUMO energies are drawn from a Gaussian distribution and are assumed to 

be uncorrelated. The driving force for charge transfer is implemented via an on-

site electron-hole repulsion with a magnitude that equals the LUMO level offset 

Δ𝐸𝐿𝑈𝑀𝑂 = 𝐸𝑑𝑜𝑛𝑜𝑟
𝐿𝑈𝑀𝑂 − 𝐸𝑎𝑐𝑐𝑒𝑝𝑡𝑜𝑟

𝐿𝑈𝑀𝑂  between donor and acceptor. 

Exciton diffusion by the Förster resonant energy transfer (FRET) mechanism is 

accounted for by the transition rate: 

 

 
𝜈𝑖𝑓

𝐹 = 𝜈𝑒𝑥 (
𝑅0

𝑟𝑖𝑓

)

6

Θ(𝐸𝑖
𝑒𝑥 − 𝐸𝑓

𝑒𝑥) (51) 

where 𝑅0 is the Förster radius, 𝜈𝑒𝑥 – the radiative exciton decay rate, Θ – the 

Heaviside step function and 𝐸𝑖
𝑒𝑥, 𝐸𝑓

𝑒𝑥 the exciton energies at the initial and final 

sites. Dexter-type diffusion is implicitly accounted for as a double charge 

hopping process.  

The waiting time before an event (hop or recombination) occurs is calculated as: 

 

 
𝜏 = −

ln (𝑟)

Σ𝜈

 (52) 
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where 𝑟 is a random number drawn from a homogeneous distribution between 0 

and 1 and Σ𝜈 is the sum of the rates of all possible events. The event that occurs 

after 𝜏 is selected randomly, using the rates of all possible events as weight 

factors. Energies, rates, and waiting time are recalculated after each event. 

Periodic boundary conditions in the x,y-directions were applied for both charge 

motion and Coulomb interactions; contact laying in the z-plane were 

implemented as perfect sinks. Independence of the results on the box size used 

in the calculations was assured. 

Presented Kinetic Monte-Carlo model was developed in the research group led 

by Olle Inganäs in Linkoping University. All of the simulations presented here 

were carried out by Armantas Melianas.  

4.6.3. Stochastic Schrödinger equation 

Employing stochastic Schrödinger equation enables one to cover the void left by 

Kinetic Monte-Carlo model – ultrafast charge separation at the donor-acceptor 

interface. As is the case with exciton migration (described in chapter 2.2), 

initially transferred charge propagates coherently only to transition into 

incoherent hopping via interactions with the surrounding medium. Although 

Kinetic Monte-Carlo model describes charge transport via hopping quite well, it 

falls short when confronted with the coherent electron migration. To elucidate 

the role of electron delocalization and coherence in charge separation a full 

quantum mechanical description is necessary. The use of stochastic Schrödinger 

equation (SSE) allows one to evaluate the interplay between coherent dynamics 

and bath induced dephasing 105 and predict the importance of delocalization in 

systems with a wide range of intermolecular couplings – leading to different 

charge separation scenarios. 

The model based on SSE and all of the calculations presented here were 

developed by V. Abramavicius and D. Abramavicius. The calculations were 

performed as follows. The acceptor medium with the donor site is described as 

a quantum system characterized by the lattice Hamiltonian: 
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�̂�𝑆 = ∑ 𝜀𝑛|𝑛⟩⟨𝑛|

𝑁

𝑛=1

+ ∑ 𝐽𝑛𝑚|𝑛⟩⟨𝑚|

𝑁

𝑛≠𝑚

 (53) 

where 𝜀𝑛 is the electron energy on the 𝑛𝑡ℎ site and 𝐽𝑛𝑚 is the electron hopping 

energy between sites 𝑛 and 𝑚 (only one-particle states are included), state |𝑛⟩ 

denotes the electron on site 𝑛. The environment (heat bath) consists of harmonic 

oscillators: 

 

 

�̂�𝐵 = ∑ 𝜔𝑗�̂�𝑗
†�̂�𝑗

𝑗
 (54) 

where 𝜔𝑗  is the frequency of the 𝑗𝑡ℎ oscillator, �̂�𝑗
†
and �̂�𝑗  are the bosonic creation 

and annihilation operators (respectively) of 𝑗𝑡ℎ  bath mode and ℏ = 1 . Only 

linear coupling between the system and the environment is assumed.  

The model is implemented on a 3D cubic lattice of 8×16×16 sites (figure 4.8) 

which corresponds to the expected size of a PCBM aggregate in a well 

intermixed BHJ solar cell active layer.106 Each site (molecule) of the acceptor 

can be free or occupied by an electron. The CT state is obtained when the 

electron is transferred from the donor to the neighbouring acceptor site. The 

 

Figure 4.8 Schematic of the donor - acceptor interface model. Red sphere denotes the donor 

site; blue spheres denote the acceptor sites; 𝐹 denotes the arbitrary direction of the external 

electric field; 𝐽𝐷𝐴 and  𝐽𝐴 denote the interaction energies between the donor and the nearest 

acceptor site and between the nearest neighbor acceptor sites respectively. 
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donor site remains occupied by a hole at all times and thus only serves as the 

source of the electrostatic Coulomb field and the electron is described quantum 

mechanically using the SSE. 

The donor/acceptor interface is characterized by the lattice constant 𝑎 , the 

molecular dimension parameter 𝑏 (in the Coulomb potential expression), the 

interaction energies between sites 𝐽𝐷𝐴 and 𝐽𝐴, the donor site excitation energy 𝜀𝐷, 

the disorder σ and the system – bath coupling strength 𝜆. However, we point out 

that absolute values of these parameters, such as for example the energetic 

disorder of the PCBM phase, are model dependent. In addition, the overall size 

of the lattice could be variable due to the complexity of interfacial domains at 

hierarchical morphologies of the blend. Differences in morphologies were 

mostly accounted for by a variation of couplings between the acceptor sites. 
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5. Investigated materials and devices 

A total of five types of solar cells based on different active layer blends were 

investigated in order to capture the full picture of charge migration in BHJ 

devices. Device fabrication for the experiments presented in each chapter is 

described below. Full names of materials used in active layers, as interface 

materials, electrodes or as additives are: 

PC61BM 

[6,6]-phenyl-C61-butyric acid methyl ester 

PC71BM 

[6,6]-phenyl-C71-butyric acid methyl ester 

N2200  

poly(N,N’-bis(2-octyldodecyl)naphthalene-1,4,5,8-bis(dicarboximide)-2,6-

diyl-alt-2,2’-bithiophene-5,5’-diyl) 

P3TI 

Poly[N,N′-bis(2-hexyldecyl)isoindigo-6,6′-diyl-alt-thiophene-2,5-diyl] 

APFO3 

poly[2,7-(9-di-octyl-fluorene)-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-

benzothidiazole)] 

TQ1 

poly[2,3-bis-(3-octyloxyphenyl)quinoxaline-5,8-diyl-alt-thiophene-2,5-diyl] 

PTB7 

poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl][3-

fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]] 

DIO 

1,8-Diiodooctane 

PFPA-1 

poly(3,30-([(90,90-dioctyl-9H,90H-[2,20-bifluorene]-9,9-diyl)bis(4,1-

phenylene)]bis(oxy))bis(N,N-dimethylpropan-1-amine)) 

PEDOT:PSS 

poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) 
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CHAPTER 6 – ELECTRON TRANSFER AT ORGANIC INTERFACES 

A monolayer of PFPA-1 interface material was deposited on ITO coated glass 

substrates that were TL-1 treated. P3TI and PC71BM (D/A 2:3 w/w) were then 

spin-coated from a 20 g/l o-dichlorobenzene (ODCB) solution with 2.5% 

(vol. %) of DIO. The thickness of the active layer (≈ 70 nm ± 10 nm) was 

determined by a Dektak surface profilometer. PEDOT:PSS PH1000 with a layer 

thickness of 110 nm was deposited from an aqueous solution mixed with 5% 

(vol. %) of dimethyl sulfoxide and 0.5% (vol. %) Zonyl® FS-300 as the 

surfactant, and then annealed at 60 °C to remove residual water. The device was 

then encapsulated by a glass lid. 

CHAPTER 7 – INFLUENCE OF DONOR-ACCEPTOR RATIO ON CHARGE GENERATION 

AND EXTRACTION 

Fabrication of the inverted solar cells has been previously described 

elsewhere,107 therefore only a brief account is given here. An aluminum 

electrode was evaporated onto a clean glass substrate followed by a titanium 

layer, which was then exposed to air for 12 h to form TiOx. The active layer was 

spin-coated on top of the Al/TiOx bilayer cathode from a solution of either the 

polyfluorene copolymer APFO3, PC61BM, or the APFO3:PC61BM blends of 

composition ratios 2:1, 1:1, and 1:4 (by weight). The anode electrode, PEDOT-

PSS PH1000, was deposited on top of the active layer followed by the 

encapsulation of the cell with a glass cover. The thickness of the active layer was 

≈ 100 nm, and the active area of the solar cells was ≈ 5 mm2. 

CHAPTER 8 – TIME DEPENDENT MOBILITY IN OPVS 

Samples were fabricated inside a N2-filled glovebox and encapsulated with 

epoxy glue. Samples were measured outside the glovebox in an ambient 

environment. BHJ active layer was spin-coated at the same settings as for the 

best-performing OPV devices: active layers of TQ1:PC71BM 108 (1:2.5 ratio by 

weight) were spin-coated from a 25 g/L (total) 1,2-dichlorobenzene solution 

yielding an active layer thickness of 70 nm, whereas active layers of TQ1:2200 
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(2:1 ratio by weight) were spin-coated from a 9 g/L (total) chloroform solution 

and then annealed for 10 min at 120 °C before top electrode deposition, yielding 

an active layer thickness of 85 nm. Time-resolved experiments were carried out 

on devices in inverted geometry: on semitransparent ITO/PFPA-

1/TQ1:PC71BM/PEDOT:PSS (Clevios PH1000) devices for TQ1:PC71BM, and 

ITO/ZnO/TQ1:N2200/MoO3/Al for TQ1:N2200. Detailed information on OPV 

device preparation can be found elsewhere.109,110 The neat TQ1 film for photo-

CELIV measurements was blade-coated from an ODCB solution. Electron-only 

devices were fabricated in the following geometry: 

Al/TiOx/TQ1:PC71BM/LiF/Al, hole-only devices: 

ITO/PEDOT:PSS/TQ1:PC71BM/PEDOT:PSS (PH1000). Active layers were 

spin-coated using identical settings as for the solar cell device. 

CHAPTER 9 – INFLUENCE OF ACTIVE LAYER OPTIMIZATION 

PTB7 and fullerene were dissolved in chlorobenzene (HPLC grade from Sigma 

Aldrich) at the ratios of 90:10, 40:60, 20:80 and 10:90 by weight and stirred at 

50 C for 4-5 hours. These blends will be called [P90:F10], [P40:F60], [P20:F8] 

and [P10:F90], respectively, where the first number denotes the relative amount 

of the polymer. For the samples prepared with DIO, 3% of it by volume was 

added to the solution which was then stirred for a further 5 min. The blends were 

spin-coated on a ≈ 40 nm layer of PEDOT:PSS which was spin-coated on an 

indium-tin oxide coated glass substrate. The thickness of the PTB7:fullerene 

layer was ≈ 115 nm. The layers of calcium (≈ 20 nm) and aluminium (≈ 100 nm) 

were subsequently deposited by vacuum sublimation. The structure was 

encapsulated with a glass coverslip and epoxy. 
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6. Electron transfer at organic interfaces 

Let’s now consider the last steps in the chain of photo-physical processes leading 

to free charge generation in organic solar cells – charge transfer at organic 

interfaces. As was briefly mentioned in chapter 2.3 charge transfer occurs on 

picosecond time scale 111  – considerably faster than competing radiative and 

nonradiative recombination processes thus resulting in quantum efficiency close 

to 100%. Although several often-conflicting models have been proposed, to this 

day it remains unclear what kind of mechanism is responsible for high charge 

separation efficiencies in organic heterojunctions. 

Some of the explanations suggested for this initial dissociation stage are: charge 

carrier delocalization over several polymer segments and/or fullerene 

molecules,112 hot interfacial charge-transfer states with delocalized wave 

functions,74,113 or, alternatively, with electron and/or hole wavefunctions 

localized on molecules situated at larger distances from the interface.114 Recently, 

a partially coherent model, assuming electron delocalization over the entire 

aggregated fullerene domain,66 and a hybrid model of a 1D polymer/fullerene 

lattice with semi-classical dynamics at short time scales and Redfield relaxation 

theory at long time scales,115 have been proposed. Overall, charge separation on 

an ultrafast time scale is often considered to be predominantly coherent. 

However, carrier delocalization and coherent propagation, their extent and 

temporal evolution have only been qualitatively postulated. Although the later 

time scales of charge separation have been successfully described by incoherent 

hopping,116 a consistent model at the earliest time scales, describing the coherent 

propagation of charge and the gradual transition into the classical hopping 

regime, is still absent. 

To elucidate the role of delocalization and coherence in charge separation a full 

quantum mechanical description is necessary. In this chapter, the study of initial 

charge separation using TREFISH technique (described in detail in section 4.5.2) 

in combination with stochastic Schrödinger equation (described in detail in 

section 4.6.3) is presented. The sub-ps time resolution of the experiment enabled 
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the calibration of the presented model. It is important to point out that current 

model does not include recombination, which although considered insignificant 

in efficient OSC systems, limits their efficiency. The extent of electron 

delocalization, as illustrated here, may be one of the key factors minimizing 

geminate recombination.117 

6.1. Charge separation dynamics 

Figure 6.1 shows the experimentally determined kinetic of the charge carrier 

drift distance after photo-excitation of the P3TI:PC71BM sample. This system is 

of particular interest due its high internal quantum efficiency (IQE) of 90% 

despite its exceptionally low charge separation driving force ∆𝐸  of 

approximately 0.1 eV.106 The initial part of the transient (0-3 ns) was determined 

by the TREFISH technique, whereas the latter part of the kinetic (3-10000 ns) 

was determined by a transient photocurrent measurement with a high load 

(integrated photocurrent). Charge carrier separation distance along the direction 

of the applied electric field equals to the sum of electron and hole drift distances, 

thus full extraction corresponds to half of the sample thickness, i.e. 35nm in 

figure 6.1.  

An immediately noticeable feature of the charge extraction kinetic is the two-

step like function over time. Considering the fact that the first part of the 

measured charge extraction dynamics constitutes approximately half of the 

overall signal, in light of the known electron mobility in PCBM 118,119 and hole 

mobility in P3TI values,120 it is reasonable to assume that the initial part of the 

kinetic is governed by the fast motion of the electrons. The latter part then would 

be attributed to the extraction of holes. Indeed, such distinction of the charge 

extraction is a compelling result in and of itself and thus will be addressed in 

much more detail in chapter 7. 

For the current discussion, however, initial part of the charge separation is of the 

utmost importance. Thus, the first 100 ps after the photoexcitation (red shade in 

figure 6.1) were measured with the highest resolution and the trace is shown in 
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the inset of figure 6.1 (note the linear time scale as opposed to the log-scale in 

the main figure). Transient absorption measurements (not shown) indicated 

ultrafast < 100 fs photo-induced charge transfer with no signatures of delayed 

charge transfer due to exciton diffusion. Thus, the measured TREFISH data 

directly monitors the motion of the photogenerated charges away from the 

donor-acceptor interface. 

6.2. SSE modeling 
It has been recently experimentally demonstrated that mainly electron motion in 

PCBM is responsible for the initial evolution of the charge separation process – 

hole motion is significantly slower,66,118–120 in agreement with the results of 

previous chapter. Thus holes can be considered immobile as was indeed done in 

this case. In order to model photo-excitation in the donor phase, both the electron 

and the hole were initially placed at the donor site in the simulation space (figure 

4.8) and the electron was then allowed to propagate in the electrostatic field of 

 

Figure 6.1 Time dependence of the average carrier drift distance at an electric field of 𝐹 = 

5.7 × 105 V/cm. Inset shows the initial 100 ps of the kinetic which were measured with 

better accuracy and used as the basis for the model. 
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the hole. Simulation parameters were chosen as those typical for polymer-

PCBM systems: driving force Δ𝐸 = 0.1 𝑒𝑉  for P3TI:PC71BM, CT exciton 

binding energy 𝜀𝐶𝑇 = −0.27 𝑒𝑉, and the energetic disorder 𝜎 of PCBM was set 

equal to 𝜎 = 75 𝑚𝑒𝑉, corresponding to the experimentally determined value in 

121 and 𝐽𝐷𝐴 is set equal to 12.5 meV leading to an electron transfer time of 100 fs, 

in agreement with experimental transient absorption data (not shown). The 

lattice constant was set to be equal to 1 nm. However, it was noticed that the 

most important parameter governing the dynamics of the electron is the inter-

acceptor coupling 𝐽𝐴 . Variations of other parameters: donor site excitation 

energy 𝜀𝐷 , CT state energy 𝜀𝐶𝑇 , donor-acceptor interaction energy 𝐽𝐷𝐴  and 

system-bath interaction energy 𝜆 only slightly affect the evolution of the system. 

Hence, parameters were kept fixed in most cases presented, except for the inter-

acceptor coupling 𝐽𝐴, which was varied. 

Figure 6.2 shows the simulated temporal evolution of electron density 

perpendicular to the interface for the indicated values of inter-acceptor electron 

coupling 𝐽𝐴. External electric field was not applied in order to highlight the 

effects of delocalization. Results show that the electron is transferred from the 

donor site to a nearby pool of coherently coupled acceptor sites within ≈ 300 fs. 

The number of accessible sites in a given time interval grows with increasing 

intermolecular (inter-acceptor) coupling, allowing for the electron to transfer to 

more distant sites already at very early times. Electron transfer is quantitatively 

characterized in the rightmost column of fig. 6.2 where the kinetics of the 

absolute e-h separation distance, 𝑑𝑎𝑏𝑠(𝑡) (fig. 6.2 red traces) and the electron 

delocalization radius, 𝐼(𝑡)  (fig. 6.2 black traces), are shown. The extent of 

electron delocalization is also indicated by the blue circles. These results only 

weakly depend on the donor excitation energy 𝜀𝐷 , in agreement with 

experimental studies of charge separation efficiency versus excitation energy.122  

The kinetics of both 𝑑𝑎𝑏𝑠(𝑡) and 𝐼(𝑡), for different 𝐽𝐴 exhibit a similarly rapid 

initial rise. For very weak coupling both electron delocalization and initial 

electron transfer distance are small, and thus the electron is only transferred from 
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the donor to the nearest acceptor site. For intermediate coupling the initial 

transfer distance is increased and the electron is more, although still weakly, 

delocalized. In this regime at times > 500 fs the average electron distance 

increases while its delocalization remains constant. In case of strong coupling, 

the electron is strongly delocalized, resulting in the largest electron transfer 

distance at early times, whereas the later part of the transfer process is mainly 

determined by time-dependent localization. Note that for strong couplings 

electron delocalization is confined by the size of the acceptor lattice in the model, 

chosen to correspond to the expected PCBM domain size (8 × 16 × 16 nm3). 

Despite similar probability distributions at long times in the second and third 

rows of figure 6.2, the extent of delocalization of individual electrons and, 

consequently, the character of their motion is very different. 

 

Figure 6.2 Ensemble-averaged evolution of electron probability density in the plane 

perpendicular to the interface of donor (grey area) and (16 x 16 x 8) nm3 acceptor domain 

at different times following photoexcitation for the indicated values of inter-acceptor 

coupling 𝐽𝐴. The rightmost column shows the corresponding absolute charge separation 

distance 𝑑𝑎𝑏𝑠  (red traces) and delocalization radii 𝐼  (black traces). Filled blue circles 

illustrate the extent of electron coherence at a given time. 
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6.3. Assessment of the model 

To determine which regime corresponds to real polymer-PCBM blends, model 

predictions were compared to experimentally measured carrier drift dynamics of 

P3TI-PC71BM solar cell. Figure 6.3 shows the experimental and simulated 

average e-h separation along the direction of the electric field of 5.7 × 105 V/cm, 

created by applied voltage and the built-in field of the OSC. The experiment 

shows a fast ≈ 500 fs initial rise to a distance of 0.4 nm. The later part of the 

process is considerably slower – charge separation distance gradually rises up to 

0.9 nm in 3.5 ps. 

In order to replicate the experiment conditions, external electric field was added 

to the model. The random orientation of the heterojunction with respect to the 

applied field was accounted for by performing multiple simulations with a 

randomly oriented electric field and averaging the obtained e-h separation 

 

Figure 6.3 Time dependence of the charge separation distance 𝑑𝐹 along the direction of the 

electric field 𝐹  of 5.7 × 105 V/cm for the indicated inter-acceptor coupling values 𝐽𝐴 . 

Symbols - experiment, solid colored lines – simulations at different values of 𝐽𝐴. 
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distance projected along the direction of the field. The model reproduces the 

experiment with 𝐽𝐴  = 12.5 meV (intermediate coupling) (see fig. 6.3) which 

corresponds to an absolute carrier separation distance of 2.5 nm in 500 fs as 

shown in fig. 6.2. It is considerably smaller than the 4 nm distance evaluated in 

66 for PCDTBT-PC61BM. The later corresponds to the model prediction in the 

strong coupling regime where carrier separation distance of 4 nm is obtained 

(Fig. 6.2c). However, at least for the case of P3TI-PC71BM, comparison with the 

experiment indicates that such coupling and initial separation are overestimated. 

Given that P3TI-PC71BM operates at an IQE of 90%, intermediate couplings, 

leading to electron delocalization over two lattice sites (fig. 6.2), are already 

sufficient to facilitate efficient charge separation at organic interfaces. 

To further support model results electron mobilities were calculated using the 

same set of parameters. The obtained values are 0.03, 0.37 and 1.26 cm2V-1s-1 

for 𝐽𝐴  = 1, 12.5 and 31.5 meV respectively. The predicted mobility at 

𝐽𝐴  = 12.5 meV is in excellent agreement with the experimentally measured 

electron mobility value of 0.3 cm2V-1s-1 in PCBM at the ps time scale.119 

6.4. Transition to incoherent transport 
Initial part of the measured charge transfer in combination with the modeling 

results seem to indicate that coherent electron transfer lasts up to 500 fs and is 

responsible for shaping the “initial” electron-hole distance distribution. 

Following the coherent propagation stage charge separation kinetics gradually 

switch to the slower incoherent-hopping phase, as indicated by the two-phase 

evolution of separation distance (figure 6.3). Thus, 500 fs marks the transition 

from coherent electron propagation to incoherent hopping where the classical 

hopping models become valid. Figure 6.4 shows the temporal evolution of e-h 

distance distribution without external electric field in the intermediate coupling 

regime. The electron gets completely transferred from the donor site to the 

acceptor lattice in ≈ 800 fs, however, it is still strongly bound to the hole. 

According to Van Eersel,123 further charge separation is facilitated by incoherent 

electron hopping. Considering the above in conjunction with previous work by 
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D. H. K. Murthy et al.,117 the 800 fs e-h distance distribution (which can be 

approximated as an exponential – red dashed line in fig. 6.4) could be used in 

classical hopping models as the initial distribution.  

Although presented analysis is performed for charge separation at the 

heterojunction of a conjugated polymer and an aggregate of the fullerene 

derivative PCBM, results are also applicable to small molecule donors and 

pristine fullerenes.  

 

Figure 6.4 Radial distribution of e-h separation distance at early times. The position of the 

donor site is indicated by the shaded grey area. Dashed red line represents the exponential 

character of the e-h distance distribution after 800 fs. 
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7. Donor-Acceptor ratio significance 

Whereas coherent electron propagation describes well the initial part of the 

charge migration, incoherent hopping is responsible for the majority of the 

distance covered by the photogenerated charges. Charge transport through the 

active layer and extraction at the electrodes constitutes a significant problem in 

solar cell optimization and has received profuse attention.124 The key parameter 

for charge transport is, of course, mobility – it determines the time needed by 

the photo-generated charges to be extracted from the device by the effective 

electric field, and govern how fast electrons and holes meet to recombine. 

The ability of holes to move rapidly through conjugated polymer chains was 

believed to be one of the major advantages of conjugated polymers over small 

molecules for their use in BHJ solar cells. However, efficiencies of solar cells 

based on various polymers and on small molecules are surprisingly similar, 

suggesting that polymer conjugation may not be that crucial for good solar cell 

performance. This leads to the conclusion that the large charge delocalization in 

conjugated polymers, which was previously believed to be of major importance 

for the charge carrier photo-generation, may not play a dominant role. On the 

other hand, attempts to substitute fullerene derivatives with other electron 

accepting molecules have been less successful. Moreover, high efficiency solar 

cells need a high fullerene content of 50% or more, significantly exceeding 

percolation threshold for the electron motion.125 Many factors, such as dielectric 

permittivity, phase segregation, morphology, positions of electronic levels etc., 

126–128 may play an important role for the performance of the solar cell, but the 

electron mobility in the fullerene phase is apparently among the most important. 

Charge carrier mobilities in conjugated polymers and fullerenes under 

equilibrium or near-equilibrium conditions have been widely investigated before. 

Hole mobilities were found to be of the order of 10-3-10-6 cm2/Vs in conjugated 

polymers,129–132 while electron mobility in PCBM is higher, reported to be on 

the order of 10-2-10-1 cm2/Vs.133–136 However, there are several problems with 

this approach: (a) mobilities determined for neat materials may be significantly 
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different from those in BHJ blends, because of different molecule packing and 

of boundaries between polymer and fullerene domains, which may create major 

obstacles for the carrier motion; (b) mobilities measured in equilibrium 

conditions might not be applicable to the processes in operating solar cells on 

short time and distance scales – before carriers undergo relaxation; (c) 

conventional measurement techniques cannot distinguish between electron and 

hole mobilities in blended BHJ devices but rather give an average value, which 

might be misleading. 

7.1. Photovoltaic performance 

The photovoltaic performance of neat APFO3, neat PC61BM and 

APFO3:PC61BM solar cells under AM 1.5 illumination is characterized in 

table 7.1. The charge generation efficiency in neat polymer films at low light 

intensities and in the absence of applied electric field is known to be very 

low,64,137 in agreement with the solar cell performance measured for a neat 

APFO3 cell. The low current density and open circuit voltage of a neat PC61BM 

device are due to the poor absorbance of PC61BM in the visible spectral region 

and apparently low carrier generation efficiency leading to very low charge 

concentration. Open circuit voltage and fill factors of the different blending ratio 

devices are rather comparable, which, according to 138 indicate that the built-in 

potential and charge recombination are not drastically different for different 

donor-acceptor ratios. Geminate recombination was also shown to be the 

dominating recombination process in APFO3:PC61BM films at low excitation 

Table 7.1 Photovoltaic performance and modeled mobility parameters of different devices: 

APFO3:PC61BM 

ratio in device 

Jsc 

(mA/cm2) 

Voc (V) FF PCE (%) Modeled mobility [0 (cm2/Vs) 

       Electron                Hole 

Neat APFO3 0.0998 0.757 0.243 0.018 1.1×10-5 , 0.25 5.5×10-6 , 0.2 

2:1 2.28 0.818 0.355 0.662 8×10-9 , 0.5 4×10-6 , 0.25 

1:1 4.28 0.894 0.318 1.22 2.5×10-6 , 0.35 4.3×10-9 , 0.6 

1:4 4.91 0.878 0.374 1.61 4.5×10-5 , 0.3 3.8×10-8 , 0.45 

Neat PC61BM 0.171 0.301 0.40 0.021   
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fluencies, and that its rate is quite independent of the blending ratio.139 Current 

density in the APFO3:PC61BM cells increases with the blending ratio in the 

order (2:1) < (1:1) < (1:4) indicating improved charge transport.138  

7.2. Electric field dynamics 

Underlying processes of the observed cell performance trends can be better 

understood from the results of TREFISH and IPC measurements (described in 

more detail in sections 4.5.1 and 4.5.2). Figure 7.1 shows the electric field 

dynamics caused by the photo-generated charges in neat APFO3 and blend films, 

normalized to the total voltage drop at long times when all charge carries were 

extracted. Assuming homogeneous charge generation across the thickness of the 

sample, the normalized voltage drop at some particular delay time approximately 

gives the fraction of extracted charge carriers at this time. It should be noted that 

much higher excitation fluence was used for the neat APFO3 film than for all 

the blends, because of lower carrier generation efficiency. The electric field 

kinetics for the APFO3 device is similar to what has been observed previously 

for other conjugated polymers and it has contributions from both excitons and 

mobile charges.94 The exciton contribution is the very fast resolution-limited 

voltage drop at zero delay time (see inset in figure 7.1) caused by the increased 

polarizability of the polymer chains in the excited state, which decays with the 

exciton lifetime of 175 ps.140 The relative amplitude of the exciton contribution 

depends on the carrier generation efficiency. Given that the exciton contribution 

disappears on a sub-nanosecond time scale, the ensuing dynamics is mainly due 

to the motion of charges. Almost half of charge carriers are extracted during first 

3 ns, while extraction of the remaining half takes hundreds of nanoseconds. 

APFO3 is an ambipolar material with comparable steady-state electron and hole 

mobilities.141 On the ps to sub-ns time scale the THz conductivity is, however, 

dominated by hole mobility.142 Thus it is reasonable to conclude that holes on 

the polymer contribute significantly to the photocurrent on this time scale, but 

the exact ratio of electron and hole contribution, or their time dependencies 

cannot be derived. 
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No ultrafast exciton-related field response was observed for all blend devices 

(see inset in figure 7.1), which confirms ultrafast exciton dissociation leading to 

efficient quenching of the polymer excited states and formation of randomly 

oriented charge pair (CP) states.139 The absence of an ultrafast response also 

indicates that the polarizability of the CP state is relatively low, which may be 

interpreted as an indication of weak electron and hole delocalization in these 

blends. 

The time evolution of the field strength in the (2:1) device is slightly slower than 

that in the neat APFO3 film both on sub-nanosecond and sub-microsecond time 

scales suggesting that both electron and hole mobilities are slightly lower. 

Decrease in the hole mobility may be expected because of the presence of 

PC61BM domains, which perturb the hole motion. Electron transport properties 
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Figure 7.1 Normalized electric field kinetics of different blending ratio APFO3:PC61BM 

cells and of the neat APFO3 film (the curves are vertically shifted). The cells were reverse 

biased at 4 V. Thin black lines show modeled kinetics. The inset shows the initial part of 

the kinetics, revealing the exciton contribution in neat polymer film. 
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in the blend are expected to be significantly different from that in pure polymer 

since electrons now are transported over the PC61BM domains. Electron mobility 

in PC61BM is quite high, on the order of 10-2-10-1 cm2/Vs.133–136 Simple estimates 

show that with such a mobility, electron extraction should take place on a sub-

nanosecond time scale suggesting that the initial field dynamics should be 

attributed to electrons. However, the electron mobility in blends may be 

significantly lower, particularly at low PC61BM content when PC61BM 

molecules are dispersed in the polymer matrix or form small weakly percolating 

clusters. The percolation threshold depends on particle shape and appears at a 

concentration of about 20% PC61BM.125 Thus, the 33% PC61BM concentration 

in the (2:1) blend should be sufficient for percolation, but the presence of 

isolated single PC61BM molecules, or weakly percolating clusters, which may 

act as electron traps reducing their mobility cannot be excluded. For these 

reasons assignment of the time dependent field dynamics in the (2:1) device is 

not straightforward, but similarly to neat APFO3 polymer sub-ns dynamics have 

significant contribution from hole extraction and both holes and electrons 

contribute to the slower time scale. 

The electric field kinetics are much faster in the (1:1) blend. Both PC61BM and 

polymer concentrations in this blend should be sufficient for extensive 

percolation between PC61BM and polymer domains, leading to high mobilities 

of both electrons and holes. Assuming that the hole mobility in the (1:1) blend 

decreases or remains similar to that in the (2:1) blend, the increase in the 

amplitude of the fast (<3 ns) field drop can be attributed to electrons. Almost all 

remaining charge carriers, are extracted during less than 30 ns, indicating that 

the carrier extraction from this sample is close to balanced. The presence of a 

weak tens to hundreds of nanoseconds decay component, indicates that some 

low concentration of trapped carriers are present. 

By further increasing the PC61BM concentration, large percolating PC61BM 

clusters are formed and the electron mobility is expected to increase even more, 

approaching that observed in neat PC61BM films or crystals. The hole mobility, 
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on the other hand, is expected to decrease even further. The time evolution of 

the electric field strength in the (1:4) device is consistent with these expectations 

and shows a strong and rapid decay on the tens and hundreds of ps time scale; a 

similar ultrafast electric field drop on the tens of ps time scale was observed in 
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Figure 7.2 Experimentally measured average carrier mobility kinetics at 4 V applied 

voltage (E  4.8·105 V/cm) in neat APFO3 and in blends with different blending ratio 

(solid blue curves). Red stars show average carrier mobility of (1:4) device obtained from 

terahertz spectroscopy measurements.138 Dashed lines show modeling results. Thin dashed 

black and red lines are electron and hole mobilities, respectively, while corresponding 

thick lines show electron and hole photocurrents. 
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neat PC61BM.118 Therefore, the extraction of about 50% of the charge carriers 

from the (1:4) blend within 1 ns can be quite confidently related to the fast 

electron motion. The final carrier extraction from this device is about two times 

slower compared to the cell with equal donor-acceptor concentrations, most 

likely as a consequence of lower hole mobility at the low (20%) polymer 

concentration. 

7.3. Electron and hole contributions to photocurrent 

In order to better characterise the electron and hole transport, field dynamics 

have been modelled by approximating electron and hole mobilities by power-

law functions 𝜇(𝑡) = 𝜇0𝑡−𝛼,  typical for carrier mobilities in disordered 

materials.141 Thin lines in figure 7.1 show the calculated electric field kinetics 

and figure 7.2 presents photocurrents created by the two types of carriers as well 

as their calculated mobilities. Quite good agreement between experimental and 

calculated electric field kinetics show that this approach is indeed valid, although 

slightly lower modelled mobilities on the picosecond time scale (figure 7.2) 

show that the power-law functions cannot describe the fine details of the initial 

mobility decay. 

The bending points of the current curves in figure 7.2 indicate the end of carrier 

extraction. It is clear, especially for (1:4) sample, that electrons and holes exhibit 

different dynamics – one type of charge carrier extraction is more than 100 times 

faster than that of the opposite sign. Increase in the electron mobility and 

decrease in the hole mobility in devices with higher PC61BM concentration was 

indeed expected as discussed above. Results of the time-dependent mobility 

modelling supports this expectation and allows the attribution of black curves to 

electrons and red curves to holes. This assignment is also in agreement with the 

carrier extraction in pure polymer: the hole extraction time is slightly shorter 

than in blends while electron extraction is several times slower, in agreement 

with 5 times higher steady state hole mobility.141 Consequently, the hole 

extraction slows down several times when PC61BM concentration increases. 

This weak dependence is a consequence of good percolation on long polymer 
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chains, even at low polymer concentration. The electron extraction rate, on the 

contrary, changes by almost four orders of magnitude in going from the (2:1) to 

the (1:4) blend. Electron mobility at 80% PC61BM concentration in the (1:4) 

blend approaches that in pure PC61BM, while at low concentration the electron 

mobility is apparently determined by spatial traps formed by single PC61BM 

molecules or weakly percolating domains, drastically reducing electron mobility. 

Additional reasons for the lower hole sensitivity to stoichiometry can probably 

be found in the smaller variation of hole mobility in polymer than of electron 

mobility in PC61BM upon going from isolated molecules to neat phase. In the 

amorphous APFO3 polymer, hole transport between chains is characterized by 

significant potential barriers implying that it does not increase as dramatically 
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Figure 7.3 (a) Transient absorption of a (1:4) blend device at short circuit (0 V) condition 

(black) and at forward (+) and reverse (-) biases. The negative TA signal at long times under 

applied field is due to the extraction of equilibrium carriers. (b) Transient absorption of 

(1:1) blend at different excitation photon densities. Excitation was performed at 532 nm by 

1 ns duration pulses. 
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as the electron mobility going from single fullerene molecule to crystalline 

PC61BM domains. 

The relatively slow, of about a hundred ns, hole extraction in the (1:4) blend is 

supported by the transient absorption (TA) kinetics shown in figure 7.3a. At 

900 nm the TA signal is due to absorption of holes,66 which at zero applied field 

have fully decayed through recombination by 1 µs, while at applied voltage the 

decay was faster because of the hole extraction. TA kinetics during initial 10 ns 

were independent of the applied voltage. According to the previous 

investigations the non-geminate recombination in APFO3:PC61BM films is 

negligible on a ps-ns time scale, below an excitation intensity of about 

1013 photon/cm2.138 Intensity dependence of the recombination dynamic on a 

longer time scale is shown in figure 7.3b. The increase of the recombination rate 

due to non-geminate recombination becomes apparent only at 

1.5·1013 photon/cm2 i.e. at an excitation intensity one order of magnitude higher 

than used in the present investigations. The influence of the non-geminate 

recombination at applied voltage is in addition expected to be lower than under 

the field-free conditions of figure 7.3b, because of faster carrier extractions. 

Thus, non-geminate recombination can be safely neglected in the data analysis 

for the present materials, under the experimental conditions used. Consequently, 

the hole decay at zero applied field should be attributed to the geminate 

recombination. The carrier decay time decreases to tens of nanoseconds at 4 V 

applied voltage (figure 7.3b) as a result of charge extraction, in perfect 

agreement with the charge extraction kinetics of figure 7.1. This confirms that 

the slow charge extraction phase on the tens of ns time scale in the electric field 

kinetics of the (1:4) blend device (figure 7.2) is indeed due to hole extraction. 

7.4. Traps in weakly percolating devices 

Figure 7.4 shows the voltage dynamics at longer times measured at different 

applied voltages by an oscilloscope. The observed voltage drop increases with 

the applied voltage, and the increase is particularly strong for the (2:1) device 

indicating that efficient carrier generation or extraction requires strong electric 



 

71 
 

field. In contrast, carrier extraction from the (1:4) device at 4 V is only about 

twice as large as at the build-in electric field. Kinetics in figure 7.4 become 

progressively faster at higher voltages; this is particularly clear in case of the 

(1:1) sample, transients of the other two samples show much weaker 

dependences on the applied voltage. Such behaviour can be interpreted as an 

indication that the carrier extraction in the (2:1) device on tens and hundreds of 

ns time scale is governed by thermal release of electrons from traps, in 

agreement with the conclusion above that a fraction of electrons in the (2:1) 

sample and holes in the (1:4) sample are trapped in weakly percolating PC61BM 

or polymer clusters. Only in case of the sample with equal parts of APFO3 and 
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Figure 7.4 Transient voltage kinetics on different stoichiometry devices at different 

applied voltages. The transient voltage was corrected for the equal number of absorbed 

photons. 
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PC61BM (1:1), where percolative motion of both carrier types is optimized (for 

this material), the extraction rate significantly increases with the applied voltage, 

which is expected if carrier extraction is limited by mobility. Figure 7.5 

summarises the carrier extraction results from all samples presenting 

dependences of the internal quantum efficiency (IQE) on applied voltage 

measured at the same excitation conditions. The IQE at 550 nm was evaluated 

as the number of generated charge carriers determined from the total voltage 

drop at long time divided by the number of absorbed light quanta. Carrier 

extraction from the (1:4) sample saturates at 2 V suggesting that the majority of 

excitons split into charge carriers, which are efficiently extracted. For the (1:1) 

and particularly the (2:1) samples, on the other hand, higher applied voltages are 

required for efficient carrier extraction. 

The voltage drop at long times at 0 V applied voltage is expected to be 

proportional to the short circuit current in an operating solar cell. The short 

circuit current under steady state excitation (see table 7.1) in the (2:1), (1:1) and 

(1:4) devices (normalized to the signal recorded for the 2:1 device) increases as 

1, 1.86, 2.15 whereas the relative voltage drop (from figure 7.4) increases 

somewhat more 1, 2.3, 4.1. The discrepancy is probably mainly caused by 

different sample excitation conditions. For pulsed excitation, not all electrons 

are extracted from the samples with low PC61BM concentration during the 

measurement time of several microseconds – some of them remain trapped on 

single PC61BM molecules or in weakly percolating domains. For CW excitation 

a stationary state with filled trapping sites is established and their influence is 

therefore reduced. 

7.5. Carrier mobility: THz vs. TREFISH 

The time dependent carrier mobility, averaged over electrons and holes, can be 

also obtained directly from the TREFISH and transient photocurrent 

measurements (equations 41 and 42). Figure 7.2 shows the experimental 

averaged mobilities. At short times the averaged mobilities correspond to the 

mean values between electron and hole mobilities, while at longer times, when 
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fast carriers are already extracted, the average mobilities approach those of 

slower carriers. The averaged carrier mobilities in all samples decrease by about 

4 orders of magnitude during approx. ten nanoseconds to reach long time values 

similar to those previously reported in the literature.142,143 It should be noted, that 

the carrier mobility dynamics is expected to be free of influence of changing 

charge carrier concentration. This is because geminate recombination can be 

ruled out at strong electric field, while non-geminate recombination, as was 

discussed, is not substantial at our excitation intensities. 

Carrier mobility and its time dependence can also be obtained from time 

resolved THz conductivity measurements.142–145 For APFO3/PC61BM blends 

such measurements resulted in a mobility for the (1:4) blend remarkably similar 

to the averaged mobility obtained here with the TREFISH technique (figure 7.2) 

at early delay times of around 1 ps. However, from the measurements of blends 

with varying polymer chain lengths (APFO3 monomer to various molecular 

weight polymers) it was concluded that THz mobility of holes on the polymer 

chain is approximately five times higher (on the few ps time scale) than of 

electrons in PC61BM.143 This discrepancy in relative electron/hole mobility 

obtained by the two techniques can be understood as a difference in how they 

“sense” the carrier mobility. It was concluded that at a frequency of ≈ 1 THz this 

spectroscopy probes the motion of charges over a distance of ≈ 2-10 nm, 

corresponding to only a few polymer units.146 Thus TREFISH and THz seem to 

probe somewhat different aspects of charge mobility – THz conductivity 

measures charge mobility over short nm-distances, whereas TREFISH 

measurements, based on the drift of charges, can be expected to measure 

mobility over longer distances. This implies that the TREFISH mobility is 

probably more closely related to the extraction kinetics, at least on longer time 

scale. In a way, THz photo-conductivity measurements reflect mainly an ability 

of charges to move, whereas TREFISH better reflects transport of charge carriers. 

Yet, on the shorter time and distance scale, both THz and TREFISH mobilities 

may be closely correlated. It is important to note that precisely this time scale is 
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of critical importance for separation of charges initially generated at the place of 

photon absorption, to distances where their Coulomb attraction is overcome. In 

any case, both TREFISH and THz measurements for the (1:4) blend in figure 7.2 

shows that the carrier mobility is high irrespective of the method of measurement. 

Figure 7.2 also shows that the carrier mobility is strongly time dependent, as 

expected, and shown before to be a result of relaxation in the density of 

states.116,147 However, considering that the measured mobility has contributions 

from both electron and hole mobilities, and that these most likely have differing 

time dependencies, only modeling helps to determine the ratio of electron and 

hole mobility at an arbitrary time. 

By correlating TREFISH mobility and extraction kinetics for the (1:4) blend one 

could conclude that the early-time mobility of ≈ 1 cm2/Vs (figure 7.2) can be 

mainly correlated to electrons. At times > 1 ns in this blend most of the electrons 

are extracted (figure 7.1), implying that the measured TREFISH mobility 

(10-3 cm2/Vs) beyond this point in time can be attributed to holes on the polymer. 

As concluded above, the hole mobility is relatively weakly dependent of the 

polymer:fullerene blending ratio. This is expected to be particularly true at short 

times, when intra-chain transport dominates. Hole mobility decreases by a factor 

of ≈ 100 over the first nanosecond. This is a somewhat stronger time dependence 

of hole mobility in APFO3 than suggested by time resolved THz 

measurements,142,143 but is in line with the discussion above of differences in 

how THz and TREFISH measurements probe carrier mobility. 

7.6. Donor-Acceptor ratio impact on solar cell 

performance 

The saturation of IQE at 2 V in the (1:4) sample with 80% PC61BM (figure 7.5) 

shows that both generation and extraction of free charges saturate above this 

value, suggesting that both of these processes approach 100% efficiency. The 

fact that the carrier extraction efficiency in cells with lower PC61BM 

concentration is several times lower and shows no saturation indicates that at 

least one of these processes requires much stronger electric field to reach high 
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efficiency. Since, non-geminate recombination in presented experiments is 

negligible, the voltage dependence of extracted charge is determined by the 

generation efficiency of free charges. Thus, for the non-optimal (2:1 and 1:1) 

blends an external electric field is required to separate electrons and holes and 

convert them into free mobile charges that can then be extracted. 

For effective free carrier generation and extraction, high carrier mobility is 

essential 148,149 although in the literature there is no agreement which, electron 

72,121,150 or hole 151,152 mobility is higher and plays a more important role. Results 

presented above provide a quantitative characterization of mobilities of both 

types of carriers and show that the electron mobility plays a crucial role in this 

type of polymer/fullerene blends. Since electron transport is governed by the 

properties of fullerene that should not experience any major alteration when 

blended with another polymer, such behaviour could be a general feature of all 

polymer/fullerene blends. 

The extracted charge and the solar cell efficiency increase with PC61BM 

concentration when the electron mobility increases.72,121,130,150–152 Balanced 

charge motion, when both electrons and holes have approximately equal 

mobility does not necessarily ensure the best cell performance – high mobility 

over large distances of one type of the charge carriers is more important for 

efficient solar cell operation. As has been demonstrated recently, the initial 

charge separation at weak electric field is mostly governed by diffusion,116 which 

is directly proportional to carrier mobility. Thus, at high PC61BM concentrations, 

electrons diffuse sufficiently far from the hole to avoid fast geminate 

recombination, and even a weak electric field is sufficient to prevent geminate 

recombination at long times. Access to delocalized π electron states in ordered 

regions of the fullerene acceptor material within 40 fs after light absorption in 

an OPV model system could be another aspect of these observations.66 

In case of low PC61BM concentration, fast electron motion is either restricted to 

small PC61BM domains or not possible at all if the CP state is formed on a single 

PC61BM molecule. If electron localization domain is smaller than the Coulomb 
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radius (10-15 nm), then carrier separation depends on behaviour of the hole. 

Apparently the relatively restricted and slow hole motion in APFO3 is not 

sufficient to separate the charge carriers before their geminate recombination. 

IQE of the cells with low PC61BM concentration approaches that of the (1:4) 

device only if a strong external electric field is applied (figure 7.4). This can be 

understood as a result of a combined action of restricted hole diffusion and 

electric field induced drift over polymer segments separated by potential barriers. 

Fast and balanced carrier extraction from the (1:1) device does not ensure its 

best solar energy conversion, which shows that it is not the carrier extraction 

which limits its performance efficiency. The generation efficiency of mobile 

charges at low electric field strongly increases with the PC61BM concentration 

and correlates with the carrier separation rate illustrated by TREFISH kinetics. 

Since fast carrier separation in blends with high PC61BM concentration mainly 

relies on the electron mobility, fast electron motion is essential for efficient 

charge carrier separation preventing their geminate recombination ensuring the 

best performance of the (1:4) solar cell despite of slow hole extraction. 
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Figure 7.5 Total voltage drop corrected for the number of absorbed photons as a function 

of applied voltage. The right axis shows the calculated internal quantum efficiency (IQE). 
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8. Time dependent mobility in OPVs 

It is common to make the implicit assumptions that mobilities of electrons and 

holes (a) correspond to the values in a near-equilibrium situation and (b) can be 

determined from many different kinds of experiments. Mobilities are thus 

considered a material constant (apart from a possible density or field dependence 

that are considered unimportant at the fields and densities encountered in OPV 

devices).77,80,153 In fact, assumptions (a) and (b) convey a view on OPV cells as 

near-equilibrium devices that are at least in local thermal equilibrium. 

Empirically such a view seems at least partly justified by the success of drift-

diffusion models in describing OPV current-voltage characteristics 77,154–156 and 

of Shockley-type models in describing the light intensity dependence of the open 

circuit voltage 𝑉𝑂𝐶 .155,157–160 These assumptions, however, do not hold up to 

experimental scrutiny. 

Analysis of the results presented in the previous chapter used power-law 

mobility models to describe charge transport. Good agreement of experimental 

data and modelled electric field kinetics following photo-excitation casts a 

strong shadow on the picture of constant mobility in organic solar cells. However, 

power-law mobility model does not implicitly explain the reasons why is 

mobility time-dependent. In this chapter, a much more powerful tool – Kinetic 

Monte Carlo modeling was employed to answer this question. 

8.1. Time dependent vs constant mobility 

Figure 8.1a shows the amount of charge extracted from TQ1:PC71BM cell after 

pulsed laser excitation (550 nm) vs. time (solid lines). Initial dynamics, up to 

3 ns after photo-excitation, were measured with TREFISH technique (explained 

in detail in section 4.5.2.) while charge extracted during ns-µs time window was 

captured with an oscilloscope. The indicated (reverse) bias is corrected for the 

built-in field of approximately -1 V. 

In order to interpret the experimental data in figure 8.1a it is instructive to 

compare these to what would have been obtained in case charge transport were 
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non-dispersive and governed by near-equilibrium mobilities. Colored areas in 

figure 8.1a correspond to electron and hole extraction if all charges move at 

near-equilibrium mobilities of µe = 4 × 10-4 cm2/Vs and µh = 6 × 10-6 cm2/Vs.80 

 
Figure 8.1 Charge extraction kinetics after pulsed excitation and its field dependence. (a) 

Combined TREFISH/TOF transients at different effective bias (solid lines) together with 

those obtained from Monte Carlo simulations (dashed lines). Due to limitations of electrical 

TOF measurements the initial ≈ 20 ns might be unreliable and are marked by thinner lines. 

Shaded areas illustrate extraction in case of non-dispersive transport and steady-state 

mobilities; in this case mean extraction times for electrons and holes are ≈ 0.06 µs and 

≈ 4 µs, respectively (black vertical bars). The inset schematically shows the same on a linear 

time scale. (b) Bias dependence of the amount of extracted charge after 3.2 ns (open 

squares) and of the total extracted charge (filled squares). The amount of extracted charge 

obtained in the time-resolved experiment in panel (a) (open circles) is in good agreement 

with the field dependence measurement and Monte Carlo simulations (dashed lines). The 

shaded area again indicates the estimated behavior for steady-state mobilities. 
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Assuming a homogeneous generation profile, which is a reasonable 

approximation for the semitransparent devices used for the experiment, constant 

mobilities would translate into linear extraction profiles (exponential profile in 

logarithmic scale of fig. 8.1a). The linearity follows from the homogeneous 

electron and hole distributions being extracted at constant velocities. The first 

and the second step correspond to the electrons and holes being fully swept out 

of the device at an extraction time 𝑡𝑒𝑥 = 𝑑2 𝜇𝑒,ℎ𝑉𝑒𝑓𝑓⁄  with d the layer thickness 

and 𝑉𝑒𝑓𝑓 = -1 V the effective voltage. The mobilities mentioned above give rise 

to mean electron and hole extraction times of 0.06 µs and 4 µs, respectively. On 

basis of the large difference in 𝑡𝑒𝑥 it may be expected that the vast majority of 

electrons will have been extracted from the device before significant hole 

extraction takes place. 

Two crucial features are evident when comparing the colored area to the actual 

experiment. First, charge collection starts orders of magnitude faster than the 

near-equilibrium mobilities allow, i.e. they do not give a relevant estimate of the 

actual extraction time. Second, apart from underestimating how rapid extraction 

is also the shape of the extraction curve is completely different from that of the 

non-dispersive (linear) prediction; the experimental trace is log-linear. Since the 

horizontal axis may also be read as an extraction time this indicates that there is 

a wide distribution of extraction times. This can be attributed to dispersion or a 

time-dependent mean mobility. It will be shown later, that both effects are 

important. In either case, the near-equilibrium mobility is a poor measure of the 

actual charge motion in operational solar cells; it not only underestimates the 

actual charge velocity by several orders of magnitude but also misses the wide 

spread in extraction times. 

Deeper insight into the dispersive motion of photo-created charge carriers in 

organic solar cells can be gained from the simulation of experimental data in 

figure 8.1 by a kinetic Monte Carlo model. The model accounts for the hopping 

charge motion in the energetically disordered donor-HOMO and acceptor-

LUMO levels in the bulk heterojunction and keeps track of all Coulomb 
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interactions as well as exciton recombination and diffusion; see section 4.6.2 for 

more details. Monte Carlo simulations (dashed lines in fig. 8.1) reproduce well 

the two key features of the experiment: the dispersive shape of the charge 

extraction curve and the fact that charge extraction is much faster than would be 

expected on basis of near-equilibrium mobilities. 

The field dependence of the amount of extracted charge is plotted in figure 8.1b. 

It is indicated for the characteristic time of 3.2 ns, where the TREFISH 

measurement ends (open squares), and when all charge is extracted (filled 

squares). At 3.2 ns significant hole extraction has not yet taken place, so only 

electron kinetics are probed. Clearly the simulation (dashed lines) captures the 

field dependence of the extraction kinetics very well. Apart from some 

deviations at low effective field also the total amount of extracted charge is well 

reproduced by the model, suggesting a reasonable description of recombination 

kinetics in this field regime. Recombination kinetics is, however, not the main 

purpose of the present work. The fact that equilibrium mobilities are a poor 

measure of the actual kinetics is once more highlighted by the colored area, 

which has been calculated while ignoring recombination and thereby forms an 

upper limit. 

As discussed above, the large spread in extraction times of photo-created charges 

in OPV cells can be either due to dispersion or a time-dependent mean mobility 

or a combination thereof. In contrast to the experiments, the MC calculations 

can easily separate the two effects. Figure 8.2 (right y-axis) displays the transient 

mean total mobility, i.e. the sum of the mean electron and mean hole mobilities, 

extracted from Monte Carlo simulations with the same hopping parameters as 

used above. In line with the results in fig. 8.1 the mobility is far from constant; 

only beyond the µsec-range does it level off. The noise in the simulation at these 

times stems from the fact that by then the vast majority of charges have either 

been extracted or recombined, making it virtually impossible to reach converged 

results in this manner. Nevertheless, the predicted steady-state total mobility, 

which is entirely dominated by the larger electron mobility, agrees quite well 
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with the near equilibrium value for e = 4 × 10-4 cm2/Vs and, more importantly, 

with the values obtained from the photo-CELIV (charge extraction by linearly 

increasing voltage; see chapter 4.3) experiment (blue squares). 

The simulation results in figure 8.2 are essentially independent of the initial 

concentration, i.e. light intensity. That means that on the time and energy scales 

relevant to charge extraction in OPV devices carrier kinetics and relaxation are 

not significantly affected by state filling effects; this is in stark contrast to the 

corresponding near-equilibrium situation where state filling is important at much 

lower concentrations.161 It also allows to translate these results to OPV cells 

under steady state (CW, 1 Sun) operation. 

 

Figure 8.2 Simulated relaxation of photo-created charges and transient mobilities. Left y-

axis shows electron and hole relaxation for the indicated initial concentrations. Relaxation 

starts at the HOMO -5.7 eV and LUMO -4.1 eV centers (black horizontal bars); Right y-

axis shows the corresponding mean total mobility (red squares) and the transient mobility 

measured by photo-CELIV (blue squares). Simulations where carried out with periodic 

boundary conditions in all directions (i.e. no contacts) in the presence of a small electric 

field to enable determining the mobility without affecting it (1 V/100 nm). 
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8.2. Charge carrier relaxation 

What is the physical reason for the fast charge carrier motion and its dispersion? 

It has been previously shown that dispersion of mobilities is of relevance to 

OPVs.162,163 Also in a few recent papers the importance of fast, mainly diffusive 

motion of photo-generated charges was again highlighted.116,123 This motion is 

driven both by entropic effects and by the ability of the charges to relax in the 

disordered density of states (DOS): white light excitation leads to electron and 

hole populations with mean energies at the center of the donor HOMO and donor 

LUMO (if significant exciton diffusion takes place this may cause some 

relaxation). However, as electron transfer to the acceptor is an energetically 

downward process this will, for statistical reasons, again lead to an electron 

population that is centered around the (acceptor) LUMO – assuming the electron 

is the charge that gets transferred; the hole population remains unchanged (and 

partially relaxed in case exciton diffusion is significant) upon charge transfer. 

Hence, the electron and the hole can substantially relax in their respective DOS 

after charge transfer. This motion (a) is energetically downward even though the 

remaining CT binding energy of ≈ 0.2 eV needs to be overcome 123,164 and (b) is 

therefore very fast. In contrast, near-equilibrium motion is governed by hops that 

are energetically upward (from the equilibrium energy to some transport energy) 

and is therefore much slower.165 

The relaxation curves in figure 8.2 (left y-axis) quantify the picture sketched 

above. Although exciton diffusion is incorporated in the MC simulations, it does 

not lead to substantial relaxation before charge transfer takes place – it would 

give rise to simultaneous relaxation of the mean electron and hole energies, 

which is not observed. Hence both the electron and the hole relax by hopping 

motion, starting at the acceptor LUMO energy (-4.1 eV) and the donor HOMO 

energy (-5.7 eV), respectively. Due to their faster hopping, electron relaxation 

starts before hole relaxation. As relaxation continues, the number of ‘easy’ hops, 

i.e. energetically downward or only slightly up, decreases and therefore the 

mobility decreases. Note also that especially the electron population does not 
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reach equilibrium (at an energy of −𝜎2 𝑘𝐵𝑇⁄  below the LUMO center) – the line 

stops where poor statistics due to the vanishing population set in. The last 

remaining holes do reach near-complete relaxation which is due to the lesser 

disorder in the donor HOMO than in the acceptor LUMO (𝜎ℎ  = 0.1 eV vs. 

𝜎𝑒 = 0.12 eV) which greatly affects the relaxation speed.166 This does not mean 

that all holes have relaxed before leaving the device, as will be extensively 

discussed in the following text. 

The energies and mobilities discussed so far are statistical means for the 

populations surviving at the indicated time. Hence, variations within these 

populations are not shown. In fact, such variations are an important cause for 

dispersion. As hopping charge motion is a statistical process, charges that 

happen to hop to a (very) low-lying state will take (very) long to be extracted. 

Conceptually it is tempting to consider such deep states as traps;167 however, 

there is no fundamental difference between deeper and less deep states in the 

(Gaussian) DOS. In all cases charge motion, and concomitant relaxation is by 

hopping between localized states in a disordered energy landscape. 

The dispersive motion of photo-created electrons and holes is characterized in 

figure 8.3. The top panel of figure 8.3a shows the transient mean electron and 

hole mobilities calculated for the TREFISH/IPC experiment in figure 8.1a at 

𝑉𝑒𝑓𝑓 = -1 V. As expected, at long times both relax to the steady-state values 

indicated by the horizontal bars. These confirm that the measured photo-CELIV 

mobilities (filled and open symbols) reflect a near-equilibrium value for 

electrons and holes. The middle panel shows the distribution functions (per unit 

log-time) of the electron and hole extraction times (blue and red shaded areas, 

respectively), i.e. the time needed for each charge to be extracted after its photo-

creation. As these histograms have an approximately log-normal shape, their 

means sit on the right-hand side of the mode (maximum) as indicated by the 

vertical bars. The normalized integrals of the distribution functions are presented 

in the bottom panel and reflect the fraction of charges that have been extracted 

after a certain time. Importantly, at the mean extraction time, about 80-90% of 
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all photo-created charges have been extracted already. In fact, about 50% of all 

charges are more than an order of magnitude faster than the mean. This shows, 

once more, that mean extraction times are a very poor measure of the actual 

kinetics in OPV devices. 

 

Figure 8.3 Dispersion in mobility and charge extraction time. (a) Top panel: simulated 

charge carrier mobility relaxation with time for electrons (blue) and holes (red) during a 

TREFISH experiment at 𝑉𝑒𝑓𝑓  = -1 V. Horizontal bars are corresponding steady-state 

mobilities, symbols are measured photo-CELIV mobilities of the TQ1:PC71BM device 

(blue squares) and of a TQ1 film (red squares). Middle panel: extraction time distribution 

functions for the TREFISH simulations (dashed lines and shaded area, left y-axis); dashed 

lines match the steady-state device simulations at short circuit and  1 Sun. Solid and 

dashed lines (right y-axis) are the corresponding log-integrals. Vertical bars indicate mean 

extraction times. Bottom panel: comparison of an explicit TREFISH simulation 

(𝑉𝑒𝑓𝑓  = -1 V, dashed black curve) with the average of the integrated electron and hole 

extraction time distributions under steady state (solid lines). (b) Experimental charge carrier 

extraction time distributions (thick solid lines) obtained as the log-time derivate of the 

experiment in fig. 8.1a. Dashed lines are the same procedure applied to the simulation 

curves. Shaded areas are the corresponding simulated extraction time distributions. 
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8.3. Relevance to typical operation of OPV cells 

A crucial question is whether the TREFISH/IPC results, obtained after pulsed 

excitation, can be directly translated to operational solar cells that are CW 

excited with lower light intensity and concomitant lower charge densities. The 

affirmative answer to this question lies in the comparison of the above discussed 

results with simulations carried out with exactly the same parameters and 

(homogeneous) generation profile as in the TREFISH/IPC simulations but using 

continuous excitation with approximately 1 Sun intensity. 

The solid lines in figure 8.3a (middle panel) show the extraction time 

distribution functions obtained from device simulations under steady state, 

which now reflect the time lag between carrier photo-generation and extraction. 

Good agreement between distribution functions is obtained from simulations 

under pulsed and CW (steady state) illumination conditions. This shows that 

pulsed excitation adequately reflects processes under CW excitation. 

Consequently, the averaged sum of the integrated electron and hole distributions 

as obtained from simulation under CW excitation perfectly reproduces carrier 

extraction kinetics obtained from simulations under pulsed excitation (solid and 

dashed lines in bottom panel of figure 8.3a). This is a key result as it allows to 

make statements about the dispersive charge kinetics during normal (CW, 

≈ 1 Sun) solar cell operation on basis of pulsed (laser) measurements. 

The bottom panel of figure 8.3a shows that, at least for sufficiently thin devices, 

the shape of the TREFISH/IPC response curve (dashed line) is equal to the sum 

of the integrated distribution functions during steady-state operation (solid line). 

The important consequence is that by calculating the log-time derivative of the 

TREFISH/TOF curve the distribution of extraction times in the solar cell under 

CW (1 Sun) operation can be obtained. This is shown in the b panel of figure 8.3 

where the thick solid lines are now the experimental extraction time distribution 

functions obtained as 𝑑(∆𝑄) 𝑑(log 𝑡)⁄  of the (smoothed) experimental data in 

figure 8.1a. Smoothing was accomplished by separately fitting TREFISH and 

IPC data by a sum of exponentials and is the cause of the small additional bumps 
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in the experimental curves. Fitting converged at 2 and 3 exponentials for the 

TREFISH and IPC respectively. Error bars indicate the largest error if a different 

number of exponentials (3 and 2 respectively) would have been used instead. 

The dashed curves show the distributions obtained by applying the same method 

to the corresponding MC simulations. Given the noise in the experiments the 

agreement between distributions obtained from experimental and simulated data 

is rather satisfactory: a double peak structure is clearly visible, confirming the 

previously assumed time lag between electron and hole extraction. Moreover, 

the simulations do follow the experiments both in the magnitude of the 

dispersion, as can be measured by the shape and width of the separate peaks, and 

in the position and field dependence of the peak maxima. 

8.4. Energy resolved current density 

The strong dispersion in extraction times shown in fig. 8.3 suggests that in 

operational solar cells most of the photocurrent is carried by the fastest charges, 

i.e. the charges that do not get stuck in a deep site. On the other hand, charges 

that make up most of the density of occupied states (DOOS) are those that do 

get stuck and cause a build-up of space charge. The left panel of figure 8.4a 

shows that this intuitive distinction between more and less mobile charges can 

indeed be made. Plotted are the simulated steady-state electron and hole DOOS 

during  1 Sun operation at 𝑉𝑒𝑓𝑓  = -0.2 V ( MPP, solid lines) and at 

𝑉𝑒𝑓𝑓 = -1 V (short-circuit, dashed lines). Due to the higher electron mobility the 

electron DOOS is lower than the hole DOOS; both decrease with field as 

expected. Note that the DOOS peaks do not lay at 𝜎2 𝑘𝐵𝑇⁄  below the LUMO or 

above the HOMO center, indicating incomplete thermalization of charge carrier 

distributions under steady-state conditions. This reflects the fact that charges 

typically leave the device, either by extraction or recombination, before they 

have thermalized in the DOS. In this context it is crucial to keep in mind the 

difference between thermalization by hopping around in an energetically 

disordered landscape, which is considered here, and on-site thermalization in, 

for instance, a vibrational manifold.67 
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More surprising is the energy-resolved current density in the right panel of fig. 

8.4a; 𝑗(𝐸)  is a distribution function of the current density over energy; 

integrating 𝑗(𝐸) gives the total current density that is positive and equal for both 

 

 

Figure 8.4 Energy distribution of charge and current density. (a) Left panel: DOOS 

distributions of electrons (blue) and holes (red) simulated during steady-state operation at 

the indicated 𝑉𝑒𝑓𝑓 and ≈ 1 Sun. HOMO and LUMO DOS are indicated as dotted lines (not 

to scale). Right panel: corresponding energy-resolved current density (top x-axis) showing 

the contributions to photocurrent from charge carriers at different energies. (b) 

Corresponding charge density profiles at short circuit (symbols). Long-dashed lines are a 

guide to the eye. 
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electrons and holes. Both the electrons and the holes show a positive contribution 

to the total current from lesser relaxed carriers and a smaller, negative 

contribution from more relaxed carriers. The positive and negative current peaks 

are due to, respectively, the drift and net diffusion contributions to the total 

current. The drift contribution simply follows the direction of the electric field 

and is therefore positive. The negative sign of the net diffusion contribution can 

be understood as follows: taking the holes as an example, the hole current 

density increases towards the hole extracting contact which follows from the fact 

that charges generated in an increasingly large fraction of the total film thickness 

contribute to the (local) current density. From this and the fact that charges that 

traveled longer distances will be further relaxed it follows that also the hole 

density increases towards the hole extracting contact as shown in fig. 8.4b. This 

leads to a charge density gradient (a) that is mostly directed away from the 

extracting contact and (b) that consists mainly of ‘relaxed’ holes. Hence the sign 

of the net diffusion current is negative and the peak in the hole DOOS coincides 

with the negative peak in 𝑗(𝐸) . Similarly, the same can be explained for 

electrons. Hence, further relaxed charges do not only contribute less to the net 

current, they in fact counteract the net current due to the negative density 

gradient that gives rise to diffusion away from the contact. It should be kept in 

mind that drift and diffusion currents running in opposite directions are a well-

understood characteristic of Ohmic contacts in general.168 The distinct feature of 

the situation in fig. 8.4 is that these currents flow at different energies, once more 

highlighting that the system is far from equilibrium. 

8.5. Polymer acceptors 

The description of the behaviour of the photogenerated charges presented in the 

previous chapters is not limited to the devices investigated or even to 

polymer:PCBM solar cells. Insights drawn from the measurements and 

calculations presented here can be applied to a wide range of organic 

photovoltaic systems constituting of a disordered mixture of donor-acceptor 

materials, including PCBM-free devices or those based on small molecules. 
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Although devices employing fullerenes as the acceptor material currently 

demonstrate the best results in term of power conversion efficiency, there has 

long been a wish to replace PCBM with high electron mobility polymer. 

Fullerenes are not ideal acceptor materials. Major drawbacks include weak light 

absorption and fixed energy levels, limiting the number of possible electron 

donor pairs. So-called all-polymer or polymer-polymer devices consisting of 

polymer-donor and polymer-acceptor materials, not only overcome these issues, 

but possess many advantages over polymer-fullerene solar cells, including 

tunable chemical and electronic properties as well as enhanced stabilities.110,169  

Figure 8.5 shows the time-resolved extraction of photo generated carriers at the 

indicated applied reverse bias in complete solar devices based on TQ1:N2200 

compared to those of TQ1:PC71BM. These traces represent the cumulative 

collected charge at the electrodes following excitation by a laser pulse.94 Both 

types of devices show a similar charge extraction profile which is log-linear in 

shape and represents a wide spread of extraction times. As was previously shown 

in section 8.2 for the case of TQ1:PC71BM the first half of these transients is 

mainly dominated by the motion of electrons, whereas the second half 

 

Figure 8.5 Time-resolved extraction of photogenerated charge carriers. (a) – TQ1:PC71BM 

solar cell excited at 550 nm with a pump fluence of 0.18 𝜇𝐽𝑐𝑚−2. (b) – TQ1:N2200 solar 

cell excited at 810 nm with a pump fluence of 3.67 𝜇𝐽𝑐𝑚−2 (TQ1:N2200 absorbs weakly 

at this wavelength). Colored traces indicate experimental results, dashed black traces show 

results of kinetic Monte Carlo simulations. Inset in (b) shows that photogenerated carrier 

extraction in TQ1:PC71BM is significantly faster than in TQ1:N2200. 



 

90 
 

corresponds to the motion of holes. As in TQ1:N2200 blends only the acceptor 

has been replaced, the first half of the extraction kinetics is expected to be 

dominated by the motion of electrons in the N2200 phase. A side-by-side 

comparison of the extraction kinetics in both blends (Figure 8.5b, inset) suggests 

that the transport of photogenerated carriers in TQ1:PC71BM is faster than in 

TQ1:N2200, yet the difference arises during the first half of the extraction phase, 

hinting at a lower electron mobility. Monte Carlo simulations were used to 

double-check this result. The experimental data in figure 8.5 was used to obtain 

the simulation parameters responsible for hopping carrier motion: 𝑎𝑛𝑛  is the 

inter-site distance, 𝜈0  is the attempt-to-hop frequency, and 𝜎  is the energetic 

disorder. In principle, the values of these parameters do not form a unique set - 

a large 𝜎  can be compensated by increasing 𝜈0 . To avoid ambiguous fits to 

experiment, 𝑎𝑛𝑛  was fixed at a reasonable value of 𝑎𝑛𝑛 = 1.8 𝑛𝑚 .123 This 

allowed for the fit of the experiment by a unique set of four parameters. The 

energetic disorder 𝜎  for holes/electrons defines dispersion, whereas 

hole/electron 𝜈0 defines the onset of charge motion. Reasonably good fits to the 

experiment could be obtained (figure 8.5, black dashed traces) using the 

parameter set in table 8.1.  

Figure 8.6 shows the simulated photogenerated carrier mobility for both blends 

at an electric field strength of 1 V/100 nm. Time dependence of the 

photogenerated carrier mobility 𝜇𝑝ℎ𝑜𝑡𝑜(𝑡) arises from the relaxation of the free 

charge carriers in the DOS. Rather similar hole mobility kinetics in both blends 

indicates that the transport of photogenerated holes in the donor phase is 

comparable when TQ1 is blended with either acceptor. Comparable hole 

transport is expected, as in both blends the TQ1 phase remains quite 

Table 8.1 Monte Carlo simulation parameters. 
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amorphous.110,170 In contrast, the time-dependent electron mobility is 

significantly higher when TQ1 is blended with PC71BM instead of N2200, as 

suggested by experiments; see the inset of Figure 8.5b. As such, PC71BM is 

superior to N2200 as an electron transport material due to its higher time-

dependent electron mobility. After a sufficiently long time delay following 

photoexcitation, the photogenerated carriers will reach quasi-equilibrium and 

have a constant (time-independent) mobility. In principle, in this regime the 

transport of photogenerated carriers is indistinguishable from that of injected 

carriers, as both are transported at similar energies in the DOS.  

A practical implication of the above results is that mobilities found in one 

experiment are not necessarily relevant to the other, even if both are in the same 

density regime. The strong time dependence of the mobility of photo-created 

charges in combination with the fact that the vast majority of these charges gets 

extracted before full thermalization occurs makes mobilities from ”slow” 

 

Figure 8.6 Simulated photogenerated carrier mobility for TQ1:PC71BM (solid lines) and 

TQ1:N2200 (dashed lines) comparison to SCLC mobility (solid fill and dashed fill 

respectively). Blue corresponds to electrons, red corresponds to holes.  
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experiments, that effectively probe the mobility of (almost) completely relaxed 

charges, like space charge limited currents (SCLC) and photo-CELIV are of 

limited relevance for understanding operational OPV cells. Mobilities extracted 

from dark current-voltage characteristics of OPV devices are therefore not 

particularly suited to make statements about the kinetics underlying the 

corresponding light current-voltage curve. Likewise, expressing recombination 

rates in operational OPV in terms of equilibrium mobilities seems of limited use. 

Even the relevance of properly defined and measured time-dependent mean 

mobilities is limited in view of the strong dispersion in extraction times. 
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9. Influence of active layer optimization  

As the results presented in the previous chapters show, mobility of the photo-

generated charges plays a crucial role in ensuring efficient charge extraction. 

Although employing bulk hetero-junction device architecture allowed for more 

efficient exciton dissociation, this approach, by its nature, hinder charge 

migration. High disorder in the active layer gives rise to a negative contribution 

to the total current from more relaxed charge carriers, while isolated donor or 

acceptor domains produces traps. It should then come as no surprise that 

optimisation of morphology of the active layer might, at least partially, help to 

address these issues. 

Some rather simple methods of morphology optimization, such as blending ratio, 

solvent optimization and thermal annealing, have been successfully performed 

in the past.53–57 Solvent additives, on the other hand, are a relatively new 

development. 

One of the most efficient OPV blends is of the polymer PTB7 and the soluble 

fullerene PC71BM and it achieves high efficiency using a high-boiling-point 

solvent additive 1,8diiodooctane – (DIO) for processing the active layer.26,128,171–

174 The influence of DIO on morphology of PTB7:PC71BM blends has 

previously been investigated in detail, which indicated that the blends prepared 

without additive show pure fullerene clusters of 20-60 nm in size which form 

large agglomerates embedded in a polymer-rich matrix with about 30 wt.% 

fullerene in it.175–178 The addition of DIO to the casting solvent improves the 

miscibility of PC71BM with PTB7, dramatically shrinks the size of the clusters 

to several nanometers and forms interpenetrating polymer-rich and fullerene rich 

phases of tens of nanometers in size.175,177 Fluorescence quenching was found to 

be of similar efficiency in blends prepared with additive and without, suggesting 

that the increase of power conversion efficiency is not due to more efficient 

charge generation.177 This is consistent with the power conversion efficiency 

enhancements occurring in both the polymer and fullerene absorption regions, 

suggesting that the improvement results from reduced carrier recombination 
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instead.175,177 The origin of reduced recombination is not known; possible 

explanations include improved charge separation, higher carrier mobility or 

reduced charge trapping.177,179–181 It is therefore clear that a detailed 

understanding of the free carrier generation, transport and extraction in this 

important high performance blend is lacking. 

9.1. Solar cell characterization 

Figure 9.1 shows the current-voltage characteristics of the solar cells at the 

optimum blend ratio [P40:F60], prepared with and without DIO and measured 

at AM 1.5 conditions using a solar simulator from Sciencetech and the intensity 

calibrated with an ORIEL reference cell with KG5 filter. The spectral mismatch 

factor was close to unity (0.995) for PTB7:PC71BM. An aperture of the same 

size as the pixel was used to avoid contribution from stray light outside the 

device area. The device prepared with DIO shows about two times higher short-

circuit current 𝐽𝑆𝐶 and fill factor 𝐹𝐹. Open circuit voltage 𝑉𝑂𝐶 does not depend 

on the solvent additive. The power conversion efficiency (PCE) of the device 

prepared with DIO was 5.4% at AM 1.5 conditions. It is important to note that 

the stack of the devices presented here has identical active layer properties 
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Figure 9.1 Current-voltage characteristics of the PTB7:PC71BM [40:60] solar cells under 

1 Sun illumination. 
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(blend ratio, solution concentration, spin coating deposition parameters, 

thickness, deposition onto PEDOT) as the best reported devices, but suffers from 

lower overall performance owing to non-optimized contacts, resulting in 

efficiencies comparable to those which others report with similar non-optimized 

contacts.171,175,177 None the less, the same dramatic improvement in overall 

device performance with the addition of DIO can still be seen and used as a basis 

for understanding on how the changes in morphology, that are known to be 

occurring, influence the electronic properties of the device. 

9.2. Charge separation and extraction dynamics in 

optimized cells 

Figure 9.2 shows the photo-induced voltage drop ∆𝑈 in the devices with 60 wt.% 

PC71BM which have the highest power conversion efficiency. It is measured by 

TREFISH in the time range from 0 to 3 ns. The long-time data are obtained from 

the integral-mode photocurrent (IPC) measurements. 

The voltage drop at long times is proportional to the total amount of extracted 

charge from the device. At 1000 ns it is two times bigger in devices prepared 

with DIO which agrees well with about two times higher photocurrent observed 

in current-voltage characteristics at the short circuit condition and at reverse bias 

(fig. 9.1). In order to more clearly compare the extraction kinetics, figure 9.2 

presents the voltage kinetics for the sample without DIO normalized to that for 

the sample with DIO as black dotted curves. They show that charge extraction 

at the 3 V bias is only marginally faster from the cell prepared with DIO. The 

difference is slightly stronger at 0 V bias. This indicates that the extraction 

efficiency of free carriers with a strong internal field is not particularly sensitive 

to morphology and suggests that the increased short circuit photocurrent in 

devices prepared with DIO is mainly due to more efficient charge separation 

rather than extraction. Combining this with previous observations that the charge 

generation efficiency is similar in blends prepared with additive and without,177 

leads to conclusion that the increase of photocurrent in devices prepared with 

DIO occurs mainly because of a higher dissociation efficiency of photo-
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generated charge pairs. The charge extraction at 0 V bias is faster in a device 

prepared with DIO as the time taken to extract a half of the charge decreases 

from 60 ns without DIO to 40 ns with DIO. In this case the internal electric field 

in the cell is lower than at the short circuit condition because the total voltage 

drop on the load resistor comes to nearly a half of the built-in voltage. A faster 

charge extraction from DIO-prepared devices at low built-in field reduces 

recombination losses and can explain the higher fill factor of solar cells prepared 

with DIO. 
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Figure 9.2 Photo-induced voltage drop in devices with 60 wt.% PC71BM at 3 V reverse 

bias (a) and at the built-in field only (b) as a function of time after the pump pulse. The 

results are derived from TREFISH measurements up to 3 ns and from the integral-mode 

photocurrent at longer times (note log scale after the axis break). Black curves correspond 

to devices without DIO, blue to devices with DIO. Black dotted curves show the kinetics 

from devices without DIO which are scaled to match the voltage drop in devices with DIO 

at late times. Pump density was 4·1011 absorbed photons/cm2 at the peak of polymer 

absorption (680 nm). 
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9.3. Charge generation in devices of different donor-

acceptor ratio 

The amount of charge extracted in 1 µs reveals the influence of electric field, 

blend ratio and the use of DIO on the charge separation efficiency (figure 9.3). 

The amount of extracted charge from the cell with 10 wt.% fullerene shows 

approximately linear dependence on the reverse bias with no saturation even 

at -4 V. At its maximum, ∆𝑈 from this cell is still about 20 times lower than 

from the cells with high fullerene content. This indicates that charge pairs are 

strongly bound and can only be separated by strong electric fields in the blend 

with low fullerene content. It is interesting to note that the additive DIO 

decreases the amount of extracted charge from the polymer-rich blend, which is 

opposite to what is observed in the fullerene-rich blends, and the reduction factor 

is independent of the applied bias. In contrast, the amount of charge extracted 

from other three blends is much higher and shows a weak dependence on the 

bias between -1 and -4 V indicating that a weaker electric field is sufficient to 

drive charge separation in fullerene-rich blends. 

This result is consistent with previous observations of efficient free carrier 

generation in fullerene-rich blends 66 and much higher initial electron mobility 

in the fullerene than the hole mobility in the electron donors observed by means 

of THz spectroscopy.182 The amount of charge extracted from the blends with 

80 and 90 wt.% fullerene increases by about 30% with the increase of the 

negative bias between -1 and -4 V. This can be attributed to carrier generation 

from excitons deep inside PC71BM domains, a process which is assisted by an 

electric field. At high PC71BM concentrations the absorption by fullerene at the 

excitation wavelength (680 nm) is comparable to that of the polymer and many 

excitons are generated deep inside the fullerene phase. The three-dimensional 

exciton diffusion length in PC71BM can be estimated as √6𝐷𝜏  where 𝐷  is 

exciton diffusion coefficient and 𝜏 is the exciton lifetime (described in more 

detail in chapter 2.2). Using the reported 𝐷 and 𝜏 values,177 exciton diffusion 

length of about 7 nm in the bulk PC71BM should be expected. With polymer 
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concentrations at only 10-20 wt.% not all excitons created in fullerene domains 

reach the heterojunction – charge carriers can also be generated inside the 

fullerene domains with the assistance of an electric field as observed 

previously.119,183 Such generation path can explain why the free carrier yield is 

bias-dependent. This suggests that carrier generation mechanism in the 

fullerene-rich blends could be different, depending if photon is absorbed by the 

polymer or by PC71BM. 
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Figure 9.3 Photo-induced voltage drop at 1 µs from the integral-mode photocurrent 

measurements vs an applied external voltage in devices with different blend ratios for the 

excitation density of 4·1011 absorbed photons/cm2. Doted black and blue curves correspond 

to the devices without and with DIO respectively. 
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9.4. Effect of blend ratio and solvent additive on 

carrier mobility 
In order to understand the role of electron and hole motion in charge separation 

and the effect of morphology, time-dependence of carrier extraction from 

devices prepared with different blend ratios (figure 9.4) was studied. The blends 

with high fullerene content show an enhancement of the amount of extracted 

charge when prepared with DIO, although the enhancement factor is slightly 

lower than that observed in a blend with 60 wt.% fullerene (figure 9.2). All 

fullerene-rich blends show a fast extraction phase within 10 ns which gets faster 

with increasing fullerene content and is followed by a slow phase on the 

10-100 ns time scale. In the blend with 60 wt.% fullerene, half of the mobile 

carriers are extracted in ≈ 10 ns at a 3 V reverse bias (figure 9.2) whereas in the 

blend with 80 wt.% fullerene this happens in ≈ 2 ns (figure 9.4). Even faster 

carrier extraction is observed in the blend with 90 wt.% fullerene which is 

complete in ≈ 0.5 ns. This is similar to previous observations of very fast 

electron extraction from neat PC61BM films.183 In contrast, carrier extraction 

from the polymer-rich blend is much slower and occurs on a 100-1000 ns time 

scale. This trend allows for the assignation of the fast extraction phase in 

fullerene-rich blends to electrons and the slow phase to holes. The additive DIO 

enhances the electron extraction rate from the fullerene-rich blends, yet slightly 

slows down carrier extraction from the polymer-rich blend. 

In order to evaluate the electron and hole mobilities and their dependence on the 

blend ratio, power-law mobility model was employed (described in detail in 

section 4.6.1). Figure 9.5 presents the fits to the voltage kinetics as well as the 

electron and hole contributions to it. The insets show the simulated electron and 

hole mobilities. The simulations reproduce the experimental results well for the 

[P40:F60] and [P20:F80] samples, whilst the fits for the two extreme blend ratios 

are much worse. It is apparent that the power law functions cannot adequately 

describe the time dependences of the carrier mobilities at very low donor or 

acceptor concentrations. This is not surprising because these concentrations are 

at the percolation limit, and one type of carriers will inevitably encounter dead 
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ends of charge transporting domains.125 The simulated electron and hole 

contributions to integrated current show that only about 50% of electrons are 

extracted from the blend with 10 wt.% fullerene in 1 μs, and that extraction of 

holes from the blend with 90 wt.% fullerene is very inefficient. In solar cells 

with the optimal blend ratio of 60 wt.% fullerene electrons are extracted in 
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Figure 9.4 Photo-induced voltage drop for the pump density of 4·1011 absorbed 

photons/cm2 in PTB7:PC71BM devices with very low and high fullerene content at 3 V 

reverse bias. Black curves correspond to devices without DIO, blue to devices with DIO. 

Black dotted curves show the kinetics from devices without DIO which are scaled to match 

the voltage drop in devices with DIO at long times. 
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≈ 40 ns at a -3 V bias, whereas the hole extraction takes ≈ 200 ns. This indicates 

that carrier extraction is slightly unbalanced in optimized devices. In the blends 

with the fullerene content of 60, 80 and 90 wt.%, the electron mobility in the 

first 10 ps after the pump pulse is > 0.1 cm2V-1s-1 (see inset of figure 9.5). The 

electron mobility in the device optimized with DIO is only slightly higher. High 
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Figure 9.5 Modelling results of the carrier extraction kinetics from the cells prepared with 

different blend ratios without DIO at 3 V reverse bias. Black lines are the experimental data, 

green lines are the modelled kinetics, blue and red lines show electron and hole 

contributions respectively. Insets show time-dependent electron (blue lines) and hole (red 

lines) mobility obtained from the fits. Symbols in the inset to plot (b) show electron and 

hole mobility in the [P40:F60] cell prepared with DIO. 
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electron mobility drives fast dissociation of generated charge pairs into free 

carriers. The blend with 90 wt.% fullerene shows a weak 𝜇𝑒 ∝ 𝑡−0.3  time 

dependence which can be explained by electron trapping at low energy sites. For 

comparison, the electron mobility in blends with 60 and 80 wt.% fullerene shows 

a stronger time dependence 𝜇𝑒 ∝ 𝑡−0.6 suggesting that there might be another 

mechanism allowing for the drop in mobility in addition to relaxation to low 

energy sites (chapter 8). It is natural to assume that the electron mobility 

decreases when electrons reach the boundaries of fullerene clusters and 

fullerene-rich domains. This assumption is supported by an about ten times 

lower initial electron mobility in the blend with 10 wt.% fullerene and its rapid 

decrease with time as 𝜇𝑒 ∝ 𝑡−0.7, both showing that the electron transport is at a 

percolation limit in this blend. The highest initial hole mobility is observed in 

the optimized blend with 40 wt.% polymer and not in the blend with 90 wt.% 

polymer indicating that the slow dissociation of bound electron-hole pairs limits 

the hole mobility in the polymer-rich blend. The time-dependence of hole 

mobility is very similar to that of electrons and follows 𝜇ℎ ∝ 𝑡−0.3  in the 

polymer-rich blend which changes to 𝜇ℎ ∝ 𝑡−0.7 in the blend with 10 wt.% of 

the polymer. The hole mobility at times > 1 ns agrees well with the steady state 

values of hole mobility reported in blends of PTB7 with the fullerene PC61BM 

which showed a decrease by three orders of magnitude when the fullerene 

concentration increased to 90 wt.%.184 Results presented above suggest that the 

mobility of both types of carriers is controlled by low energy and spatial traps in 

the blends. The initial values of hole mobility, however, are not strongly 

dependent on the blend ratio. This can be explained by the faster hole transport 

along the conjugated polymer chains as compared to transport between chains.185 

9.5. Effects of DIO on device morphology 

In the most efficient blend of [P40:F60] with DIO, an optimum morphology of 

a finely interpenetrating network of PTB7 and PC71BM is formed and the total 

amount of extracted charge is double that of a blend prepared without DIO. 

Experimental results presented above indicate that this enhancement is based on 
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a higher dissociation efficiency of generated charge pairs into free carriers which 

is independent of the applied electric field. An internal quantum efficiency 

of > 0.9 has been demonstrated in PTB7:PC71BM solar cells prepared with DIO 

26,171,172,177 implying that the free carrier generation efficiency is close to unity in 

optimized blends. Since the charge generation efficiency was found to be similar 

in blends prepared with additive and without,177 this indicates that about a half 

of generated charge pairs in the blends prepared without DIO never dissociate 

into free charge carriers. Previous studies of morphology and photo-physics of 

PTB7:PC71BM blends prepared without the additive showed large pure fullerene 

clusters of 20-60 nm in size which were embedded in a polymer-rich phase with 

about 30 wt.% fullerene mixed in it.175–178 Based on the observations of the pair 

dissociation efficiency being low in polymer-rich blends, one can assume that 

the geminate charge pairs generated between polymer and dispersed fullerene 

molecules in the polymer-rich phase never dissociate, as illustrated in figure 9.6. 

This happens because the hole mobility in PTB7 is inherently low and fullerene 

molecules in the polymer-rich phase are too far from each other. PTB7:PC71BM 

blends prepared using the additive DIO have been shown to consist of 

interpenetrating polymer-rich and fullerene-rich domains of tens of nanometers 

in size and large pure domains were no longer observed.175–177 These polymer- 

and fullerene-rich domains imply that there is a concentration gradient of donor 

and acceptor molecules between these domains. In such a morphology charge 

separation can be thermodynamically driven as the entropy increases with carrier 

motion from the lower to higher concentration of acceptor molecules. For 

efficient charge separation all fullerene molecules have to be well connected to 

provide unperturbed electron motion. An insight into the development of a well-

connected fullerene network in blends of PTB7 with a fullerene PC61BM 

processed with DIO has been given by in situ measurements of the grazing 

incidence small-angle X-ray scattering during solvent evaporation.175 These 

studies showed rapid formation of crystalline PTB7 aggregates driven by rapid 

evaporation of chlorobenzene but spontaneous phase separation was not 

observed presumably because of very slow evaporation of DIO which is a good 
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solvent for fullerene molecules. Shrinkage of the fullerene domains in 

PTB7:fullerene blends with addition of DIO is different from DIO’s role in 

altering the morphology in other photovoltaic blends where it promotes phase 

separation of two intimately mixed materials.186 

The increase of free carrier yield with DIO is also observed in blends with 80 

and 90 wt.% fullerene but the effect is less pronounced presumably because the 

fullerene molecules are better connected at higher concentration even without 

the additive. DIO also increases the carrier extraction velocity at weak electric 

field which can be explained by improved connectivity of nanostructured 

polymer-rich and fullerene-rich domains providing faster percolation channels 

 

Figure 9.6 Schematic of the proposed charge separation mechanism in PTB7:PC71BM solar 

cells. According to previous morphology studies, the blends prepared without additive form 

pure fullerene clusters of 20-60 nm in size which are embedded in a polymer-rich phase 

with about 30 wt.% fullerene mixed in it.175–178 The charge pairs generated at the dispersed 

fullerene molecules do not dissociate because of low hole mobility and only charge pairs 

generated at the fullerene clusters give photovoltaic response. The addition of DIO to the 

casting solvent improves the miscibility of PC71BM with PTB7 and forms interpenetrating 

polymer-rich and fullerene-rich phases of tens of nm in size.175,177 Charge separation in 

these blends is driven by fast electron motion in the fullerene-rich phase. Small scale phase 

separation also improves charge transport at low built-in field. 
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for extraction of both types of carriers. The DIO enhances the performance of 

all fullerene-rich blends but it reduces the amount of extracted charge from the 

polymer-rich blend. Even though the charge separation in the polymer-rich blend 

shows strong electric field dependence, the reduction factor of extracted charge 

with DIO is field-independent, suggesting that DIO changes the morphology of 

this non-optimum polymer-rich blend too. 
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10. Conclusions and outlook 

As we have seen, charge carrier mobility is one the key parameters determining 

power conversion efficiency of organic solar cells. Thus, understanding the full 

picture of charge migration in the active layer is of the upmost importance. Work 

presented above investigated multiple segments of this picture from the initial 

electron transfer at the donor-acceptor interface to the identification of the most 

relaxed charge carriers as the negative contributors to the overall photocurrent 

of the device. 

10.1.Conclusions 

Following electron transfer at organic interfaces electron delocalization occurs 

on a femtosecond time scale, during which the electron wavefunction spreads in 

the acceptor phase. Although the extent of the electron wavefunction in PCBM 

is limited to only several molecules, it is already sufficient to facilitate an 

average electron-hole separation distance of ≈ 2.5 nm on a femtosecond time 

scale. Coherent propagation also shapes the “initial” e-h distance distribution, 

which can be implemented in classical hopping models that are valid at time 

scales > 500 fs – the transition time from coherent propagation to incoherent 

hopping. Stochastic Schrödinger equation modelling, used to obtain these results, 

is not specific to OSCs and may be generalized to explain charge transfer not 

only at any molecular interface but also in other collectively coupled molecular 

system. 

IQE and PCE for polymer-fullerene cells are strongly dependent on fullerene 

concentration; fullerene concentrations of ≥ 50% (w/w) is required for the best 

performance of the solar cell. This conclusion can be traced to the very strong 

dependence of electron mobility in the fullerene phase on the polymer-fullerene 

ratio, giving rise to a variation of extraction times by a factor of more than 1000 

when the fullerene content is varied from 33% to 80%. Simultaneously, hole 

mobility alters much less (approximately ten times), making the precise nature 

of the polymer phase and its hole mobility less critical for the solar cell 
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performance. Therefore, fast electron motion between fullerene molecules is 

essential, enabling efficient separation of geminate charge pairs in low electric 

field of the devices. Carrier separation via hole motion when electrons are 

immobile is much slower and requires strong electric field not present in 

operating solar cells. It is worth noting that similar electron and hole mobility 

dependences on the blending ratio has been observed in other efficient blends of 

fullerenes with polymers and small molecules. This also explains why different 

polymer and small molecule donors show similar performance in solar cells 

based on bulk heterojunctions with fullerene derivatives.  

Charge extraction was experimentally shown to be highly dispersive, with which 

it is meant that (a) the mobility depends very strongly on time after photo-

creation and that (b) there is a large spread in charge extraction times, covering 

multiple orders of magnitude. Using the experimental data to define parameters 

for kinetic Monte Carlo modelling, the dispersion was shown to be due to 

relaxation of photo-generated charges in the disordered density of states; on the 

length scale of the device thickness charge motion is completely dominated by 

this relaxation. In fact, due to the (deliberate) simplicity of the Monte Carlo 

model, which excludes potential additional sources of dispersion in blends due 

to e.g. non-perfect percolation of PCBM (and polymer) domains creating spatial 

rather than energetical traps, the calculated dispersions should, for the used 

parameters, be considered as a lower limit. 

It was also shown that the extraction time distribution of photo-generated 

charges, which is a relevant measure of the dispersion of an OPV device under 

operational conditions, can be determined from measured pulse responses. 

Moreover, charge kinetics are orders of magnitude faster than what would be 

expected on basis of near-equilibrium mobilities. The strong time dependence 

of the mobility of photo-created charges in combination with the fact that the 

vast majority of these charges gets extracted before full thermalization occurs 

makes mobilities from ”slow” experiments, that effectively probe the mobility 

of (almost) completely relaxed charges, like space charge limited currents 
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(SCLC) and photo-CELIV are of limited relevance for understanding 

operational OPV cells. Even the relevance of properly defined and measured 

time-dependent mean mobilities is limited in view of the strong dispersion in 

extraction times. These results hold true not only for particular polymer-PCBM 

solar cells but are rather a common feature of disordered BHJ systems.  

Short circuit current in PTB7:PC71BM organic solar cells is determined by the 

separation of charge pairs into free carriers. This separation is found to be 

efficient in fullerene-rich blends and inefficient in the polymer-rich blends 

suggesting that high mobility of one type of carriers is essential for efficient 

charge separation. The free carrier yield is higher by a factor of two in devices 

prepared with DIO than without at the optimal blend ratio. Half of the generated 

charge pairs in the blends prepared without DIO never dissociate into free charge 

carriers, which can be attributed to charge pairs generated in the polymer-rich 

domains with molecularly dispersed fullerene molecules. DIO only weakly 

influences the carrier mobility. The carrier extraction rate slightly increases with 

morphology optimization with DIO, but only at low built-in electric fields. These 

findings explain the higher photocurrent and fill factor of devices prepared with 

DIO. These results also show that carrier extraction is unbalanced in optimized 

devices with electron extraction being about ten times faster than the hole 

extraction. 

10.2.Outlook 

Even though polymer-fullerene solar cells have recently achieved the famed and 

long-established goal of 10% power conversion efficiency, immense work in 

this area still awaits. Manufacturing price of conventional silicone solar cells 

steadily decreases, calling for even higher efficiency of organic solar cells in 

order to compete on the same W/€ level. What is more, shifting from spin-

coating manufacturing in the lab to the industrial roll-to-roll processing inflicts 

its toll on the performance of such devices. A combination of non-toxic solvents 

and additives with the manageable processing and post-processing techniques 

which does not corrupt the morphology of the active layer is yet to be found. 
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Stability and longevity of the polymer-based compounds have been left on the 

back burner as well. All of these issues should be addressed in due time if organic 

solar cells are to compete with the established technologies. Inventing new 

materials, applying new processing methods, developing new models for 

analyzing and understanding the photophysics are in high demand to further 

advance the field. 

Recent discovery and subsequent soar in perovskite solar cell efficiency has 

captured much of the photovoltaic academic world by surprise. However, it 

should not be viewed as a prophet of demise of polymer-PCBM solar cells but 

rather as a demonstration that disordered heterojunction approach is indeed 

viable and could be advanced further than previously imagined. Close 

collaboration between the two fields is essential for the progress of both 

technologies.   
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N. S.; Schwödiauer, R.; Bauer, S. Fabrication and Characterization of Solution-
Processed Methanofullerene-Based Organic Field-Effect Transistors. J. Appl. Phys. 

2005, 97 (8), 83714 DOI: 10.1063/1.1895466. 

(137)  Arkhipov, V.; Bässler, H.; Emelyanova, E.; Hertel, D.; Gulbinas, V.; Rothberg, L. 
Exciton Dissociation in Conjugated Polymers. Macromol. Symp. 2004, 212 (1), 13–24 

DOI: 10.1002/masy.200450802. 

(138)  Shuttle, C.; Hamilton, R.; O’Regan, B. C.; Nelson, J.; Durrant, J. R. Charge-Density-

Based Analysis of the Current–voltage Response of Polythiophene/fullerene 
Photovoltaic Devices. Proc. Natl. Acad. Sci. U. S. A. 2010, 107 (38), 16448–16452 DOI: 

10.1073/pnas.1004363107/-

/DCSupplemental.www.pnas.org/cgi/doi/10.1073/pnas.1004363107. 
(139)  De, S.; Pascher, T.; Maiti, M.; Jespersen, K. G.; Kesti, T.; Zhang, F.; Inganäs, O.; 

Yartsev, A.; Sundström, V. Geminate Charge Recombination in Alternating 

Polyfluorene Copolymer/fullerene Blends. J. Am. Chem. Soc. 2007, 129 (27), 8466–
8472 DOI: 10.1021/ja068909q. 

(140)  De, S.; Kesti, T.; Maiti, M.; Zhang, F.; Inganäs, O.; Yartsev, A.; Pascher, T.; Sundström, 

V. Exciton Dynamics in Alternating Polyfluorene/fullerene Blends. Chem. Phys. 2008, 

350 (1–3), 14–22 DOI: 10.1016/j.chemphys.2007.11.018. 
(141)  Schubert, M.; Preis, E.; Blakesley, J.; Pingel, P.; Scherf, U.; Neher, D. Mobility 

Relaxation and Electron Trapping in a Donor/acceptor Copolymer. Phys. Rev. B 2013, 

87 (2), 24203 DOI: 10.1103/PhysRevB.87.024203. 
(142)  Ponseca, C. S.; Nemec, H.; Vukmirovic, N.; Fusco, S.; Wang, E.; Andersson, M. R.; 

Chabera, P.; Yartsev, A.; Sundström, V. Electron and Hole Contributions to the 



 

119 
 

Terahertz Photoconductivity of a Conjugated Polymer: Fullerene Blend Identified. J. 
Phys. Chem. Lett. 2012, 3, 2442–2446. 

(143)  Ponseca, C. S.; Yartsev, A.; Wang, E.; Andersson, M. R.; Vithanage, D.; Sundström, V. 

Ultrafast Terahertz Photoconductivity of Bulk Heterojunction Materials Reveals High 

Carrier Mobility up to Nanosecond Time Scale. J. Am. Chem. Soc. 2012, 134 (29), 
11836–11839 DOI: 10.1021/ja301757y. 

(144)  Esenturk, O.; Melinger, J. S.; Heilweil, E. J. Terahertz Mobility Measurements on Poly-

3-Hexylthiophene Films: Device Comparison, Molecular Weight, and Film Processing 
Effects. J. Appl. Phys. 2008, 103 (2), 23102 DOI: 10.1063/1.2828028. 

(145)  Cunningham, P. D.; Hayden, L. M. Carrier Dynamics Resulting from Above and Below 

Gap Excitation of P3HT and P3HT/PCBM Investigated by Optical-Pump Terahertz-

Probe Spectroscopy †. J. Phys. Chem. C 2008, 112 (21), 7928–7935 DOI: 
10.1021/jp711827g. 

(146)  Vukmirović, N.; Ponseca, C. S.; Němec, H.; Yartsev, A.; Sundström, V. Insights into 

the Charge Carrier Terahertz Mobility in Polyfluorenes from Large-Scale Atomistic 
Simulations and Time-Resolved Terahertz Spectroscopy. J. Phys. Chem. C 2012, 116 

(37), 19665–19672 DOI: 10.1021/jp3055262. 

(147)  Jones, M. L.; Chakrabarti, B.; Groves, C. Monte Carlo Simulation of Geminate Pair 
Recombination Dynamics in Organic Photovoltaic Devices: Multi-Exponential, Field-

Dependent Kinetics and Its Interpretation. J. Phys. Chem. C 2014, 118 (1), 85–91 DOI: 

10.1021/jp408063f. 

(148)  Pal, S. K.; Kesti, T.; Maiti, M.; Zhang, F.; Inganäs, O.; Hellström, S.; Andersson, M. 
R.; Oswald, F.; Langa, F.; Osterman, T.; Pascher, T.; Yartsev, A.; Sundström, V. 

Geminate Charge Recombination in Polymer/fullerene Bulk Heterojunction Films and 

Implications for Solar Cell Function. J. Am. Chem. Soc. 2010, 132 (35), 12440–12451 
DOI: 10.1021/ja104786x. 

(149)  Vithanage, D. A.; Wang, E.; Wang, Z.; Ma, F.; Inganäs, O.; Andersson, M. R.; Yartsev, 

A.; Sundström, V.; Pascher, T. Charge Carrier Dynamics of Polymer:Fullerene Blends: 
From Geminate to Non-Geminate Recombination. Adv. Energy Mater. 2014, 1301706 

DOI: 10.1002/aenm.201301706. 

(150)  van Duren, J. K. J.; Yang, X.; Loos, J.; Bulle-Lieuwma, C. W. T.; Sieval,  a. B.; 

Hummelen, J. C.; Janssen, R. a. J. Relating the Morphology of Poly(p-Phenylene 
vinylene)/Methanofullerene Blends to Solar-Cell Performance. Adv. Funct. Mater. 

2004, 14 (5), 425–434 DOI: 10.1002/adfm.200305049. 

(151)  Andersson, L. M.; Zhang, F.; Inganäs, O. Stoichiometry, Mobility, and Performance in 
Bulk Heterojunction Solar Cells. Appl. Phys. Lett. 2007, 91 (7), 71108 DOI: 

10.1063/1.2771524. 

(152)  Savenije, T.; Kroeze, J.; Wienk, M.; Kroon, J.; Warman, J. Mobility and Decay Kinetics 

of Charge Carriers in Photoexcited PCBM/PPV Blends. Phys. Rev. B 2004, 69 (15), 
155205 DOI: 10.1103/PhysRevB.69.155205. 

(153)  Van Der Hofstad, T. G. J.; Di Nuzzo, D.; Van Reenen, S.; Janssen, R. A. J.; Kemerink, 

M.; Meskers, S. C. J. Carrier Recombination in Polymer Fullerene Solar Cells Probed 
by Reversible Exchange of Charge between the Active Layer and Electrodes Induced 

by a Linearly Varying Voltage. J. Phys. Chem. C 2013, 117 (7), 3210–3220 DOI: 

10.1021/jp306794j. 
(154)  Maturová, K.; Van Bavel, S. S.; Wienk, M. M.; Janssen, R. A. J.; Kemerink, M. 

Morphological Device Model for Organic Bulk Heterojunction Solar Cells. Nano Lett. 

2009, 9 (8), 3032–3037 DOI: 10.1021/nl901511a. 

(155)  Blakesley, J. C.; Neher, D. Relationship between Energetic Disorder and Open-Circuit 
Voltage in Bulk Heterojunction Organic Solar Cells. Phys. Rev. B - Condens. Matter 

Mater. Phys. 2011, 84 (7) DOI: 10.1103/PhysRevB.84.075210. 

(156)  Tress, W.; Leo, K.; Riede, M. Optimum Mobility, Contact Properties, and Open-Circuit 
Voltage of Organic Solar Cells: A Drift-Diffusion Simulation Study. Phys. Rev. B - 

Condens. Matter Mater. Phys. 2012, 85 (15), 1–11 DOI: 10.1103/PhysRevB.85.155201. 



 

120 
 

(157)  Koster, L. J. A.; Mihailetchi, V. D.; Ramaker, R.; Blom, P. W. M. Light Intensity 
Dependence of Open-Circuit Voltage of Polymer:fullerene Solar Cells. Appl. Phys. Lett. 

2005, 86 (12), 1–3 DOI: 10.1063/1.1889240. 

(158)  Maurano, A.; Hamilton, R.; Shuttle, C. G.; Ballantyne, A. M.; Nelson, J.; O’Regan, B.; 

Zhang, W.; McCulloch, I.; Azimi, H.; Morana, M.; Brabec, C. J.; Durrant, J. R. 
Recombination Dynamics as a Key Determinant of Open Circuit Voltage in Organic 

Bulk Heterojunction Solar Cells: A Comparison of Four Different Donor Polymers. Adv. 

Mater. 2010, 22 (44), 4987–4992 DOI: 10.1002/adma.201002360. 
(159)  Vandewal, K.; Tvingstedt, K.; Gadisa, A.; Inganäs, O.; Manca, J. V. On the Origin of 

the Open-Circuit Voltage of Polymer–fullerene Solar Cells. Nat. Mater. 2009, 8 (11), 

904–909 DOI: 10.1038/nmat2548. 

(160)  Giebink, N. C.; Lassiter, B. E.; Wiederrecht, G. P.; Wasielewski, M. R.; Forrest, S. R. 
Ideal Diode Equation for Organic Heterojunctions. II. the Role of Polaron Pair 

Recombination. Phys. Rev. B - Condens. Matter Mater. Phys. 2010, 82 (15), 1–12 DOI: 

10.1103/PhysRevB.82.155306. 
(161)  Coehoorn, R.; Pasveer, W. F.; Bobbert, P. A.; Michels, M. A. J. Charge-Carrier 

Concentration Dependence of the Hopping Mobility in Organic Materials with 

Gaussian Disorder. Phys. Rev. B - Condens. Matter Mater. Phys. 2005, 72 (15), 1–20 
DOI: 10.1103/PhysRevB.72.155206. 

(162)  Mattias Andersson, L.; Inganäs, O. From Short to Long - Optical and Electrical 

Transients in Photovoltaic Bulk Heterojunctions of Polyfluorene/fullerenes. Chem. 

Phys. 2009, 357 (1–3), 120–123 DOI: 10.1016/j.chemphys.2008.11.011. 
(163)  Andersson, L. M.; Melianas, A.; Infahasaeng, Y.; Tang, Z.; Yartsev, A.; Inganäs, O.; 

Sundström, V. Unified Study of Recombination in Polymer: Fullerene Solar Cells 

Using Transient Absorption and Charge-Extraction Measurements. J. Phys. Chem. Lett. 
2013, 4 (12), 2069–2072 DOI: 10.1021/jz4009745. 

(164)  Kern, J.; Schwab, S.; Deibel, C.; Dyakonov, V. Binding Energy of Singlet Excitons and 

Charge Transfer Complexes in MDMO-PPV: PCBM Solar Cells. Phys. Status Solidi - 
Rapid Res. Lett. 2011, 5 (10–11), 364–366 DOI: 10.1002/pssr.201105430. 

(165)  Cottaar, J.; Koster, L. J. A.; Coehoorn, R.; Bobbert, P. A. Scaling Theory for Percolative 

Charge Transport in Disordered Molecular Semiconductors. Phys. Rev. Lett. 2011, 107 

(13), 1–4 DOI: 10.1103/PhysRevLett.107.136601. 
(166)  Germs, W. C.; Van Der Holst, J. J. M.; Van Mensfoort, S. L. M.; Bobbert, P. A.; 

Coehoorn, R. Modeling of the Transient Mobility in Disordered Organic 

Semiconductors with a Gaussian Density of States. Phys. Rev. B - Condens. Matter 
Mater. Phys. 2011, 84 (16), 1–7 DOI: 10.1103/PhysRevB.84.165210. 

(167)  Christ, N.; Kettlitz, S. W.; Züfle, S.; Valouch, S.; Lemmer, U. Nanosecond Response 

of Organic Solar Cells and Photodiodes: Role of Trap States. Phys. Rev. B - Condens. 

Matter Mater. Phys. 2011, 83 (19), 1–5 DOI: 10.1103/PhysRevB.83.195211. 
(168)  Kemerink, M.; Kramer, J. M.; Gommans, H. H. P.; Janssen, R. A. J. Temperature-

Dependent Built-in Potential in Organic Semiconductor Devices. Appl. Phys. Lett. 2006, 

88 (19), 1–4 DOI: 10.1063/1.2205007. 
(169)  Hwang, Y. J.; Ren, G.; Murari, N. M.; Jenekhe, S. A. N-Type Naphthalene Diimide-

Biselenophene Copolymer for All-Polymer Bulk Heterojunction Solar Cells. 

Macromolecules 2012, 45 (22), 9056–9062 DOI: 10.1021/ma3020239. 
(170)  Wang, E.; Bergqvist, J.; Vandewal, K.; Ma, Z.; Hou, L.; Lundin, A.; Himmelberger, S.; 

Salleo, A.; Müller, C.; Inganäs, O.; Zhang, F.; Andersson, M. R. Conformational 

Disorder Enhances Solubility and Photovoltaic Performance of a Thiophene-

Quinoxaline Copolymer. Adv. Energy Mater. 2013, 3 (6), 806–814 DOI: 
10.1002/aenm.201201019. 

(171)  Liang, Y.; Xu, Z.; Xia, J.; Tsai, S. T.; Wu, Y.; Li, G.; Ray, C.; Yu, L. For the Bright 

Future-Bulk Heterojunction Polymer Solar Cells with Power Conversion Efficiency of 
7.4%. Adv. Mater. 2010, 22, 1–4 DOI: 10.1002/adma.200903528. 

(172)  He, Z.; Zhong, C.; Su, S.; Xu, M.; Wu, H.; Cao, Y. Enhanced Power-Conversion 



 

121 
 

Efficiency in Polymer Solar Cells Using an Inverted Device Structure. Nat. Photonics 
2012, 6 (9), 593–597 DOI: 10.1038/nphoton.2012.190. 

(173)  Yao, Y.; Hou, J.; Xu, Z.; Li, G.; Yang, Y. Effects of Solvent Mixtures on the Nanoscale 

Phase Separation in Polymer Solar Cells. Adv. Funct. Mater. 2008, 18 (12), 1783–1789 

DOI: 10.1002/adfm.200701459. 
(174)  Lee, J. K.; Ma, W. L.; Brabec, C. J.; Yuen, J.; Moon, J. S.; Kim, J. Y.; Lee, K.; Bazan, 

G. C.; Heeger, A. J. Processing Additives for Improved Efficiency from Bulk 

Heterojunction Solar Cells. J. Am. Chem. Soc. 2008, 130 (17), 3619–3623 DOI: 
10.1021/ja710079w. 

(175)  Collins, B. A.; Li, Z.; Tumbleston, J. R.; Gann, E.; McNeill, C. R.; Ade, H. Absolute 

Measurement of Domain Composition and Nanoscale Size Distribution Explains 

Performance in PTB7:PC 71 BM Solar Cells. Adv. Energy Mater. 2013, 3 (1), 65–74 
DOI: 10.1002/aenm.201200377. 

(176)  Hammond, M. R.; Kline, R. J.; Herzing, A. a; Richter, L. J.; Germack, D. S.; Ro, H.; 

Soles, C. L.; Fischer, D. a; Xu, T.; Yu, L.; Toney, M. F.; Delongchamp, D. M. Molecular 
Order in High-Efficiency Polymer / Fullerene Bulk Heterojunction Solar Cells. ACS 

Nano 2011, 5 (10), 8248–8257 DOI: 10.1021/nn202951e. 

(177)  Hedley, G. J.; Ward, A. J.; Alekseev, A.; Howells, C. T.; Martins, E. R.; Serrano, L. a; 
Cooke, G.; Ruseckas, A.; Samuel, I. D. W. Determining the Optimum Morphology in 

High-Performance Polymer-Fullerene Organic Photovoltaic Cells. Nat. Commun. 2013, 

4, 2867 DOI: 10.1038/ncomms3867. 

(178)  Lou, S. J.; Szarko, J. M.; Xu, T.; Yu, L.; Marks, T. J.; Chen, L. X. Effects of Additives 
on the Morphology of Solution Phase Aggregates Formed by Active Layer Components 

of High-Efficiency Organic Solar Cells. J. Am. Chem. Soc. 2011, 133 (51), 20661–

20663 DOI: 10.1021/ja2085564. 
(179)  Yao, E.-P.; Chen, C.-C.; Gao, J.; Liu, Y.; Chen, Q.; Cai, M.; Hsu, W.-C.; Hong, Z.; Li, 

G.; Yang, Y. The Study of Solvent Additive Effects in Efficient Polymer Photovoltaics 

via Impedance Spectroscopy. Sol. Energy Mater. Sol. Cells 2014, 130, 20–26 DOI: 
10.1016/j.solmat.2014.05.049. 

(180)  Wang, Z.; Zhang, F.; Li, L.; An, Q.; Wang, J.; Zhang, J. The Underlying Reason of DIO 

Additive on the Improvement Polymer Solar Cells Performance. Appl. Surf. Sci. 2014, 

305, 221–226 DOI: 10.1016/j.apsusc.2014.03.041. 
(181)  Chang, S.-Y.; Liao, H.-C.; Shao, Y.-T.; Sung, Y.-M.; Hsu, S.-H.; Ho, C.-C.; Su, W.-F.; 

Chen, Y.-F. Enhancing the Efficiency of Low Bandgap Conducting Polymer Bulk 

Heterojunction Solar Cells Using P3HT as a Morphology Control Agent. J. Mater. 
Chem. A 2013, 1, 2447–2452 DOI: 10.1039/C2TA00990K. 

(182)  Lane, P. A.; Cunningham, P. D.; Melinger, J. S.; Esenturk, O.; Heilweil, E. J. Hot 

Photocarrier Dynamics in Organic Solar Cells. Nat. Commun. 2015, 6 (May), 7558 DOI: 

10.1038/ncomms8558. 
(183)  Burkhard, G. F.; Hoke, E. T.; Beiley, Z. M.; Mcgehee, M. D. Free Carrier Generation 

in Fullerene Acceptors and Its Effect on Polymer Photovoltaics. J. Phys. Chem. C 2012, 

116, 26674–26678 DOI: 10.1021/jp310821f. 
(184)  Foster, S.; Deledalle, F.; Mitani, A.; Kimura, T.; Kim, K.-B.; Okachi, T.; Kirchartz, T.; 

Oguma, J.; Miyake, K.; Durrant, J. R.; Doi, S.; Nelson, J. Electron Collection as a Limit 

to Polymer:PCBM Solar Cell Efficiency: Effect of Blend Microstructure on Carrier 
Mobility and Device Performance in PTB7:PCBM. Adv. Energy Mater. 2014, 4 (14), 

1400311 DOI: 10.1002/aenm.201400311. 

(185)  Devižis, A.; Meerholz, K.; Hertel, D.; Gulbinas, V. Hierarchical Charge Carrier Motion 

in Conjugated Polymers. Chem. Phys. Lett. 2010, 498 (4–6), 302–306 DOI: 
10.1016/j.cplett.2010.08.071. 

(186)  Albrecht, S.; Schindler, W.; Kurpiers, J.; Kniepert, J.; Blakesley, J. C.; Dumsch, I.; 

Allard, S.; Fostiropoulos, K.; Scherf, U.; Neher, D. On the Field Dependence of Free 
Charge Carrier Generation and Recombination in Blends of PCPDTBT/PC70BM: 

Influence of Solvent Additives. J. Phys. Chem. Lett. 2012, 3, 640–645. 


