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ABSTRACT Currently, the problem of generating synthetic financial documents is particularly acute.
Extending recent research on the topic, we present an enhanced tool for invoice generation. The primary
motivation is the need for invoice corpora for machine learning in accounting automation. The generation
produces synthetic invoices with randomized layouts and contents. As content fields are generated,
annotations for supervised machine learning are saved along with the generated invoice, thus solving the
problem of labor-intensive annotation tasks. The content and layout diversity is evaluated and compared
to empirical and synthetic invoice corpora using SELF-BLEU, Alignment, and Overlap metrics. We have
validated the stability of the modeling statistically. The modeling is consistent and reproducible. The final
assessment is that the diversity of the generated invoices is on par with the real-world ones and, by most
metrics, exhibits superiority over the foregoing ones.

INDEX TERMS Dataset generation, entity recognition, financial documents, machine learning.

I. INTRODUCTION
Nowadays, the rapid growth of the flow of financial
documents no longer allows them to be effectively managed
by traditional methods. The need for new approaches has
given rise to automatic processing based on machine learning
technologies (see [1], [2] and the references therein). At the
same time, the application of machine learning algorithms
requires a large amount of training data to be efficient [3].
However, gaining access to a large number of certain classes
of financial documents may encounter difficulties.

Indeed, it is currently very complicated to get a sufficiently
big corpus of varied enough invoices to train machine
learning models. The main challenges are:

• privacy - invoices contain personal data and may be
subject to General Data Protection Regulation (GDPR)
rules, which require explicit consent from every data
subject (person).

• trade secret - invoices inherently contain sensitive finan-
cial and commercial information (relations between
customers and suppliers, bank transactions, products
supplied, etc.);

• variety - invoices issued and received by a company
are not varied enough in their contents and format.
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It means that these invoices may over-fit machine
learning models, which complicates the creation of a
corpus;

• annotation - even if a sufficiently large amount of varied
enough invoices is available, most machine learning
algorithms in natural language processing (NLP) are
supervised learning ones, so the labor-intensive task of
annotating (labeling) invoice fields is required.

These challenges are not unique to a specific language:
even the lingua franca of international business communi-
cation - the English language - lacks an annotated invoice
corpus for information extraction.

A. INVOICE CORPORA EXAMPLES
The principal features of four prominent corpora (SROIE,
RVL-CDIP, ZUGFeRD, IDSEM) are as follows:

- SROIE dataset was created for ICDAR 2019 (Interna-
tional Conference on Document Analysis and Recog-
nition) Competition on Scanned Receipt OCR and
Information Extraction [4]. The dataset consists of 1000
scanned receipt images and annotations. It has ground
truth (annotations) for the main fields of the receipt but
no full text contained in the image. Also, it is comprised
not of invoices but of cash receipts. They have most
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invoice data fields (note that buyer information typically
is not present) and a simpler layout.

- RVL-CDIP dataset consists of 400,000 grayscale doc-
ument images belonging to 16 classes, with 25,000
images per class [5]. One of the classes is the invoice,
so there are 25,000 invoices. The onlymetadata provided
together with the image is the document class. The
images have low resolution.

- ZUGFeRD invoice corpus - a corpus of pdf invoices
in ZUGFeRD/Factur-X format which embeds invoice
data in xml format into pdf, allowing to extract the data
easily [6]. So, in this case, we have together invoice text
(as pdf) and source of truth (as xml). The corpus contains
invoices in English, French, and German. Unfortunately,
the size of the dataset is small (∼ 100 entries).

- IDSEM invoice corpus consists of bills for energy
consumption in Spanish households [7]. It contains an
impressive amount of 75,000 entries with annotations of
86 different data labels. Unfortunately, it includes just
nine different invoice templates from eight companies.

The main features and drawbacks of the described corpora
are summarised in Table 1.

B. LITERATURE SURVEY
The problems of synthetic invoice generation have been
intensively covered in the scientific literature. Next, we sur-
vey the most significant recent studies.

Blanchard et al. [8] created a bill-type document generator
to produce several types of invoices (in French or English).
Two ways for the layout generation are presented in the study.
The first option is to create templates from real invoices,
manually describing positions and sizes of information
blocks contained in the invoice. The second option for
the layout automatically generates random positions for
information blocks. Data for the invoice fields are generated
using regular expressions (e.g., for fields such as date or
invoice number) or taken from a database included in the
project (e.g., for addresses).

Belhadj et al. [9] enhanced this generator, allowing
more semi-structured document types: besides invoices,
it generates receipts and payslips. They also introduced
significantly improved layout randomization and applied
metrics to evaluate the quality of synthesized datasets.

Bensch et al. [10] needed document dataset for infor-
mation extraction models comparison. They created a
template-based document generator and used ten different
templates to generate 12000 documents. To achieve variety,
they shifted each field by a random offset. It is not a realistic
scenario (but it fits their purpose).

Schulze et al. [11] created an invoice (and two other
document types) generator. The main novelty of their
approach is that noise patterns (frequently encountered in real
industrial data) have been added.

Sánchez et al. [7] created an electricity invoice generator
for the Spanish electricity market. This software was used to
produce the IDSEM dataset described above. They focused

on generating large amounts of invoices as similar to real
ones as possible. They took real invoice templates from
eight electricity companies and used them as input for the
generator. However, this led to a very limited amount of
layout variety.

In the commercial application space, company Provectus
built an eponymous generator [12], with a random filling of
data and various template formats. All the generated invoice
examples are in English. The source code is not available for
public access.

Note that for layout generation, machine learning
approaches have been attempted. There is a certain progress
in this direction, cf. [13], [14], [15], [16].

C. AIMS
Our objective is to develop a method and tool for generating
synthetic invoice corpus intended to train machine learning
models for information extraction in the accounting field.
Indeed, since there is currently no published research
considering the specifics of less-represented languages (e.g.,
Lithuanian), we have chosen it as our model object.
Note that accounting is an up-and-coming field for the
implementation of NLP-based automation. We explore the
possibility of adopting and adapting the most recent state-
of-the-art research on automated invoice generation (cf.
literature survey). The novelty of our approach is expanded
in the Method section.

The paper is organized as follows. The first part is the
introduction. Section II addresses the benchmarks used to
evaluate generation results. Section III details the method
used for invoice generation. Section IV presents the results
and describes their validation. The last part is devoted to the
discussion and concluding remarks.

II. BENCHMARKS
An important part of the validation of the results is a
selection of relevant benchmarks. As our generation process
is comprised of layout generation and content generation,
we need to cover both aspects of generation by selecting
applicable benchmarks. It would be beneficial to compare
our results to earlier results in the literature, so it is worth
surveying the metrics used earlier.

Blanchard et al. [8] manually selected more than
3000 images generated by their generator. The selection
was subjective ‘‘by selecting those which seemed to us
quite representative of the sought variations’’. As this is a
subjective evaluation, no useful metric could be derived nor
results directly compared.

Belhadj et al. [9] used two metrics Alignment [17] and
Overlap [17] to estimate the variation in the generated layout.
Additionally, they introduced a new metric SCR (Semi-
structured document Compositions Ratio [9]). Unfortunately,
they have not calculated this metric for reference SROIE
dataset citing it being very costly in time and not having
enough information to calculate it. We will not use SCR
metric in our evaluation. Authors also used SELF-BLEU [18]
to estimate the content diversity.
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TABLE 1. Characteristics of existing invoice corpora.

Bensch et al. [10] used generation results to train two
machine learning models: Chargrid and SpacyGrid. Authors
concluded that ‘‘it can be used to train, compare and evaluate
different models for information extraction of invoices in PDF
format’’.

Sánchez et al. [7] created graphs with the distribution of
the main numerical fields and visually (sic!) confirmed that
they adhere to a normal or some other expected distribution.
Note that the authors (in contrast to the current research) in
their work did not test corresponding statistical hypotheses
(i.e., goodness of fit tests).

Finally, Schulze et al. [11] and Provectus [12] do not
provide any data about layout or content diversity.

Summarizing the above information, we can argue that the
most comparable approach is to reuse metrics used in [9]
and apply statistical hypotheses testing for the normality
of the results. We strive to evaluate two main aspects
of the generated documents: the layout diversity and the
text content diversity. To compare our generation quality
with results reported in Belhadj et al. [9], which we are
building upon, we selected to use three metrics which the
authors used: Alignment [17], Overlap [17] to estimate the
variation in the generated layout and SELF-BLEU [18] to
estimate the content diversity. As BLEU is more tailored to
fluent texts than text fragments used in form-like documents
such as invoices, we will also calculate newer token-level
metric, based on contextual embeddings, BERTScore [19].
We computed BERTScore for our dataset; however, since
prior works did not report this metric, we focused our
comparison on Self-BLEU.

A. LAYOUT DIVERSITY
Alignment and Overlap metrics focus on the diversity of the
positioning of data blocks in the same class. The Alignment
score is measured by summing Manhattan distances between
the top-left and bottom-right coordinates of two compared
data blocks. Let us define block Bi as a pair of top-left and
bottom-right points Bi = (ptli , p

br
i ), where point p is defined

by a pair of coordinates p = (x, y). Then, the Alignment score
is,

Alignment(Bi,Bj) = Mht(ptli , p
tl
j ) + Mht(pbri , pbrj ), (1)

where

Mht(pa, pb) = |xa − xb| + |ya − yb|. (2)

The Alignment score of two identically positioned blocks
equals 0, while the maximum score is achieved for small
blocks in the diametrically opposite corners of the page. Note
that the maximum score is twice the sum of page width and
height. Thus, the normalized measure is

Alignment_Normalized(Bi,Bj) =
Alignment(Bi,Bj)

2 × (width + height)
.

(3)

The Overlap score is computed as the ratio of overlapping
areas of two data blocks,

Overlap(Bi,Bj) = 1 −
2 × overlap_area(Bi,Bj)

area(Bi) + area(Bj)
, (4)

where Bi and Bj are the data blocks scored. The overlap_area
of two data blocks Bi and Bj is defined as the intersection
area of these two blocks. For non-intersecting blocks,
overlap_area will be equal to 0. The Overlap score then will
be equal to 1. In the opposite extreme case, where one block
fully covers another block, the overlap_area will be equal to
the area of the smaller one. If both overlapping blocks are
identical, the Overlap score will reach its minimum value of
0.

Alignment and Overlap normalized scores are higher for
positional diversity, equalling 0 for total alignment or overlap
in the same positions on the page and 1 formaximal positional
diversity.

B. CONTENT DIVERSITY
SELF-BLEU measures the differences between generated
phrases of the same class. It is based on a sentence BLEU
score, which assesses how similar two phrases are. To get the
SELF-BLEU score, the BLEU score is calculated for every
generated phrase, taking all other same-class phrases as a
‘‘reference translation’’. Next, the SELF-BLEU is calculated
as an average of BLEU scores. More specifically, for the
document set having n documents with m classes of phrases,
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we have

SELF-BLEUclass =
1
n

n∑
i=1

BLEU(gi,G \ gi),

SELF-BLEUdoc_set =
1
m

m∑
class=1

SELF-BLEUclass, (5)

where n stands for the number of elements in the class of
texts G and gi stands for i-th generated text, 1 ⩽ i ⩽
n; m is the number of classes. Note that a lower score
means higher diversity, with 0 indicating no even partial
matches (thus maximum diversity) and 1 indicating full
match. SELF-BLEU takes into account only full words and
ignores punctuation.

BERTScore computes a similarity score for each token
between generated phrases of the same class. Token can be a
complete word (for short commonly found words) or part of
it. Tokens include punctuation marks as well. Unlike BLEU,
instead of exact matches similarity is computed using cosine
similarity between contextual embeddings. BERTScore is
comprised of precision (PBERT ), recall (RBERT ) and F1
(FBERT ) scores:

PBERT =
1
|x̂|

∑
x̂j∈x̂

max
xi∈x

xT
i x̂j,

RBERT =
1
|x|

∑
xi∈x

max
x̂j∈x̂

xT
i x̂j,

FBERT = 2
PBERTRBERT

PBERT + RBERT
(6)

III. METHOD
A. BACKGROUND
We extend the work of [9], who presented a method and tool
for invoice generation with randomized layouts and random
synthetic data. We introduce easily localizable, user-supplied
data fed (with the fallback to synthetic data) invoice and
ground truth annotations generation tool. We improved the
randomization and introduced a two-stage process, adding
the possibility of the inclusion of user-supplied data via
gazetteers.

The internal format for document generation is selected
to be HTML, for its flexibility, openness, and popularity.
Ground truth annotations are stored as HTML element
attributes and can be easily extracted together with elements’
coordinates for the rendered document. After the HTML
rendering document is printed in pdf format, annotations are
saved in xml format. This produces a set of documents and
their annotations suitable for machine learning. The process
is illustrated in Figure 1.

The final results are digitally produced invoices without
any noise, distortions, or rotations. This perfectly accounts
for the most common scenario when digitally produced
documents are exchanged directly, e.g. via e-mail, down-
loaded from the website, or exchanged using other file
transfer means. Another common scenario is when invoices

FIGURE 1. Document and annotations generation workflow.

are printed and then scanned or photographed, introducing
potential skew, blur, and other imperfections. This can be
easily accommodated by applying additional post-processing
using one of the several image augmenting libraries such as
Augraphy [20], Albumentations [21] or AuGly [22].

B. NOVELTY
The literature survey (see section I-B) has shown a rather
limited presence of works dedicated to the construction of
instruments for the generation of synthetic invoices. Even the
latest studies were built on using rigid hardcoded templates
and insufficient randomization.

We propose to split the generation of a document into two
separate stages: the layout generation and the data generation.
This will allow us to address the layout and data aspects of
the document independently. As a consequence, any of these
parts can be updated with improved ones at any time later.

In the first stage, the randomized layout of the document
is generated. In the second stage, this layout may be used
once or several times to be populated with generated data.
The rationale for this separation lies in emulating real-world
scenarios when the company issuing the document reuses the
same document template for a while.

The document template repetition is present in existing
invoice corpora. For example, [23] found that in the SROIE
dataset, only 301 out of 1000 receipts have unique templates
and other receipt templates are encountered up to 76 times
(i.e., the biggest group has 76 receipts based on the same
template). IDSEM dataset has driven repetition to the
extreme, as its 75000 invoices are based only on nine different
invoice templates.
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Unfortunately, template repetitions are not always
accounted for when splitting datasets into training and testing
sets or when comparing information extraction results on
already seen and unseen templates. [23] compared the state-
of-the-art information extraction models, such as BERT,
LayoutLM, LiLT, and their newer derivatives, and found
that the average F1 score drops significantly from 96.38 on
official splits to 88.78 on the split where test set has no
document with a template from the training set.

C. LAYOUT GENERATION
We use the basic document layout model similar to the one
presented in [9]. A document (page) is modeled as a vertical
sequence of sections by default. There is also an option to
place two or more sections horizontally. We expect to find
one or more (usually related) fields in every section.

The fields can be of several types: pictures (company logos,
other illustrations), tables (typically product table in the
invoice), and most importantly, key-value fields comprising
optional keywords and an optional value.

The selected format for describing the document layout
and contents (HTML) has a very rich layout description
language, CSS, which features will be used to define the
layout of the blocks and shifts in their vertical and horizontal
positions. For small random shifts of the sections and
their order variation in the document layout template, the
popular templating engine Jinja1 is used. The same engine is
employed during the data generation step to fill the template
with data (see the next section). Shuffling the block order
we get The layout randomization is achieved by shuffling
(horizontally or vertically) block order according to the
instructions in the layout template. The example of a basic
template for an invoice is given below:

[% extends "A4_document.html" %]

[% block contents %]

<!-- include section "top" -->
[% include "top.html" %]

<!-- sections "common" and "buyer" can
be side by side or one after another -->
<random-direction random-order>

[% include "common.html" %]
[% include "buyer.html" %]

</random-direction random-order>

[% include "products.html" %]

<vertically random-order>
[% include "bottom.html" %]
[% include "seller.html" %]

</vertically>

[% endblock %]

On a smaller scale, more randomization is added by
providing configurable top and left offsets for content blocks,

1https://pypi.org/project/Jinja2/

TABLE 2. Benchmarks comparison of real and synthetic datasets (1000
documents each).

as proposed in [8]. These offsets are randomly calculated
during the layout template generation process. The process is
controlled by the configuration file parameters. The example
of the top offset inclusion into the Jinja HTML template is
presented further,

<div style="height: {{ _common_top }}px">
</div>

The offset datapoint _common_top is randomly gener-
ated. This process is described in the next section.

For the testing of our invoice generation tool, we produced
five separate templates and configured their randomization.

D. DATA GENERATION
Although the invoices are synthetic, the application of some
real-world data would make them more realistic. We use
several methods for the data generation. Some fields are
generated using random data from a pre-set interval or
randomly chosen from the list. A gazetteer option is available
for the company names, company codes, addresses, and
contact data. Personal names are generated using a mixed
approach - first and last names from the list are randomly
sampled and combined. Next, similarly to [24], we chose to
use the well-known Faker library2 to generate standard data
fields.

The rules of the data field generation are described in the
data template (in YAML format, a superset of the well-known
JSON format). According to the rules, the code generates data
and submits it to the Jinja templating engine to finish the
document generation in HTML format. The data and invoice
generation processes are repeated as often as requested to
produce several documents using the same layout template.
Next, we will provide three examples of data field generation.

1) The top offset - calculated using the expression
_common_top: random.randint(0, 50)

2) Faker library example for generating bank account
number:
seller_account: fake.iban()

3) Using gazetteer to include company data:
? seller_name, seller_code,

seller_address, seller_email,
seller_phone_no, seller_contact

: <lithuanian_companies.csv

Here lithuanian_companies.csv stands for
the gazetteer file name.

2https://pypi.org/project/Faker/

62802 VOLUME 13, 2025



R. Gricius, I. Belovas: On the Generation of Synthetic Invoices for Training Machine Learning Models

TABLE 3. General and Gaussian-specific Lemeshko’s tests of composite normality hypotheses for diversity metrics with the significance level
P = 0.05 and sample size n = 103.

FIGURE 2. Empirical distribution functions (green curves) and hypothetical (gaussian) distribution functions (black
curves) for Alignment, Overlap and SELF-BLEU metrics.

The generated data are substituted into the template, while
the data annotations are stored in HTML attributes. Next,
HTML is rendered, producing the final layout and contents
of the document. As a final result, two files per document are
generated: a ground truth file in XML format with all fields,
their labels and positions, and a PDF file with the graphical
representation of the document.

State-of-the-art AI-based approaches have been covered in
XuGuo andYiqiangChen 2024 survey [25]. Approaches they
review have comparable diversity measured by Self-BLEU
score. However, these methods bring new challenges specific
to Generative AI: correctness (generated data is not from the
class requested) and hallucination (generated data is not only
inaccurate but completely disconnected from reality). These
unsolved issues compel us to refrain from the application of
these approaches in our current work.

IV. RESULTS
We compare empirical and synthetic data in order to
evaluate the quality of the generated invoices. For the SROIE

English language receipt empirical dataset, benchmarks
were calculated by [9]. Next, [9] generated a dataset of
synthetic invoices (G_Invoices), which we also employ in the
comparison. Both datasets (consisting of 1000 entries each)
we use as a baseline.

In order to test our invoice generation tool, we have
produced the same amount of synthetic documents as in the
SROIE and G_Invoices datasets. The script for the generation
is provided in the published code repository together with the
tool source.3 The new dataset is designated as NewDocGen.
The results obtained are presented in Table 2. Note that the
arrows point in the direction where the results are better.

The results indicate that we have succeeded in improving
the document layout, compared to G_Invoices the Alignment
score. The Overlap score is slightly worse but comparable to
the baseline. This decrease in Overlap diversity is an expected
consequence of template reuse; by design, our generator

3Code of the tool is hosted on GitHub:
https://github.com/NewDocGen/NewDocGen/
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TABLE 4. Statistics of three diversity metrics samples, sample size n = 103 (data aggregated from 106 randomly generated documents).

TABLE 5. Confidence intervals for the mean value of the metrics
(confidence level - 95%).

balances variety with realism, which sometimes means
reusing layouts and hence slightly less spatial variation.
As for the content diversity score, we are getting significant
improvements for the 1000 documents baseline.

Also, we explored the stability of the generated data,
repeating the experiment 1000 times. Collected data have
been analyzed statistically. First, sets of all three metrics4

(Alignment, Overlap, and SELF-BLEU) have been testing for
the normality, using Lemeshko’s methodology for composite
hypotheses (see [26], [27]). The results are presented in
Table 3. Note that in this table 2̂ = (µ̂, σ̂ ) stands for
the ML-estimated parameters of the Gaussian distribution,
SK =

√
nDn + (6

√
n)−1. DP and CP stand for the critical

values of the general and Gaussian-specific Lemeshko’s tests
respectively.

As we can see from the table’s data, the hypothesis
of normality can not be rejected. This fact is visualized
in Figure 2. Indeed, we can barely discern the empirical
distribution functions (green curves) from the hypothetical
(normal) distribution functions (black curves).

Assuming the normality of the data, we proceed with
further analysis, calculating the median x̃, min and max
order statistics (x(1) and x(n) respectively), the range Wn, the
mean squared error (MSE) and the median absolute deviation
(MAD). The results, presented in Table 4, clearly exhibit
the robustness of our scoring. For the Alignment score we
can see that even repeating the modeling 103 times (with
106 simulated documents) we are consistently getting better
results, i.e., our worst value is better than G_Invoices one,
x(1) = 0.18888 > 0.14. The same is true for the SELF-
BLEU metrics, x(n) = 0.23188 < 0.29. These statistical
experiments testify that the proposed method consistently
gives better results compared to older ones.

Next, we check confidence intervals for these metrics.
Table 5 presents calculated confidence intervals for the

4Samples are hosted on GitHub: https://github.com/NewDocGen/
NewDocGen/

Alignment, Overlap, and SELF-BLEU metrics. Once again,
one can see that we have made definite improvements in
the Alignment and SELF-BLEU scores. The lengths of the
confidence intervals are small (1.482 × 10−4, 1.391 × 10−4

and 4.286×10−4 respectively), demonstrating once more the
robustness of the modeling.

V. CONCLUSION AND DISCUSSION
This paper presents the invoice generation tool, implementing
a two-stage (layout generation - data generation) approach.
Testing the tool experimentally, we have generated a new
synthetic dataset, NewDocGen, and compared it, using three
metrics, to the real-world SROIE English language corpus
and G_Invoices synthetic dataset generated by an older tool.
The experiment results show that our approach allows us
to achieve noticeable improvement in the layout diversity,
measured by the normalized Alignment score, and content
diversity, measured by the SELF-BLEU score.

Statistically validating the stability of the generation,
we have assured consistently better results over the foregoing
ones. We have tested the normality of the metric scores
using Lemeshko’s methodology, getting that the hypothesis
of normality can not be rejected. Further statistical analysis
showed that even our worst results for the improved metrics
are better than the G_Invoices one. Confidence interval
lengths for the mean value of the metrics are small. It leads to
the conclusion that we have statistically significant stability
of dataset generation and that stability allows us to assert that
our results are remarkably better.

We were unable to achieve baseline layout diversity
measured by Overlap score. In future work, increasing
the number of templates for layout generation may help
to improve this score. Further synthetic invoice corpus
evaluation using metrics that are more relevant to machine
learning would be very beneficial. Next, existing metrics are
not adequate enough to evaluate dataset suitability inmachine
learning applications. More baseline corpora would help to
have a better understanding of the variety of diversity in
different document datasets.

A significant improvement would be the ability to learn
layout templates from existing documents and add variability
to them. Note that there is a certain progress in this direction,
cf. [13], [14], [15], [16].

A related problem is the augmentation of synthetic
document images by applying distortions and noise using
methods similar to those proposed in [28] and [29]. Obtained
documents could be used for machine learning models
working directly with images. Models under research could
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range from basic OCR to end-to-end document processing.
Note that these approaches differ from the approaches to
document text and layout processing we are developing in the
current study.

In this research, we have focused on synthetic invoices.
However uncomplicated template changes could be used
to synthesize other classes of financial and non-financial
documents, e.g. payslips, orders, or receipts.

The introduced synthetic document generation software
NewDocGen will be very useful as a tool to generate
datasets for less-represented languages for the training of
machine learning models for financial document processing

automation. We repeated the random document generation
experiment 1000 times and statistically validated the robust-
ness of the results. NewDocGen software has the significant
property of producing consistent and reproducible generation
results (as has been shown by all metrics used).

The application of the NewDocGen allows us to gen-
erate large amounts of documents necessary for the suc-
cessful application of machine learning techniques. The
most promising approach lies in using the generated data
for the pre-training of machine learning models with
subsequent fine-tuning on small specific document sets
[30], [31].
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APPENDIX A
EXAMPLES OF SYNTHETIC NEWDOCGEN INVOICES
The images of synthetic newdocgen invoices are given at the
top of the previous page.
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