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Summary

With the ever increasing amount of information available, the need for newmethods to system

atize and analyze this data becomes apparent. This research proposes and validates a dynamic topic

modeling process for identifying and tracking timevarying narratives in textual datasets. The study

analyzes the 2024 Lithuanian parliamentary election in a dataset which consists of 7385 documents

collected from both digital and traditional media sources (TV, radio, and press). The analysis is con

ducted using two algorithmic topic modeling approaches: BERTopic and ANTM, which combine em

beddings, dimensionality reduction, clustering and narrative extraction using Large LanguageModels

(LLMs). The research also explores LLMs based evaluation metrics for measuring topic model per

formance. Key findings reveal that BERTopic excels in better maintaining temporal topic coherence

across time steps, while ANTMproducesmore diverse topics but struggles with thematic consistency.

This research show how advanced NLP techniques can systematically identify evolving narratives in

complex information spaces, with potential applications for media professionals, political strategists

or journalists in investigating the dynamics of public opinion.

Keywords: topic modeling, natural language processing, large languagemodels, dynamic topic

modeling, BERTopic, ANTM, embeddings, clustering, algorithmic topic models.
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Santrauka

Nuolat didėjant informacijos kiekiui, reikia naujų metodų šiems duomenims sisteminti ir anal

izuoti. Šiame tyrime analizuojamas dinaminis temų modeliavimo procesas, skirtas nustatyti ir sekti

naratyvus tekstiniuose duomenų rinkiniuose. Tyrime analizuojami 2024 m. Lietuvos Seimo rinki

mai, remiantis duomenų rinkiniu, kurį sudaro 7385 dokumentai, surinkti tiek iš skaitmeninių, tiek

iš tradicinių žiniasklaidos šaltinių (TV, radijo ir spaudos). Analizė atliekama naudojant du algorit

minius temų modeliavimo metodus: BERTopic ir ANTM, kurie naudoja įterpinius, dimensijų mažin

imą, klasterizavimą ir naratyvų išgavimą naudojant didžiuosius kalbos modelius (LLM). Tyrime taip

pat nagrinėjamos LLM pagrindu apskaičiuojamos vertinimo metrikos, skirtos temų modelių rezulta

tui įvertinti. Rezultatai atskleidžia, kad BERTopic geriau išlaiko temų nuoseklumą laiko atžvilgiu, o

ANTM geba išgauti įvairesnes temas, tačiau susiduria su teminiu nuoseklumu laike. Šis tyrimas par

odo, kaip natūralios kalbos apdorojimo metodai gali padėti sistemingai identifikuoti besivystančius

naratyvus informacinėse erdvėse, su potencialiu pritaikymu žiniasklaidos profesionalams, politikos

strategams ar žurnalistams tiriant viešosios nuomonės dinamiką.

Raktiniai žodžiai: temų modeliavimas, natūralios kalbos apdorojimas, dideji kalbos modeliai,

dinaminis temų modeliavimas, BERTopic, ANTM, įterpiniai, klasterizavimas, algoritminiai temų mod

eliai.
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Introduction

The Internet has become a crucial part of modern day society, making the world smaller and

facilitating the exchange of information between the most remote points on Earth in a short period

and with a vast amount of data. With the ever growing capabilities of Internet, the amount of data

being generated and made available to the public is also growing. As humans, we are capable of

processing only a fraction of the data available to them on a daily basis. Average human consumes

around 34 gigabytes of information per day and this number has been constantly growing by 5.4%

from 1980 to 2008 [9].

This clearly shows the growing amount of information that is being constantly processed by

our mind. Eventually, we might reach or even have already reached a point where we will not be

able to process this extraordinary amount of data. Thus, this requires new methods to systematize

and analyze this data to the level which is comprehensible by the human mind, possibly by grouping

documents with related topics or narratives, to help filter data which is interesting and required.

A narrative, or a topic, in its essence, encompasses a coherent storyline or theme within a

corpus of text. It encapsulates a sequence of events, ideas, or discussions that contribute to a larger

overarching concept or storyline. In the context of this and other [22, 23, 26] researches, narratives

or topics serve as the fundamental building blocks that help to structure and understand the content

buried within extensive textual data, otherwise known as Information Space.

Information Space, as a term, refers to ”a set of concepts, and relations among them, held

by an information system; it describes the range of possible values or meanings an entity can have

under the given rules and circumstances” [41]. In the context of this study, it can be understood as

a dynamic and interconnected digital environment where narratives and topics continuously evolve.

It contains diverse digital content, including texts, images, and multimedia, interconnected through

hyperlinks and semantic relationships. This space is shaped by user interactions and content creation,

forming a complex web of information where narratives emerge, intersect, and influence each other.

One of the emerging methods to systematize this vast Information Space and extract meaning

ful topics from it is called TopicModeling. Topic Modeling is a suite of algorithms that aim to discover

and annotate large archives of documents with thematic information [6]. One of the main important

aspects of topic modeling lies in its ability to identify and categorize patterns in word usage, thus

linking together documents that showcase similar patterns. Essentially, topic models operate under

the idea that documents are composed of various topics [7]. The term ’topic’ is understood as a

probability distribution over words [49].

In order to identify topics over time in text corpus, various strategies of Dynamic Topic Model

ing (DTM) are employed, including probabilistic time series models [8], latent Dirichlet allocation [7],

ANTM [45], BERTopic [20], and a plethora of other approaches. DTM aims to analyze the time evolu

tion of topics in large document collections. Each topic represents an interpretable semantic concept

and is described as a group of related words. They also infer what topics each document contains to

understand their underlying semantics [55]. DTM models update their estimates of the underlying

topics as new documents are added to the corpus, allowing the identification of evolving trends and
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patterns in the archive. Topic evolution analysis has been used in a variety of applications, such as

discovering the evolution of research topics and innovations in scientific archives and understanding

trends in public opinion on particular issues [45].

This study aims to propose a process based on topic modeling to identify timevarying topics

in a textual dataset. To achieve this aim, the following objectivesmust be solved:

1. Conduct an extensive literature review to identify and highlight methods and solutions related

to topic modeling;

2. Explore existing datasets which highlights recently emerged topics;

3. Compare different methods, propose an effective solution, and outline a systematic process

for extracting topics from textual datasets;

4. Propose process for identifying and tracking emerging topics over time;

5. Evaluate the proposed process based on topic modeling metrics;

6. Summarize the results and findings of extracting topics from textual datasets.

The research object is a dynamic topicmodeling process for extracting, tracking and analyzing

evolving themes in largescale, timestamped textual corpora by integrating data preparation, mul

tiple modeling methods, temporal alignment strategies, evaluation metrics and visualization tech

niques. This involves a comprehensive review of existing topic modeling methods, (e.g., Natural

Language Processing, Text Embeddings), exploration of relevant datasets, identifying suited evalua

tion of results metrics, and creation of a process for topic evolution over time analysis. The goal is

to enhance understanding and handling of dynamic information withing domains such as journal

ism, market research, and national security [19]. This improvement will be achieved through the

utilization of stateoftheart machine learning algorithms in the field of natural language processing.

The defended statement of this research states that the proposed DTM process demonstrates

better performance in certain scenarios for identifying and analyzing timevarying topics in text

datasets compared to traditional topic modeling methods. This improvement is attributed to the

integration of advanced Natural Language Processing and machine learning algorithms.

The study predominantly utilizesmachine learning algorithms forNatural Language Processing

(NLP) for language processing and data clustering to identify and categorize topics within the tex

tual information. Contextual embeddings [16, 37] enables researches to analyze text as a numerical

representations in a way that captures their contextual meanings. Embeddings map words to high

dimensional vector space where similar words or phrases with similar contexts are closer together.

This results into words with similar meaning or usage being more likely to have similar numerical

representations. Using these algorithmic language processing techniques, research has been con

ducted on Algorithmic Topic Models [20, 51], which combine several algorithms and take advantage

of numerical optimization techniques to represent topics as a set of weighted words extracted from

a cluster of semantically similar documents [45]. This study also aims to study topic evolution in time

through the algorithmic topic modeling point of view.
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To evaluate the output and overall quality of the proposed process, it is important to identify

evaluation metrics. Since topic modeling is classified as unsupervised models, the comparison of

outputs is considered to be difficult. However, there are proposals to use contextualized topic coher

encemetrics which are contextaware metrics, used to evaluate topic modeling techniques that are

based on Large Language Models [44]. Topic coherence metrics aim to measure the interpretability

and meaningfulness of the extracted topics. A high value of such metrics suggests that the words

in the topic are similar, understandable and are likely to occur when observed under similar circum

stances. In the context of this research, which considers the use of NLP with Large LanguageModels,

an important goal is the identification of such metrics.

There are numerous studies done exploring the applicability of topic modeling. One of those

researches [23] addresses the issue of disinformation surrounding the Russian invasion of Ukraine,

highlighting the inadequacies in tracking and combating this misinformation across diverse online

platforms. Existing methods fall short in mapping and responding to evolving false narratives. To fill

this gap, the study employs a sentencelevel analysis approach, utilizing advanced language models

to trace the spread of Russian state media narratives across news sites and social platforms. By

uncovering the prevalence of disinformation and its impact on platforms like Reddit, the research

demonstrates the efficacy of this method in systematically identifying and tracking false narratives,

offering a foundation for future efforts in combating online misinformation.

Another study [25] delves into the surge of coordinated disinformation campaigns amid the

Ukrainian conflict, focusing on counterfeit websites posing as legitimate European news sources. It

zeroes in on two main sites, RRN and WoF, associated with Russian government backing. Investi

gating their potential to deceive, the research examines their ownership and role within a broader

disinformation network. It stands apart by providing a comprehensive dataset encompassing all WoF

posts, conducting linguistic and topical analyses. The paper’s key contributions include this extensive

dataset.

To continue with datasets, there are many researches done to classify social media texts based

on ideology [47] or other criteria. There are also researches done to specifically create datasets re

garding the recent global events, such as COVID19 [5], Russia invasion of Ukraine [12], Israel and

Palestine Conflict [13]. Although these datasets may be not directly used in researches on the evolu

tion of topics and narratives of these events, it lays a foundation for this study and provides data to

conduct such a study. As the texts in those datasets usually contain a position regarding the global

events mentioned before, which suggests that they exhibit a certain topic or narrative, it allows to

perform topic modeling. Also, since themajority of the datasets are concluded of social media posts,

the datasets might be utilized for dynamic topic modeling, which requires a time dimension to be

present in the data. In summary, the amount of research conducted and the number of datasets

available imply that there are available datasets to support the execution of this study.

Considering novelty and expected results of this study, it is important to revisit the research’s

aim. It suggests that the expected results conclude into a process for identifying emerging and evolv

ing topics within the selected dataset by utilizing topic modeling and evaluating its effectiveness and

accuracy. Recent stateoftheart advancements in NLP, dimensionality reduction, and clustering al
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gorithms open up new fields of research related to topic modeling. This is particularly relevant given

the ever growing archive of textual information in the Information Space, in the form of social net

works, content sharing platforms, blogs, where texts appear in diverse forms, from short tweets to

extensive studies. The established probabilistic topic modeling techniques often fall short [2, 23] in

this context. Therefore, there is a need for novel approaches to topic modeling, which includes a

dimension of time. This study aims to review new techniques in dynamic topic modeling, identify

metrics used to evaluate topic modeling outcomes and as result of the study propose a process to

model topics in the selected dataset which would be comprehensible, accurate based on the identi

fied metrics and easy to reproduce across various examples or datasets.

To keep the study scope manageable, the research will be concentrated on textual information

analysis to extract topics established in written content available on social media platforms and other

textual data sources such as news articles, online platforms, blogs. The scope excludes other media

sources like audio, video or images due to specific methods required to analyze these information

formats.

In the aim to decode the vast expanse of digital information, the emergence of dynamic topic

modeling stands as a important methodology to reveal evolving trends and critical narratives. This

innovative approach not only deciphers emerging topics but also tracks their evolution, offering a

deeper understanding of our information ecosystem. As we navigate this landscape, the imperative

to identify misinformation, as seen in studies on events like the Russian invasion of Ukraine, or the

ability to systematize large corpus of texts highlights the need for systematic processes which utilize

advanced language models.
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1 Literature review

The following section will present an overview of literature on the topic modeling. It begins

with introduction to topic modeling and practical examples, focusing on traditional techniques of

topic modeling approach. Then, exploration of Large Language Models usage within topic model

ing is done, presenting how these models can enhance narrative search in textual datasets. Also,

the review discusses esential steps in algorithmic topic modeling such as dimensionality reduction,

clustering methods and evaluation metrics. This literature review should establish the necessary

background to understand topic modeling and used approaches in this study.

1.1 Introduction to Topic Modeling

Topic modeling is a type of statistical methods for discovering abstract topics or narratives that

occur in a collection of documents. Such methods are often utilized for various textmining tasks in

natural language processing (NLP) field that helps organize and summarize large datasets of textual

information, gathered from Information Space. Following are some examples of common usecases

of topic modeling:

• Document Classification. As the collective knowledge is more and more digitized and stored

in information systems  it becomes difficult to navigate and organize this vast amount of digi

talized textual information. This promotes a need of new tools to search and understand this

amount of information, which is continually growing. It is common to use tools such as ba

sic text search to find the needed information. Resources in the Information Space are often

interconnected using links  directions from one resource to another, allowing to navigate to

related documents and resources. However, as the amount of information grows, gathering

knowledge becomes difficult. This statement can be defended by taking the example of a well

known company Google. This company develops and maintains a tool, which has become

so familiar and even assimilated into everyday language, known as Google Search. Basically,

Google Search is a big archive of data available on Internet, indexed byGoogle Search crawlers

and allows users to quickly discover information based on keywords that we expect to find in

text. This is a useful tool to discover and navigate with information available on Information

Space, but it lacks the ability to truly discover resources based on topics. Topic modeling, citing

D. Blei, would allow us to ”imagine searching and exploring documents based on the themes

that run through them. Wemight ”zoom in” and ”zoomout” to find specific or broader themes;

we might look at how those themes changed through time or how they are connected to each

other” [6]. So, topic modeling is used to automatically categorize documents into predefined

themes, narratives or categories based on their content, which allows to identify distinct topics

within a text corpus, and these topics can be used as features of a search engine, trend analysis

or as an input to classification model.

• Information Retrieval. Based on the previous assumption of ever growing amount of archival

information, efficient information retrieval is becoming an increasingly difficult task. People
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spend more time on gathering the relevant documents and texts than actually reading and

analyzing the information itself. With the precedent of propaganda, information wars, it is be

coming evenmore difficult to distinguish between relevant information and attempts to spread

misleading information. By mapping documents into a topic space, information retrieval can

improve query relevance, as they match the topics inferred from search queries. This use case

helps to crystallize relevant information from vast amounts of textual archives, highlighting

documents which has relevant information.

• Content Recommendation. Once again, as the previous two use cases have already men

tioned, we deal with a problem with increasing amount of data available. Processing this in

formation is becoming increasingly difficult for a humans, thus it is easier than ever to lost

interest or a track on information. News outlets try to combat this situation in several ways,

one of which is clickbaiting headlines. This method is an attempt to attract the attention of a

reader, suggest an interesting topic and invoke curiosity. There are other variations on how to

attract reader to the platform, such as content recommendation. They are rigorously crafted

algorithms that collect and analyze patterns of user throughout the Information Space and at

tempts to predict which content might be interesting to a reader. Topic modeling is also used

in this context, as a method to recommend articles, news or papers that are relevant to user’s

interests. With techniques used in topic modeling, business are able to suggest content that

are semantically and thematically similar to those that a user has shown interest in, thereby

personalizing content delivery.

• Trend Analysis. This use case is closely related to the topic of this work, since the naming of it

suggests a narrative or a topic being present in the textual data, that can emerge, evolve and

die out over time throughout the text corpus. Trend analysis in the context of topic modeling

should be considered as a powerful method for understanding how certain topics of discus

sion evolve over time. This application is often met in fields such as social sciences, market

research, media monitoring, intelligence. Usually any textual information can be analyzed and

gathered  social media posts, articles, blog posts, research papers, TV or radio shows, podcasts

 anything that has value being converted to text, as long as this information has temporal as

pect. Meaning that data should have the possibility to be sliced into time frames. Then, various

topic modeling algorithms can be applied over the entire dataset to discover a set of narratives

present in it. The application of topic modeling algorithms can have many variations. For ex

ample, a static topic modeling algorithm like LDA (Latent Dirichlet Allocation) can be applied

to entire dataset to discover a fixed number of topics, which then can be split into the selected

time frames and documents assigned to each topic can be calculated. This would show this

exact topic trend over time, however, this approach loses the value of modeling evolution of

topics. To combat this problem, dynamic topicmodeling algorithms can be applied. They allow

to analyze not only how topics are distributed in specific time slices, but also how these distri

butions evolve into the next time slice based on the previously observed data. Topics in each

time slice are related to the topics in the precious slices, allowing for topics to evolve, split or

merge as the dataset progresses through time. For example, in academic research, dynamic
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topic modeling could show how discussions about AI have shifted from theoretical aspects to

ethical implications and realworld applications over time, especially capturing the change in

trend with recent developments on generative language models.

• Narrative Search. Another usecase, closely related to the topic of this work. As stated before,

topic modeling can be a useful tool in text mining tasks to discover hidden thematic structure

in a large archive of documents. A narrative, or a topic, in its essence, encompasses a coherent

storyline or theme within a corpus of text. Topic modeling and narrative search in this case

can be considered as almost synonyms. It could be said that topic modeling techniques can

be a way to perform narrative search. Dynamic topic models are able to capture evolution of

topics over time. DTM can identify how topics change, merge or split over time. This temporal

aspect is critical when dealing with narratives that evolve, such as news stories or ideological

texts. In fact, one of the papers [23] employ algorithmic topic modeling techniques to first

analyze the thematic structure of Russian state media outlets, known for spreading misleading

information and performing coordinated information campaigns. Employing sentence level

analysis, they discover patterns on how certain websites publish topics that are later echoed

by other Russian sites. After this analysis, they collect data from Reddit social network and

analyze the correspondence of earlier discovered narratives and topics with the submissions

and comments on Reddit, finding that 39.6% comments on r/Russia subreddit corresponded

to narratives from proRussian disinformation websites.

Moving to analyzing topics over time, it is important to establish the definition and deeper

understanding of Dynamic Topic Models (DTM). As a concept, DTM was defined by David Blei and

John Lafferty in their paper ”Dynamic Topic Models” [8], published in 2006. In DTM, documents are

assumed to be generated from a set of topics that evolve over time. Such models capture both the

topical content of documents and the evolution of topics over time by including temporal depen

dencies between topics and words. Using such approach, the method is able to identify how topics

change, merge, split or disappear over time, providing insights into the dynamics of underlying data.

The difference from static topic modeling methods, such as Latent Dirichlet Allocation (LDA)

[7], stems from the fact that static topic models assume that topics in the corpus of texts remains

static. While static topic models infer topics from the entire corpus without considering temporal

aspects underlying in data, DTM explicitly model the evolution of topics over time. Data in this case

are grouped by time slice, for example, years, and it is assumed that documents of each group come

from a set of topics that evolved from the documents of the previous slice. In this case, DTM can be

thought of as an extension of static topic models, where order of the documents matter, which offers

more nuanced understanding of temporal dynamics within Information Space.

1.2 Example of Topic Modeling

To illustrate the practical application of topic modeling, consider the case of analyzing inter

national media news coverage on Lithuania. Suppose we have collected news articles over the past

year from various international news outlets, focusing on keywords like ”Lithuania”, ”Baltic”, and

15



”Vilnius”. Using topic modeling, we can identify key themes within these articles. Initially, a static

topic model might reveal topics such as ”Lithuanian politics”, ”economic development”, and ”cultural

events”. However, this static view does not capture how these discussions change over time.

By applying dynamic topic modeling, we can track the evolution of these topics month by

month. For instance, we might observe that discussions on ”Lithuanian politics” peak during elec

tion periods or that ”economic development” becomesmore prominent followingmajor trade agree

ments. Visualization tools can then be used to create line graphs that show the frequency of each

topic over time, providing a clear picture of trends and shifts in media coverage.

For example, in January, topics might include ”Lithuanian presidency in the EU”, ”energy inde

pendence”, and ”NATO exercises”. In March, the focus might shift to ”economic sanctions on neigh

boring countries”, ”renewable energy projects”, and ”international cultural festivals”. These shifts

can be visualized to show how international perceptions and discussions about Lithuania change

over time.

This use case not only demonstrates the power of topic modeling in organizing and summa

rizing vast amounts of textual data but also highlights its ability to uncover temporal patterns and

evolving narratives, offering valuable insights for policymakers, media analysts, and researchers. By

understanding howLithuania is portrayed in the internationalmedia andhow these portrayals evolve,

stakeholders can better address issues, leverage positive coverage, and counteract negative narra

tives.

An illustration of one of the possible techniques of topic modeling is displayed in Figure 1. Con

sidering the algorithmic topic modeling, it can be understood as a collection of different algorithms,

where each one is responsible for certain tasks. It starts from getting embeddings of documents,

then reducing the dimensionality of embeddings, clustering them and last few steps are responsible

for extracting representation of the topics. In fact, when looked at the individual steps and how they

connect with each other, topic modeling in this way becomes clear and easy to understand.

Figure 1. Example sequence of steps to create topic representations.

Moving on to Dynamic Topic Modeling, which can also be done relatively simply using the pre
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viously mentioned algorithm. It does not require to recalculate entiremodel for each timestep. First,

we fit the topic model as if there is no temporal aspect in the data. This will create a general topic

model. Then, we can use the global representation as map to the main topics at different timesteps.

For each topic and timestep, we calculate the only the topic representations. This approach results

in a specific topic representation at each timestep without the need to create clusters from embed

dings, as they have already been generated.

Figure 2. Example sequence of steps to create dynamic topic representations.

There are two primary methods to further refine these specific topic representations: global

finetuning and evolutionary finetuning. For global finetuning, a topic representation at timestep

t is adjusted by averaging its cTFIDF representation with the global representation. This method

allows the topic representation to gradually alignwith the global representationwhile retaining some

of its unique terms. For evolutionary finetuning, a topic representation at timestep t is refined by

averaging its cTFIDF representation with the cTFIDF representation from timestep t − 1. This

approach enables each topic representation to evolve over time, reflecting changes incrementally.

Regarding the datasets used in topic modeling research, the arXiv dataset stands as an impor

tant resource for topicmodeling research, encompassing over 1.5million articles as of 2019, with this

number expected to have increased. This comprehensive repository includes detailed metadata for

each article such as the arXiv ID, submitter’s publicly visible name, a list of authors, the title, abstract,

full text, and publication date [15]. Its extensive coverage across diverse scientific domains — from

physics to economics— enables crossdisciplinary studies and comparative analysis, crucial for track

ing the narratives across scientific research fields. The inclusion of publication dates makes the arXiv

dataset particularly valuable for dynamic topic modeling, as it allows researchers to examine how

topics evolve over time, providing insights into shifting scientific paradigms and emerging research

trends. Furthermore, the availability of full texts facilitates the application of sophisticated natural

language processing techniques, supporting deep semantic analysis, thus providing even more con
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text that can be used with advanced NLP techniques. As an open access resource, the arXiv dataset

promotes reproducibility of published research, which makes it even more useful resource for mod

ern scientific research approach. This dataset can be utilized to analyze topic modeling, enabling

scientific trend identification, impact assessment, and investigations into scientific collaboration net

works.

1.3 Traditional Dynamic Topic Modeling Techniques

Referencing the same paper on Dynamic Topic Models [8], we should define the initial thought

process behind DTM. There are newer andmore advancedmodels defined now, but this paper serves

as the ground point for direct applications of DTM in machine learning field.

This paper begins with the definition of static topic models, in the paper called ”exchangeable

topicmodel”. Thesemodels assume that thewords of each document are independently drawn from

a multinomial distribution. The distributions for each document is also drawn randomly. Topics are

shared by all documents available in the dataset. For this reason, each document is a mixture of

different proportions of all the available topics in the dataset.

Later on, the authors of paper start to describe the idea of DTM. It is stated that for a large

textual dataset, treating documents as exchangeable components  in other words, treating the col

lection of documents as nonordered collection, could be considered inappropriate. Document col

lections such as articles, papers, blog posts often contain a distribution over time, so can reflect a

change of content over time. Because of this reason, it is of interest to model the dynamics of un

derlying topics, not just the overall distribution of topics over text corpora.

Let β1:K beK topics, each of which is distributed over a fixed vocabulary, available in dataset.

Formally, in static topic models, such as LDA, we can assume that each document is drawn from the

following generative process [8]:

1. Choose topic proportions θ from a distribution over the (K − 1)simplex, such as Dirichlet.

2. For each word:

(a) Choose a topic assignment Z ∼ Mult(θ).

(b) Choose a wordW ∼ Mult(βz).

This process would be correct (and is correct in LDA case) if we assumed that the documents

are drawn exchangeably from the same set of topics, available in the initial dataset. However, in

case of dynamic topic model, we should assume that the data is divided by time slice, for example

by month. Then, the documents of each slice are modeled with aKcomponent topic model, where

topics related to slice t evolve from the topic associated with slice t− 1.

For a Kcomponent model with V as words in the vocabulary of dataset, let βt,k denote the

V−vector of natural parameters for specific topic k in time slice t. In dynamic topicmodeling context,

Dirichlet distribution is not suited for sequential modeling. In this case, the natural parameters of

each topic βt,k are chained together in a state space model that evolves with Gaussian noise:

βt,k | βt−1,k ∼ N (βt−1,k, σ
2I). (1)

18



Compared to dynamic topic models, in static topic models like LDA, each document is repre

sented as amixture of topics. The proportions of these topics in a document are drawn from a Dirich

let distribution, specified by a concentration parameter α. In dynamic topic models, the topic pro

portions also need to evolve over time to reflect how the relevance or popularity of topics changes.

For the purpose of topic proportions modeling in dynamic topic models, logistic normal distribution

with parameter α is used. This choice stems from the logistic normal’s distribution ability to model

sequential structure between models, which is captured with a dynamic model:

αt | αt−1 ∼ N (αt−1, δ
2I). (2)

By combining themodels of topics and topic proportiondistributions, the authors of DTMpaper

[8] define a generative sequentially tied collection of topics models for slice t of sequential dataset

like this:

1. Draw topics βt | βt−1 ∼ N (βt−1, σ
2I).

2. Draw αt | αt−1 ∼ N (αt−1, δ
2I).

3. For each document:

(a) Draw η ∼ αt−∞, δ∈I.

(b) For each word:

i. Draw Z ∼ Mult(π(η)).

ii. DrawWt,d,n ∼ Mult(π(βt,z)).

Figure 3. Plate notation of DTM for three time slices [8].

The graphical representation of the generative DTM model described earlier is shown in Fig

ure 3. If horizontal arrows would be removed, thus removing the temporal aspect of the model, the

19



graphical representation would reduce to a set of independent topic models. With time dynamics, it

shows how topic kth at time slice t has evolved from topic kth at time slice t− 1.

1.4 Incorporating Large Language Models in Dynamic Topic Modeling

One of themain aspects related to this thesis is incorporation of Large LanguageModels (LLM),

clustering, and dimensionality reduction algorithms into topicmodeling. This presents both opportu

nities and challenges. One of the challenges or problems related tomethods that use LLM to perform

topicmodeling tasks lies in the deviation from traditional topicmodeling understanding. Probabilistic

methods, such as the LDA or DTMmentioned above, infer the distribution of topics in one document,

not only the latent topics over a collection of documents. This is possible due to the assumption that

each document in the collection of documents is drawn from the same sample space, containing all

possible topics of the documents, and each document contains a certain distribution of these topics

[6].

Algorithmic topic models, which are largely discussed in this work, work on a slightly different

assumption. Algorithmicmodels combine several techniques and algorithms in order to produce top

ics that may be available in the corpus. Specifically, this approach employs LLM or smaller language

models (such as word2vec [36]) to convert text into highdimensional vectors, otherwise known as

embeddings [1, 16]. Working with data in highdimensional spaces might be susceptible to various

phenomena that do not occur in lowdimensional settings, and even has its own name, curse of di

mensionality. In order to avoid these problems, reducing the dimension of extracted vectors is the

next important part in algorithmic topic modeling. Having dimensionreduced vectors allows us to

apply clustering algorithms and retrieve patterns of data that were once textual. All of these steps

employ an interesting concept of converting text into numerical space. Working on text on its own

is tedious process  imagine identifying topics in a very large corpus of texts, for example, science

journals just by reading the texts itself. Converting text to numerical representations allows one to

perform clustering and identify clusters of documents that are semantically similar. This is the key

concept of algorithmic topic modelling, identifying clusters of documents that are semantically simi

lar (embeddings of those documents in the vector space are relatively close together) and extracting

topics from these clusters. Compared to probabilistic topic models, algorithmsbased models can

only produce topics but are not able to infer the distribution of topics in the document itself. When

clustering, the document is assigned to one specific cluster (or is considered an outlier), not multiple

clusters, which results in this deviation from probabilistic topic models.

1.5 Large Language Models

A large languagemodel (LLM) typically refers to a deep learningmodel designed to understand,

generate, and interpret human language based on the Transformer architecture. These models are

characterised by their large number of parameters (often in the billions), sophisticated neural net

work architectures, and the ability to perform a wide range of natural language processing tasks with

high levels of proficiency.
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One of these models could be called BERT [16]. Compared to more recent LLMmodels such as

GPT3 [10] which has 175 billion parameters, nowadays BERT is not always considered LLM, having

110 million parameters as base version and 340million parameters as large version. However, based

on the context of the publication date of the BERT paper, it can be considered an LLM.

BERT is considered a language representation model, and the acronym stands for Bidirectional

Encoder Representation from Transformers. This model is designed to include the context of the

words, both in the left and right direction. As a result, the BERTmodel can be finetuned for a variety

of tasks, such as entity recognition, sentiment analysis, document classification. Compared to other

language models, such as the GPT models, BERT proposed a new idea on how to process language.

GPT used a lefttoright architecture, where every token can be related only to previous tokens in the

selfattention layers of the Transformer [52] model. BERT was improved compared to other models

using a pretrained objective of a masked language model (MLM). The masked language model ran

domly hides tokens on the input text and has the objective to correctly predict the original word in

the place of masked word based on the surrounding context. MLM objective allows the represen

tation of text to be a combination of left and right contexts, which allows training of a bidirectional

transformer model such as BERT.

Figure 4. Graphical representation of embeddings.

As mentioned before, BERT or basically any other LLM is considered a language representation

model, which accepts an input sequence (text) and transforms input to a numerical representation of

language, called embeddings. A simple idea of text embeddings is represented in Figure 4. However,

since embeddings are a crucial part of algorithmic topic modeling and thus the context of this work,

it is important to provide a deeper understanding of this idea.

In the context of machine learning and specifically in natural language processing, an embed

ding is a representation of discrete variables, like words or phrases, as continuous vectors in a multi

dimensional space. Embeddings has the property of capturing the semantics of the input data by

placing semantically similar items closer to each other in the embedding space. This concept facili
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tates machines in effectively performing tasks such as word prediction, sentence classification, and

sentence similarity evaluation by converting hard to handle textual information into a form that var

ious algorithms can manipulate more easily.

An embedding is a mapping of a discrete or categorical variable to a vector of continuous num

bers. The purpose of thismapping is to approximate themeaning of the objects in a highdimensional

space, as distances and directions preserve relevant properties of the objects. If x is a discrete vari

able with a unique encoding in a highdimensional space, a embedding function f maps x to a dense

vector f(x) in Rd, where d is significantly smaller than the dimension of x in the original encoding

space.

Key contributions to the idea of embeddings include the introduction of Word2Vec [36], a

model that utilizes neural networks for word representation in vector spaces. Following this, GloVe

[42] aggregated global wordword cooccurrence statistics to produce word embeddings, revealing

subtle linear substructures within the word vector space. Embeddings are not limited to word repre

sentations; sentences or paragraphs can also be converted to a numerical representation, capturing

the context of it. The before mentioned BERT model has a context window of 512 tokens, or roughly

speaking 512 words, meaning that it can efficiently capture context and produce embeddings of text

no longer than 512 tokens at once.

Referring back to Large Language Models and Algorithmic Topic Modeling, it should become

more apparent how these techniques can be combined together to perform Topic Modeling. LLMs

are usually finetuned for downstream tasks of sentiment analysis, named entity recognition, ma

chine translation. These downstream tasks often take the outputs of LLMs  embeddings  as their

input and employ a variety of machine learning techniques to perform different tasks. In the con

text of algorithmic topic modeling, LLMs are employed just to represent the textual information as

embedding vectors, which are then analyzed further, allowing to group documents based on their

topical similarity. As a result, the quality of algorithmic topic modeling should constantly improve as

new and improved LLMs are developed. This allows algorithmic topic modeling to continuously grow

with the current stateoftheart in embedding techniques.

1.6 Dimensionality Reduction

Dimensionality reduction can be considered as a fundamental tool in the context of machine

learning. With the evergrowing amount of data and the highdimensionality of it, the field of ma

chine learning or data science greatly benefits from the development of algorithms that are both

scalable to vast amounts of data and able to handle diverse data in different embedding dimensions.

Considering the embeddings provided by LLMs, they often have the property of having a large

number of dimensions. While there are clusteringmethods (clustering is part of the algorithmic topic

modeling approach) available to work on highdimensional data, a simpler strategy is to reduce the

dimensionality of embeddings. As LLMs grow in terms of the number of parameters, the complexity

and capacity of these models often also increase. Larger models can potentially capture more con

textual information, requiring higherdimensional embeddings to fully represent the complexity of

language. Larger vector spaces can potentially capture more detailed distinctions between features,

22



which can be considered critical for tasks involving fine semantic distinctions, such as language under

standing and generation. However, this is not the only reason to consider dimensionality reduction

algorithms that can be versatile and efficient in handling different embedding dimensions. There are

multiple available languagemodels, each having a unique architecture, thus producing different vari

ations of embeddings. Because of this, a dimensionality reduction algorithm is needed, which would

show the ability to preserve more of the highdimensional structure after dimensionality reduction

despite the form of the initial data.

There are numerous worth mentioning dimensionality reduction algorithms, such as PCA [28]

or tSNE [32]. However, a more recent and fitting the needs of algorithmic topic modeling techniques

algorithm is available, called UMAP. Uniform Manifold Approximation and Projection (UMAP) [35]

is a dimensionality reduction technique that can be used for visualisation, but also for general non

linear dimensionality reduction. Based on the original paper, the UMAP algorithm is founded on

three assumptions about the data:

1. The data is uniformly distributed on a Riemannian manifold;

2. The Riemannian metric is locally constant (or can be approximated as such);

3. The manifold is locally connected.

These assumptions can be difficult to understand, but these assumptions allow the model to

find a manifold with a fuzzy topological structure. The embedding is found by looking for a low di

mensional projection of the data that has the closest possible equivalent fuzzy topological structure.

There are improved variations of the original UMAP already, called densMAP [40], which preserves

local density information in addition to the topological structure of the data. This new improvement

is worth looking at in the algorithmic topic modeling task.

The core idea of this algorithm is to model the highdimensional data as weighted graph. Each

point in the data set is a node in this graph, and edges between these nodes are weighted based

on the distance between points. UMAP views the data as a manifold that can be approximated by

locally connected regions. This algorithm starts by evaluating the distance between points in the

highdimensional space. Usually, Euclidean distance is used, but the algorithm can be flexible in

using other metrics as well. For each point, UMAP then finds a local region and computes how each

point in this region is connected to every other point based on distance. Then, UMAP aims to create

a lowdimensional graph that as closely as possible reflects the same relationships as discovered

before in highdimensional weighted graph. The initial layout of lowdimensional graph is generated

randomly. Then UMAP adjusts this layout to reduce crossentropy between the connectivity of the

highdimensional graph and the lowdimensional graph, using stochastic gradient descent. UMAP

balances the preservation of both local and global data structure, maintaining broader relationships

within the data, which is in turn crucial for tasks like clustering.

Overall, UMAP is an algorithm that can work with a variety of distance metrics, making it ver

satile option for different kinds of data. It is generally faster than other dimensionality reduction

algorithms and can work with larger datasets. These features of the UMAP algorithm makes it a

suitable choice working with highdimensional representations of language.
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1.7 Clustering

Having the dimension of embeddings reduced, the next step is recognizing patterns in the data

via clustering. There are many clustering algorithms available, but in the context of this work, one

of the most suited algorithms for clustering embeddings should be considered Hierarchical Density

Based Spatial Clustering of Applications with Noise (HDBSCAN) [34]. HDBSCAN is an extension of

DBSCAN [18], which added the hierarchical component. DBSCAN on itself is one of the well known

clustering algorithms that is able to handle noise in the dataset and evaluate those points as outliers,

but it is not able to find the density of the data. DBSCAN forms clusters based on the concept of

density reachability. In datasets with variable density clusters, the density difference between clus

ters can be significant. DBSCAN utilizes parameter ε, which notes the maximum distance between

two points for one to be considered as in the neighborhood of the other point. Other parameter is

k, which denotes the density threshold or the minimum number of points for region to be consid

ered cluster. Since HDBSCAN could be considered as an extension of DBSCAN, the HDBSCAN can be

considered as an algorithm to search over all ε values for DBSCAN to find clusters that are present

for various ε values [34]. This modification of DBSCAN provides the benefit of not having to select a

predefined ε value, but also helps to mitigate the problem of variable density clustering, a problem

which is common to DBSCAN.

To illustrate the advantage of HDBSCAN over regular DBSCAN, an example of dataset with two

significant clusters can be used. One of the clusters present in the data has high density (data points

are very close together), and other cluster is sparse (low density). If ε is too small, the algorithm of

DBSCAN might not identify the lowdensity cluster. If ε is too large, the algorithm could overcluster,

meaning that both clusters would be recognized as one. In this case, the use of HDBSCAN could solve

the problem, since it iterates over the ε values, thus dealing with varying densities much better.

HDBSCAN, as described by the original authors, is particularly beneficial for exploratory data

analysis. Exploratory data analysis aims to uncover interesting patterns and generate newhypotheses

without making assumptions about the data. Traditional clustering methods often struggle in this

area due to their need for parameter finetuning, assumptions about data distributions, which can

lead to false assumptions about cluster relationships and revealmisleading conclusions. The strength

of HDBSCAN lies in its approach to these challenges. This algorithm is part of densitybased clustering

techniques, which are less dependent on assumptions about the distribution of data points within a

space. Because of this reason, HDBSCAN can be a very prominent clustering tool in the context of

natural language processing. Natural language is a difficult concept, even for humans, so having a

vast amount of textual information and making assumptions about it might be difficult. Especially

when this information is transformed into embeddings, the parameter finetuning can be even more

difficult. In essence, HDBSCAN facilitates the exploration of data without extensive preprocessing

or assumptions, making it a suitable tool for clustering embeddings, even in cases where data has a

lot of noise and other clustering algorithms are not suited.

Referring back to the section of UMAP, the combination of UMAP and HDBSCAN is partic

ularly powerful for datasets where clusters may vary significantly in density and when the high

dimensionality of data (in case of embeddings) might obscure natural clusters. UMAP’s ability to
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reduce dimensionality while maintaining local and global structures makes it an ideal preprocessing

step for HDBSCAN, which can then effectively identify clusters based on the density of points in this

transformed space. This combination of dimensionality reduction and clustering algorithms has been

proved effective in number of research papers. One of the researches [4] states that the combina

tion of UMAP and HDBSCAN on short text embeddings is better than baseline methods, evaluated

on clustering metrics purity and NMI.

Another approach, which is an algorithm called BERTopic [20], combines the large language

models, dimensionality reduction algorithms and clustering algorithms, to prove themeffective in the

context of topic modeling. They state that the use of HDBSCANmodels clusters with a softclustering

approach, which allows noise in the dataset to be considered outliers. This functionality of HDBSCAN

prevents documents that are not in any topic to be excluded, thus improving the performance of topic

modeling techniques.

1.8 Topic Extraction

At this step, all the documents in the dataset have been processed and assigned to one par

ticular class or counted as outlier. The process beforehand could be understood as a unsupervised

document classification task  trying to categorize documents based on their similarity into different

categories. In the case of topic modeling, the task is to figure out what is the common narrative

across the documents in a particular category.

For finding the common topic in a textual dataset, the task is basically discovering the most

important words in that particular dataset. The simplest way, of course, would be to calculate the

frequencies of terms in the dataset and find the most important or common words that way. In

reality, languages have words which are usually more common than others, for example, ”of”, ”is”,

”and”. If we utilize this method for topic extraction, we can expect that every single topic would have

those commonwords andwouldn’t be so informative. In best case scenario, such topicmodel should

be penalized based on the evaluation metrics which are discussed later.

1.8.1 TFIDF

One common numerical statistic to determine how important a word is to a document is called

Term FrequencyInverse Document Frequency (TFIDF) [30]. The TFIDF value increases proportion

ally to the number of times a word appears in the document but is offset by the frequency of the

word in corpus. The idea of algorithm is to denote each document d as a vector
−→
d = (d(1), . . . ,d(|W |)

in vector space, where documents with similar content have similar vectors  in this case, similar top

ics. The values of
−→
d elements d(i) are calculated as a combination of term frequency (TF) and inverse

document frequency (IDF). TF measures how frequently the a term occurs in a documents and IDF

measures how important a term is in a dataset. IDF is calculated from the document frequency (DF)

metric, which is a number of documents in which the word w occurred. Then, IDF can be calculated

from the DF as such:

IDF (w) = log

(
|D|

1 +DF (w)

)
, (3)
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where |D| represents the total number of documents present in dataset. The IDF has low value if a

word occurs in many documents and vice versa if the word occurs in only one document, meaning it

is rare. Then, the value of d(i) is calculated as this:

d(i) = TF (wi, d) · IDF (wi) (4)

and can be called as weight of word wi in document d. This measure of weight is extensively used

in topic modeling due to the fact that it helps to measure how critical a word is to a document in

corpus, thus helping extract better topic representations.

1.8.2 cTFIDF

However, this classical approach of TFIDF takes into account the whole dataset and measure

the importance of each word available in the dataset. Having our data clustering, this approach is not

ideal. Instead, we would want to extract topic representations in the cluster level, disregarding other

clusters. As described in BERTopic paper [20], a modified TFIDF algorithm, called classbased TFIDF

procedure, can be used. In this algorithm, the cluster is considered a single document by concate

nating all the documents in the cluster. Then, the original TFIDF is adjusted to this representation:

c(i) = TF (wi, c) · log
(
1 +

A

CF (w)

)
, (5)

where c(i) is a class in a vector of classes
−→c = (c(1), . . . ,cn). Class in this case represents a collection

of documents concatenated into a single document for each cluster. Then, CF is class frequency,

which shows the frequency of word across all classes, and lastly  A is the average number of words

per class. By using this algorithm, we are able to model the importance of each word throughout

the classes, instead of individual documents, which in turn allows to extract topics for each cluster

of documents, instead of the whole dataset.

1.8.3 Generative Language Models

Usually, the topic extraction processes described earlierwould be sufficient in certain use cases.

When using cTFIDF for topic extraction, we are able to extract a set of keywords, which represents

the latent topic in cluster of documents. A quick example of arbitrary topics extracted using cTFIDF

is presented in Table 1.

The topic representations in Table 1would be sufficient enough to understand the general topic

of documents cluster, however, the topic of this work is narrative search. In literature, the terms topic

and narrative are oftenused interchangeably [23, 26], as they are used in the context of thiswork. But

if analyzed deeper, one could argue that topic and narrative have similar meaning, but not the exact

same. To defend this viewpoint, topic could be understood as a static representation of documents

cluster, as shown in Table 1, but narrative would encompass a coherent storyline, visible over the

time within a corpus of text. Utilizing dynamic topic modeling allows us to address the temporal

aspect of a narrative, but there is a lack of storyline aspect in the provided topic representations.
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Table 1. Arbitrary cTFIDF topic representations.

Topic ID Representation

0 uk_politics_brexit_elections

1 global_health_covid_climate_change

2 technology_artificial_intelligence

3 sports_football

4 entertainment_movies_awards_celebrities

As stated in the Artificial Intelligence Index Report 2024 [33], in recent years LLMs have become

more performant than humans on traditional English language benchmarks, such as SQuAD [46] (QA

benchmark) or SuperGLUE [53] (language understanding). These advancements in LLMs have sug

gested the need for more extensive benchmarks in order to evaluate the evergrowing capabilities of

LLMs. One of such benchmarks is called Massive Multitask Language Understanding [24]. Without

delving into much details of the benchmark, we can say that its purpose is to assess model perfor

mance in zeroshot or fewshot tasks across 57 subjects, including STEM, social, humanities sciences.

To obtain high accuracy on this benchmark, models must have extensive world knowledge, problem

solving ability, context understanding of the questions asked. Furthermore, in January 2024, Google’s

Gemini Ultra [50] model has surpassed human performance baseline of 89.8% [33] on Massive Mul

titask Language Understanding test. Also, based on the generation tasks, where AI models are tested

to produce fluent and practical language responses, evaluation done by humans on Chatbot Arena

platform [14] is constantly increasing, ranking OpenAI’s GPT4 Turbo model as the most performant.

All these recent advances in LLMs suggest that the possibilities to utilize language models in

crease and the possible tasks solved by LLMs get broader andmore complex. An ideaworth exploring

might be utilizing LLMs for the single purpose of zeroshot topic modeling tasks. This could be a pos

sible application, however, current LLMs still have quite short context windows of input text. If the

dataset has a large amount of texts, entering into the big data range, LLMs are still not possible to an

alyze the whole input due to limited context and input tokens limit. For this reason, to utilize LLMs in

topic modeling, we need to reduce the amount of possible texts with before mentioned techniques

 dimensionality reduction, clustering and keyword extraction from documents clusters.

Applying these processes enables us to crystallize the essential information hidden in the

dataset, thus reducing the noise and the total amount of data. We can then utilize prompt engineer

ing techniques to achieve the further goal of topic extraction. A new paradigm of ”pretrain, prompt

and predict” [31] is becoming more apparent. In this paradigm, instead of adapting pretrained lan

guage models to downstream tasks such as sentiment analysis, downstream tasks are formulated to

resemble the original tasks solved during language model training, using a textual prompt. Prompt

is a predefined list of instructions provided to LLM that enables to customize the output and capabil

ities of it [54]. For example, when predicting the sentiment of headline ”Government Audit Reveals

Widespread Misuse of Public Funds Amidst Economic Downturn”, it can be followed by a prompt

”This is news for our economy” and ask language model to replace the blank space with a word
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that has emotional weight. In this way, this creates an opportunity to utilize the pretrained, very

large language model to predict the desired output. In the scope of this work, this would mean con

structing such a prompt, which would accept keywords of cluster and representative documents of

cluster (documents that are closest to the center of cluster) and in turn output coherent, comprehen

sive, diverse representation of narrative. By utilizing this process, we can expect to fulfill the ultimate

goal of this work  narrative search in the Information Space.

1.9 Evaluation Metrics and Benchmarking

Machine learningmodels often are evaluated based on the accuracy scores of predicted results

versus ground truth. However, in the case of topic modeling, it is very hard to define ground truth,

since the technique is unsupervised, meaning the ground truth is not always available and other

metrics to evaluate the results are necessary. Because of this, we can find two groups of evaluation

metrics for topic modeling:

• Metrics which allows to evaluate results of topic model independently of a ground truth. This

group consists number of metrics, but coherencemetrics are the most popular ones [48]. Co

herence is a measure which evaluate whether statements or facts support each other. An

example of coherent fact set would be {”basketball is a sport played with a ball”, ”basketball is

a team sport”, ”basketball demands great physical efforts”}.

• Metrics that assess the accuracy of a model’s predictions by comparing the generated clusters

with actual topic labels assigned to each document.

Since the goal of this work is to utilize LLMs to generate topic labels, the entropy this approach

createsmakes the comparison of generated labels to ground truth obsolete. Topic coherencemetrics

will be used to evaluate the results.

Topic Coherence (TC) metrics, as mentioned before, tries to evaluate the interpretability of

generated topics. Once again, these metrics can be categorized into two classes, named automated

TC metrics and humanannotated TC metrics [27]. Automated TC metrics assess the interpretability

of topic models based on factors like cooccurrence or semantic similarity of topic words. In contrast,

humanannotated TC metrics involve creating surveys that rate or score the interpretability of topic

models, relying on human judgment to validate the semantic coherence and meaningfulness of the

topics. While humanannotated TCmetrics provide amore accurate and nuanced understanding of a

topic model’s performance by capturing the underlying themes in a text corpus, they are costly, time

consuming, and require multiple human participants to avoid personal biases. On the other hand,

automated metrics are more costeffective, as they do not necessitate hiring and training human

annotators, enabling the evaluation of large datasets and numerous model comparisons.

1.9.1 Automated Topic Coherence Metrics

A high TC value suggests that the words within the topic are semantically similar and tend to

cooccur in similar contexts. With this in context, a quick introduction on some of the metrics that

are planned to be used in this work will be present.
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The first metric in the list is Normalised PMI (NPMI) [3]. This method uses context vectors for

each topic word w to generate the frequency of word cooccurrences within a window of±1 words

surrounding all instances ofw. NPMI values range from−1 to 1, with higher values indicating greater

coherence. A value of 1 means perfect cooccurrence, 0 indicates independence, and −1 suggests

complete anticorrelation. NPMI has been shown to have a stronger correlation with human ratings

compared to other metrics. Formula for NPMI calculation is provided in Equation 6.

NPMI(wr
i , w

s
i ) =

log2
P (wr

i ,w
s
i )+ε

P (wr
i )P (ws

i )

− log2(P (wr
i , w

s
i ) + ε)

(6)

UMass [38] metric proposes an asymmetric confirmation measure to estimate the coherence

between words within a given topic by calculating the log ratio frequency of their cooccurrences in

a document corpus. UMass counts the number of times a pair of words cooccur in the corpus and

compares this to the expected number of cooccurrences if the words were randomly distributed

across the entire corpus. More formally, UMass computes the codocument frequency of words wr
i

andws
i divided by the document frequency of wordws

i . UMass values are typically negative, and less

negative values indicate higher coherence, meaning the words in the topic cooccur more frequently

and are more semantically related. UMass is provided in Equation 7.
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. (7)

1.9.2 Contextualized Topic Coherence

Contextualized Topic Coherence (CTC) has been recently brought up in research to evaluate new

measures for the quality of topic models. CTC are contextaware family of topic coherence metrics

based on the LLMs [44]. The last plan is to propose relatively new topic coherence measures, based

on the narratives found in previous steps and utilize LLMs for the evaluation of results.

Intrusion is a measure aimed to identify the words that do not belong to a category of topic.

These so called intruderwords are usually detected by human evaluation to assess the quality of topic

model and gives a higher score if extracted topics do not have intruderwords. Replacing humanswith

LLMs to identify the intruder words is the main idea of this metric. As suggested in the original paper

[44], LLM prompt for Intrusion evaluation is provided in Listing 1.

Listing 1. Prompt for CTCIntrusion evaluation.

I have a topic that is described by the following keywords: [KEYWORDS].

The topic can be described as this: [TOPIC DESCRIPTION]

Identify all intruder words in the list with respect to the topic

keywords and description provided.

The results should only be in the following format without any

formatting: intruders: <words in a list>
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The number of intrusion words (|Ii|) returned by LLM for each topic i is used to define

CTCIntrusion as follows:

CTCIntrusion =
n∑

i=1

1− |Ii|
m

n
, (8)

where n is the number of topics identified by the model andm is the number of words in the specific

topic.

Ratingmeasures the usefulness of the topicwords for retrieving documents on a given topic. As

stated in the original paper [44], human topic ratings are expensive to produce, but they often serve

as the basis of evaluation, especially for subjective outputs, such as topics or narratives. Humans

(and in this case, LLMs) are asked to evaluate a randomly selected subset of topics for their usefulness

and score each topic on a 3 point scale, where 3 equals highly coherent topic and 0  useless (or less

coherent). The prompt used for evaluation of Rating is presented in Listing 2 [44].

Listing 2. Prompt for CTCRating evaluation.

I have a topic that is described by the following keywords: [KEYWORDS].

The topic can be described as this: [TOPIC DESCRIPTION]

Evaluate the interpretability of topic words on a 5-point scale where 5

= 'meaningful and highly coherent ' and 0 = 'useless ' as topic words

are usable to search and retrieve documents on a single particular

subject.

The results should only be in the following format without any

formatting: score: <score >

\label{prompt:rating}

The CTCRating for a model then can be obtained by the average sum of all ratings over all the

topics.

1.9.3 Topic Diversity

Topic Diversity is a rather simplemetric. It shows the proportion of uniquewords across topics.

If the diversity is close to 0, it may indicate redundant topics. Otherwise, if diversity is close to 1, it

indicates more varied topics [17].

Topic Diversity =
|UniqueWords|
k × |Topics|

, (9)

where k is the number of top words considered from each topic.

1.10 Section Summary

The literature review of this thesis provides a comprehensive exploration of various method

ologies and applications of topic modeling, particularly focusing on dynamic topic modeling (DTM)
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and the integration of advanced language models. These are the key conclusions that can be drawn

from the literature review:

1. Growing Importance of Topic Modeling. The vast expansion of digital information requires

sophisticated methods for data analysis and retrieval. Topic modeling has emerged as a vital

tool for organizing and summarizing large text corpora, facilitating document classification,

information retrieval, content recommendation, and trend analysis.

2. Dynamic TopicModeling (DTM). Traditional topicmodels, like Latent Dirichlet Allocation (LDA),

fail to account for the temporal evolution of topics. DTM addresses this limitation by modeling

the evolution of topics over time, capturing how discussions and narratives shift. This capa

bility is particularly useful for analyzing trends in social sciences, market research, and media

monitoring.

3. Advanced Techniques in TopicModeling. The integration of advanced techniques, such as em

beddings, dimensionality reduction, and clustering algorithms, enhances the effectiveness of

topic modeling. These techniques enable more precise and contextaware analysis, improving

the identification and tracking of evolving topics.

4. Application of Large Language Models (LLMs). LLMs have significantly advanced natural lan

guage processing (NLP) capabilities. Thesemodels offer sophisticatedmeans for text represen

tation and understanding, facilitating improved topic extraction and narrative search. The use

of LLMs in zeroshot or fewshot tasks showcases their potential in enhancing topic modeling.

5. Evaluation Metrics. Evaluating the performance of topic models is challenging due to the lack

of ground truth in unsupervised learning tasks. Topic coherencemetrics, both automated (e.g.,

NPMI, UMass) and contextualized (e.g., CTCIntrusion, CTCRating), provide valuable insights

into the interpretability and meaningfulness of extracted topics. These metrics are crucial for

assessing the quality and effectiveness of topic models.

6. Practical Applications and Case Studies. The literature review highlights practical applications

of topic modeling in various domains, such as analyzing international media coverage, track

ing disinformation campaigns, and understanding public opinion trends. These case studies

demonstrate the realworld relevance and impact of topic modeling techniques.

After the literature review, we can crystallize the main idea and problem that is solved by this

thesis. The aim is to address the challenge ofmanaging and analyzing large amounts of data available

in the information space using dynamic topicmodeling techniques. Specifically, the goal is to develop

a process to identify, track, and analyze timevarying topics in textual datasets. The problem can

be summarized as follows: Information Overload is a significant issue due to the growing amount

of data on the Internet, causing people and systems to struggle with processing and making sense

of vast amounts of information efficiently. Topic Identification and Tracking aim to implement and

improve dynamic topic modeling techniques to not only identify topics within large text corpora, but

also track the evolution of these topics over time. Additionally, the Improvement of Narrative Search
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involves applying advanced natural language processing techniques to refine the process of evolving

narrative search within large datasets, allowing the retrieval and understanding of coherent story

lines or narratives dynamically and efficiently. The ultimate goal is to extract topics that are easy to

understand and accurately reflect the information present in documents within a particular cluster.

In summary, this review of the literature underscores the critical role of topic modeling in man

aging and analyzing the evergrowing information space. By integrating advanced language models

and dynamicmodeling techniques, it is possible to better understand and navigate the complex land

scape of digital information, uncovering valuable insights and trends.
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2 Methodology

The previous section of the literature review provides an overview of topic modeling and how

it is usually performed. Since the goal of this work is to define a process based on topic modeling to

identify timevarying topics in textual datasets, it is time to define the plan andmethods for exploring

topic modeling possibilities.

2.1 Dataset

The dataset for this study was collected between midSeptember 2024 and late December

2024. It includes data from various Lithuanian sources, such as websites, press, social media, TV, ra

dio, and podcasts. The data was gathered specifically to extract texts related to the 2024 Lithuanian

parliamentary election, by filtering relevant media articles via named entity recognition, keyword fil

tering and manual selection based on the entities provided in Table 2. It was collected using web

and social media scraping tools via thirdparty providers and automatic speechtotext transcription

for audio and video segments. In total, there were 7385 documents collected and constructed into

the dataset. The majority of the data were collected in from Lithuanian sources, but to simplify pro

cessing, texts are translated into English via cloud translation service, namely Azure AI Translator.

This cloud translation service has shown reliability in preserving both the original meaning and the

integrity of entities within the translated text over texts used in other projects, not only in this study.

Table 2. Key entities used for the data collection process.

Party Key Entities

Nemuno Aušra Remigijus Žemaitaitis, Agnė Širinskienė

Taikos Koalicija Viktoras Uspaskich, Mindaugas Puidokas

Laisvės partija Aušrinė Armonaitė, Tomas Raskevičius

Liberalų sąjūdis Eugenijus Gentvilas, Viktorija ČmilytėNielsen

Socialdemokratai Gintautas Paluckas, Vilija Blinkevičiūtė, Juozas Olekas

Demokratų sąjunga „Vardan

Lietuvos”

Saulius Skvernelis, Lukas Savickas

Lietuvos valstiečių ir žaliųjų

sąjunga

Ramūnas Karbauskis, Aurelijus Veryga

Tėvynės sąjungaLietuvos

krikščionys demokratai

Ingrida Šimonytė, Gabrielius Landsbergis, Laurynas

Kasčiūnas

Tautos ir teisingumo sąjunga Petras Gražulis, Artūras Orlauskas

Lietuvos liaudies partija Eduardas Vaitkus
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Figure 5. Count of documents over time in the dataset used.

The 2024 Lithuanian parliamentary election was held in two rounds on October 13 and 27 to

elect 141 members of the Seimas. It marked a significant shift in the political landscape, with the

Social Democratic Party emerging as the largest party. Voter turnout increased compared with that

in 2020, with 52.2% in the first round and 41.04% in the second round.

In Lithuania, during the first round of elections, people vote for a party, whereas in the second

round, they vote for constituency members. An overall picture of the media coverage is shown in

Figure 5. As expected, the first round, which took place on October 13, presented the highest volume

of published documents. However, during the second round on October 27, media coverage was

lower. Considering the context of elections, this trend likely reflects the nature of the public interest

and media focus. The first round generally attracts more attention as it determines the broader

political landscape, including which parties secure seats in parliament. In contrast, the second round

involves a narrower focus on individual constituencies, which may generate less nationwide media

attention. Given the data collection methods, it is likely that documents related to the second round

focused more on specific individuals, which may have resulted in fewer documents being captured.
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The distribution of media types within the dataset is illustrated in Figure 6. It highlights entry

counts for each category: webpage, publication, social, video, and audio. The webpage category has

the highest count, followed by publication, while audio has the lowest. For clarity, exact counts are

displayed above each bar.

To improve processing efficiency and reduce translation costs, the texts were segmented into

sentences, including only those relevant to the theme. While this approach reduces computational

demands and makes tasks such as calculating embeddings and translation less resourceintensive,

it has several drawbacks. By isolating sentences from their original context, the dataset loses the

broader thematic and contextual coherence of the full texts. This reduction in topical structure may

limit the depth of analysis that could be achieved with complete texts.

2.2 Embedding Model

In this work, Jina Embeddings v2 [21] is used in order to obtain text embeddings, which are

later used for downstream tasks. Jina Embeddings are relatively new opensource text embedding

models designed to handle extended text sequences up to 8192 tokens, significantly exceeding the

512token limit common inmost embeddingmodels such as BERT. By incorporating innovations such

as Attention with Linear Biases (ALiBi) [43] for efficient positional encoding, the model can process

long documentswhilemaintaining high performance on standard natural language processing bench

marks.
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Jina Embeddings utilizes amodified BERT architecture trained on a large text corpus. Themodel

is finetuned using a combination of text pairs and hard negatives, optimizing its performance for

tasks such as information retrieval, clustering, and text classification. Compared with chunkbased

approaches, the model’s ability to embed long texts into single vector representations significantly

reduces memory and computational overhead.

Jina Embeddings is a highly effective model for clustering and topic modeling due to its robust

semantic encoding capabilities. It demonstrates strong performance in clustering tasks, as evidenced

by its high scores on the Massive Text Embedding Benchmark (MTEB) [39], showing its ability to cre

ate meaningful semantic groups. The model’s finetuning approach on diverse datasets improves its

adaptability across various text domains, making it versatile for different clustering and topic mod

eling applications. Additionally, its design prioritizes computational efficiency, enabling this study to

use fewer computational resources and faster iterations of different topic models. The final output

of the Jina Embeddings v2 model is a 768 elementlong embedding vector.

2.3 Topic Models

Topic models are computational methods designed to uncover hidden thematic structures

within large text datasets. These models provide a means to organize and summarize textual data,

revealing patterns and relationships that are not immediately apparent.

This section explores various approaches to topic modeling, beginning with probabilistic topic

models like Dynamic Topic Model (DTM). Following this, algorithmic topic models are analyzed, in

cluding BERTopic and the Aligned Neural Topic Model (ANTM), which leverage advancements in neu

ral embeddings and clustering to represent topics dynamically, are subsequently analyzed. These

methodologies highlight the evolution of topic modeling, from probabilistic foundations to neural

and algorithmic innovations, offering diverse strategies for analyzing complex textual datasets.

2.3.1 BERTopic

The previously introduced Dynamic Topic Model (DTM) is best characterized as a probabilistic

dynamic topic model. It assigns probabilities to words and topics over time, enabling researchers to

infer evolving themes and patterns in data. Probabilistic topic models like DTM operate under the

assumption that each document in a corpus is a mixture of topics, with each topic represented as a

probability distribution over the corpus vocabulary.

In contrast, BERTopic and ANTM fall under the category of algorithmic topic models. These

models leverage advances in neural document and word representation techniques, such as embed

dings, and employ numerical optimization methods to identify topics. Here, topics are represented

as weighted word vectors derived from clusters of semantically similar documents.

BERTopic [20] generates topic representations in three steps:

1. Embedding Documents: Each document is converted into an embedding using a pretrained

language model. BERTopic’s architecture allows flexibility in the choice of language models, as

long as they produce the required embeddings.
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2. Dimensionality Reduction and Clustering: The dimensionality of the embeddings is reduced

using the UMAP algorithm [35] to optimize the clustering process. Clustering is performed

using the HDBSCAN algorithm [34], as detailed in Sections 1.6 and 1.7.

3. Topic Extraction: The topics are derived from document clusters using cTFIDF, a classbased

variation of the TFIDF algorithm discussed in Section 1.8.2.

To accommodate dynamic topic modeling, BERTopic integrates temporal information into its

analysis. This approach assumes that while the temporal context influences the representation of

topics, global topics remain consistent across time. For example, consider a global topic related to

climate change. This topic might consistently include general terms such as ”global warming” and

”greenhouse gases” across different periods. However, documents from the 1990s may frequently

reference terms like ”Kyoto Protocol” and ”ozone depletion,” while more recent documents might

focus on ”Paris Agreement” and ”carbon neutrality.” Although the specific terms change over time,

they all relate to the broader topic of climate change.

To generate dynamic topic representations, BERTopic follows a twostep process:

1. The entire corpus is processed without considering temporal aspects, creating a global

overview of topics.

2. For each timestamp i, local topic representations are created by multiplying the term frequen

cies of the documents of that timestamp with the global IDF values. This avoids the need for

reembedding or reclustering documents, enabling efficient computation.

This approach effectively separates global topic identification from temporal dynamics, allow

ing BERTopic to represent topics consistently while incorporating temporal variability. By doing so, it

ensures scalability and computational efficiency in dynamic topic modeling.

Although it is possible to observe how topic representations differ over time, the represen

tation in timestep t is independent of the representation in the previous timestep t1. Consequently,

this approach to dynamic topic modeling may not naturally produce linearly evolving narratives. By

definition, a narrative implies that the representation of the topic at time t is influenced by its rep

resentation at t1. To address this, the cTFIDF vector at each timestep is first normalized using the

L1 norm. Then, to compute the topic representation at timestep t, it is averaged with the represen

tation from the previous timestep, t1. This process smooths the topic representations across their

temporal sequence, ensuring a more coherent temporal evolution.

The experiments in this work will be carried out using the library BERTopic, published by the

original BERTopic author Maarten Grootendorst, available at GitHub.

2.3.2 Aligned Neural Topic Model

The Aligned Neural Topic Model (ANTM) improves dynamic topic modeling by addressing lim

itations in BERTopic and introducing a methodologically coherent approach to analyzing evolving

themes. BERTopic applies UMAP for dimensionality reduction and HDBSCAN for clustering, produc

ing static clusters that are represented dynamically through term frequency normalization across
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timespecific corpora. However, this approach treats each temporal representation independently,

resulting in fragmented or redundant topic mappings across time.

ANTM overcomes this limitation through a layered architecture that ensures temporal coher

ence and interpretability. It consists of three key components:

1. Contextual Embedding Layer (CEL): Pretrained Transformerbased large languagemodels gen

erate timeaware embeddings, capturing both semantic and temporal contexts of documents.

2. Aligned Clustering Layer (ACL): Documents are grouped into clusters within overlapping time

frames using aligned dimensionality reduction (AlignedUMAP [29]) and HDBSCAN. These clus

ters are then aligned across time to create evolving topics, ensuring continuity and capturing

narrative evolution.

3. Representation Layer (RL): Relevant terms are extracted for each cluster using cTFIDF.

This architecture enables ANTM to align topic representations across consecutive time steps,

ensuring smooth and meaningful transitions while maintaining semantic integrity. Using a neural

alignment mechanism, ANTM preserves the narrative progression of the themes, avoiding the dis

jointed snapshots produced by BERTopic.

Additionally, ANTM incorporates a multi objective optimization framework that balances topic

coherence, distinctiveness, and temporal alignment. This approach ensures that highquality, inter

pretable topics evolve consistently over time. Experimental evaluations show that ANTM surpasses

BERTopic in maintaining topic continuity, reducing redundancy, and improving the interpretability of

temporal trends.

The experiments in this study will utilize the ANTM library, developed by the original ANTM

author, Hamed Rahimi, and accessible on GitHub.

2.4 Prompts for Narrative Extraction

This section outlines the prompts utilized for extracting information about documents and key

words within topics after preprocessing through topic models. Specifically, the prompt used for topic

label extraction is detailed in Listing 3. This particular prompt was selected because of the character

istics of the dataset, which primarily consists of short sentences. Given the limited context provided

by such data, generating accurate descriptions can be difficult. To avoid this issue, the prompt in List

ing 3 was selected as the most suitable prompt. However, for datasets with longer documents and

richer context, the prompt illustrated in Listing 4 would likely produce more coherent and diverse

descriptions, potentially yielding more interesting results.
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Listing 3. Prompt for topic label extraction.

In this topic , the following documents are a small but representative

subset of all documents in the topic:

[DOCUMENTS]

The topic is described by the following keywords: [KEYWORDS]

The dataset is regarding Parliament Elections in Lithuania. You should

extract a detailed and descriptive topic label that includes key

figures , major events , political parties , and significant themes

related to Parliament Elections in Lithuania.

Based on the information above , provide a detailed and descriptive topic

label in the following format:

topic: <topic label >

Listing 4. Prompt for topic summary extraction.

I have a topic that is described by the following keywords: [KEYWORDS]

In this topic , the following documents are a small but representative

subset of all documents in the topic:

[DOCUMENTS]

The dataset is regarding Parliament Elections in Lithuania. You should

try to extract topics that includes key figures , major events ,

political parties , and significant themes related to Parliament

Elections in Lithuania in the topic description.

Based on the information above , please give a concise description of

this topic in the following format:

topic: <description >

2.5 Topic Alignment Metric

Another metric for evaluating the extracted topic keywords and descriptions could be named

as Topic Alignment or, in the notation from Section 1.9.2,CTCTA. The primary objective of this work

is not only to extract keywords from text corpora that represent topics but also to generate human

readable narratives. Ideally, the extracted keywords and the corresponding narrative should align.

However, this is not always achieved in topic modeling, particularly when the extracted keywords

include stop words or highly frequent terms, making it difficult to comprehend the actual topic of a

document cluster. When both keywords and representative documents are provided to a generative
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model, the model can infer the thematic structure of the documents and produce a comprehensible

topic label, even when the keywords are of poor quality. Examples of such prompts can be found in

Listings 2 and 1.

After the topic label is obtained, the quality of the extracted keywords can be further evaluated.

Using the prompt provided in Listing 5, we can assess the alignment between the keywords and the

topic description.

Listing 5. Prompt for CTCTA evaluation.

The topic is described by the following keywords: [KEYWORDS]

The topic can be described as this: [TOPIC DESCRIPTION]

Evaluate the given keywords and whether they match the provided topic

description. Evaluate this on a 3-point scale , where 3 = 'high

keywords and topic description match ' and 0 = 'no match '.

The results should be in the following format:

score: <score >

The CTCTA metric for a model can then be calculated as the average of all ratings across all

topics.

2.6 Proposed Process

The methodology presented earlier can be summarized into a comprehensive process for nar

rative discovery and analysis in largescale textual data. Beginning with the collection and prepro

cessing of diverse data sources, this approach transforms unstructured information into meaningful

insights through different stages, as shown in Table 3. By using embedding techniques with dimen

sionality reduction and clustering, the process is able to identify patterns thatmight otherwise remain

unseen. The application of keyword extraction and LLMassisted narrative generation transforms

these clusters into humaninterpretable narratives. This process, supported by evaluation metrics

and visualizations, enables to effectively map the landscape of public discourse and track emerging

narratives.

Table 3. Key entities used for the data collection process.

Stage Action Methods

Data collection and

preprocessing

Collect data and transform into

textual representation

TV, radio recordings;

speechtotext models;

internet scraping techniques

Text embeddings Transform textual dataset into

numerical representations known

as embeddings

Embedding models
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Dimensionality

reduction

Remove curse of dimensionality,

preserve highdimensional

structure in low dimensions

UMAP

Clustering Discover dense semantic regions,

drop outliers

HDBSCAN

Keywordbased

topic extraction

Summarize each cluster as a

weighted term list

cTFIDF

Narrative

generation

Turn sparse keywords + sample

docs into humanreadable labels

and summaries

LLM prompts (pretrain →

prompt → predict paradigm)

Evaluation Evaluate quality and coherence of

extracted narratives

Automated (NPMI and UMass),

Topic Diversity, and LLMbased

(CTCTA, CTCIntrusion, CTCRating)

metrics

Visual analysis Topic popularity curves, evolution

graphs

BERTopic and custom

visualizations

2.7 Section Summary

The methodology section of this study showcases a process to explore timevarying topics in

textual datasets, focusing on the 2024 Lithuanian parliamentary election. A dataset of 7,385 doc

uments sourced from Lithuanian media, was translated into English using Azure AI Translator. Text

embeddings were generated using Jina Embeddings v2, enabling efficient and scalable processing for

clustering and topic modeling tasks.

Dynamic topic modeling approaches BERTopic and ANTMwere analyzed for their ability to cap

ture evolving themes. BERTopic relies on temporal cTFIDF transformations to represent dynamic

topics, while ANTM ensures continuity and coherence through aligned clustering and neural mecha

nisms.

This study shows the importance of narrative extraction, utilizing LLMs prompts to generate

human readable topic labels and descriptions. A new evaluationmetric,CTCTA, evaluates the align

ment of extracted keywords with generated topic descriptions.
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3 Experimental Evaluation

In this section, the application results of the previously mentioned topic models (Sections 2.3.1

and 2.3.2) on dataset mentioned in Section 2.1 will be presented. The aim of each model is to fine

tune the topic model with corresponding parameters, evaluate the base results and later use en

hanced narrative extraction methods to extract and present narratives.

3.1 BERTopic Results

This section presents the results of topic modeling using the BERTopic model. BERTopic com

bines techniques such as dimensionality reduction, clustering, keyword extraction, and narrative ex

traction, allowing to adjust various different parameters. Since topic modeling is an unsupervised

algorithm, multiple iterations of experimentation are required to identify optimal parameters, a pro

cess known as finetuning. The topic modeling results are summarized in Table 4. Full list of gener

ated topics can be seen in Appendix A. Additionally, Dynamic Topic Modeling results are presented

in Section 3.1.2.

3.1.1 Static Topic Modeling

Summary of BERTopic parameters is presented in Table 5. The presented parameters were se

lected by searching for the best parameters combination in the provided search space. The model

with overall highest evaluation metrics were selected and the metric is shown in Value column. In

the table, an additional algorithm is provided, which was not mentioned earlier Maximal Marginal

Relevance or MMR [11]. MMR is a technique designed to balance relevance and diversity in key

word selection. It achieves this by evaluating how closely each keyword aligns with the main topic

of the document while also considering how distinct it is from the keywords that have already been

selected. This approach aims to ensure that the chosen keywords are not only relevant to the doc

ument but also diverse, attempting to reduce redundancy and provide a broader representation of

the documents content.
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Table 4. A summary of topics and narratives extracted by BERTopic in 2024 Lithuanian parliamentary

election context.

ID Count Keywords Narrative

1 1142 zemaitaitis, dawn,

nemunas, nemunas

dawn, remigijus ze

maitaitis, remigijus,

dawn nemunas,

leader nemunas,

leader nemunas

dawn, zemaitaitis

leader

The political landscape in Lithuania surrounding the rul

ing coalition including the ”Nemunas Dawn” party, led

by Remigijus Žemaitaitis, amidst controversies regarding

his leadership, candidacy nominations for key ministries,

and public protests against alleged antiSemitic rhetoric.

Key figures include Prime Ministerdesignate Gintautas

Paluckas and Agnė Širinskienė, with implications for coali

tion dynamics and international criticism of the partnership

due to legal and ethical concerns.

2 651 karbauskis, peas

ants, skvernelis,

lvzs, saulius skver

nelis, saulius, union,

greens, peasants

greens, ramunas

This topic discusses the political dynamics and coalition ne

gotiations surrounding the Lithuanian Peasants and Greens

Union (LVŽS), led by Ramūnas Karbauskis, and the Demo

cratic Union ”For the Sake of Lithuania,” headed by Saulius

Skvernelis, in the context of the recent Seimas elections. It

highlights the electoral performance of these parties, their

leadership positions, and the complexity of forming a gov

erningmajority, addressing issues of political responsibility,

coalition stability, and the implications of past political cul

tures on future partnerships.

3 494 gintautas, paluckas,

gintautas paluckas,

prime, prime min

ister, minister

gintautas, prime

minister gintautas,

gintautas paluck, mr

paluckas

The candidacy and appointment of Gintautas Paluckas as

Prime Minister of Lithuania, including coalition negotia

tions and the formation of a new government cabinet,

alongside discussions on policy proposals, budget consider

ations, and ministerial appointments, amidst the backdrop

of the social democratic political landscape and recent elec

toral outcomes.
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ID Count Keywords Narrative

4 372 blinkevicuite, vilija,

vilija blinkeviciute,

chairwoman, prime

minister, leader

social, leader so

cial democrats,

prime, blinkevicuite

chairwoman

The topic centers around Vilija Blinkevičiūtė, the chair

woman of the Lithuanian Social Democratic Party (LSDP),

and her decision not to pursue the position of Prime Min

ister following the party’s electoral success in the Seimas

elections. It highlights the political dynamics of coalition

buildingwith other parties, including the Democratic Union

”For the Sake of Lithuania,” and reflects on the implica

tions of her leadership decisions, party strategies, public

sentiment, and challenges within the political landscape

of Lithuania. The discussions also touch upon themes of

trust and reliability in political commitments, as well as re

actions from various political figures and parties regarding

the coalition and government formation.

5 277 kasciunas, laurynas

kasciunas, laurynas,

defense, minister

national, national

defense, minister

national defense,

defense laurynas,

defense laurynas

kasciunas, national

defense laurynas

The role and statements of Laurynas Kasčiūnas, Minister of

National Defense of Lithuania, regarding military develop

ments, defense cooperation with European countries, and

support for Ukraine’s defense industry during the context

of emerging defense challenges in Lithuania and ongoing

regional tensions. The discussions include air defense sys

tems, procurement of military ammunition, and collabo

rative agreements with Germany and Ukraine, reflecting

broader national security concerns and the political land

scape related to the upcoming Seimas elections.

6 256 cmilytenielsen,

viktorija, viktorija

cmilytenielsen,

seimas viktorija,

speaker seimas

viktorija, seimas

viktorija cmilyte

nielsen, speaker,

speaker seimas,

liberal, liberal

movement

Discussions surrounding the leadership and actions of Vik

torija ČmilytėNielsen, Chairwoman of the Liberal Move

ment and Speaker of the Seimas, in relation to political

accountability, coalition dynamics, and parliamentary elec

tions in Lithuania, including responses to other political par

ties and significant figures like Eugenijus Gentvilas.
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Table 5. Summary of BERTopic parameters.

Algorithm Parameter Value Search Space

UMAP

n_neighbors 15 5, 15, 25, 50, 100

n_components 5 2, 5, 10, 20

metric cosine euclidean, cosine

HDBSCAN

min_cluster_size 50 10, 50, 100, 200

metric euclidean euclidean, l2

cluster_selection_method eom eom

CountVectorizer

stop_words english english

ngram_range (1, 3) (1, 1), (1, 2), (1, 3)

min_df (min_doc_freq) 2 1, 2, 5

ClassTfidfTransformer reduce_frequent_words True True, False

OpenAI Representation Model

model gpt4omini gpt4omini

nr_docs 20 10, 15, 20

diversity 0.3 from 0.1 to 1 by 0.1

Maximal Marginal Relevance diversity 0.4 from 0.1 to 1 by 0.1

The analysis revealed the controversies and public reactions surrounding Remigijus Žemaitaitis

and the ”Nemunas Dawn” party, which was the most popular topic with 1142 documents. Allega

tions of antiSemitic rhetoric by Žemaitaitis ignited public protests and international criticism, raising

questions about coalition stability and the ethical dimensions of political partnerships.

The model also emphasized the role of defense and security in political discourse. Laurynas

Kasčiūnas, the Minister of National Defense, emerged as a key figure in 277 documents, with discus

sions focusing on military cooperation and regional security in the context of geopolitical challenges.

The leadership and actions of Viktorija ČmilytėNielsen, Speaker of the Seimas and leader of the

Liberal Movement, were also explored, focusing on her influence on political accountability, coalition

dynamics, and the parliamentary elections in Lithuania. The topic of her consists of 256 documents.

In addition to these key topics, 2636 documents were clustered as outliers, indicating content

that did not align closely with any specific topic identified by the model.

Table 6. BERTopic evaluation results.

NPMI Topic Diversity UMass CTCTA CTCIntrusion CTCRating

−0.2484 0.9333 −14.2050 3.8824 0.9915 3.8824

According to the evaluation scores, the BERTopic model effectively clustered the dataset and

provided valuable context for narrative construction. The high Topic Diversity metric indicates that

the clusters were welldifferentiated, with extracted keywords and narratives distinctly representing

various politicians or parties during the elections. However, the extracted keywords were suboptimal

and lacked sufficient detail to fully capture the topical structure of specific clusters. This limitation is

evident in the low UMass and NPMI scores. The evaluation scores are presented in Table 6.

3.1.2 Dynamic Topic Modeling

The dynamics of narrative popularity over time are illustrated in Figure 7. This section was

modeled by usingDynamic BERTopic configurationwith sameparameters as in Table 5. A trend can be
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observed—increasing the volume of documents as election dates approach. Following the elections,

media interest in the topic remains elevated for a short period, as expected. However, approximately

one month after the elections, a significant decline is observed, eventually reaching an alltime low

in frequency.

Table 7. Dynamic BERTopic evaluation results.

NPMI Topic Diversity UMass CTCTA CTCIntrusion CTCRating

0.0075 0.0050 −11.0928 3.1727 0.9966 3.8252

The evaluation metrics for Dynamic BERTopic are presented in Table 7. Compared to the static

BERTopic evaluation results, the performance of dynamic topic modeling declined in terms of the

Topic Diversity metric. This decline can be attributed to the fact that dynamic topic modeling gen

erated a total of 469 topics over the dataset’s time period, which lowered the metrics’ statistical

significance. Additionally, it is expected that documents within each time slice were clustered into

similar groups, resulting in recurring topics across time slices. Because of these reasons, the over

all topic diversity was significantly reduced compared to the static topic model. Despite this, the

dynamically generated topics showed similar performance to the statically generated topics across

other evaluation metrics.

An example of how a narrative evolves over time is illustrated in Figure 8. The analysis begins on

20240925 and focuses on themost prominent discovered narrative, which revolves around Remigi

jus Žemaitaitis and the political party ”Nemunas Dawn”. Models with architectures like BERTopic

not only uncover topics within text corpora, but also track the evolution of these topics over time.

This example effectively demonstrates the ability of such models to construct a coherent and linear

narrative focused on a single recurring theme.

20
24

-09
-22

20
24

-10
-04

20
24

-10
-16

20
24

-10
-28

20
24

-11
-09

20
24

-11
-21

20
24

-12
-03

20
24

-12
-15

20
24

-12
-27

Date

0

10

20

30

40

50

60

70

Fr
eq

ue
nc

y

Evolution of Narrative Popularity
Narrative 1
Narrative 2
Narrative 3
Narrative 4
Narrative 5
Narrative 6
Narrative 7
Election Dates

Figure 7. Evolution of Narrative Popularity over time, modeled by BERTopic.
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Ongoing political dynamics and controversies surrounding the ”Nemunas

Dawn” party, led by Remigijus Žemaitaitis, amid coalition negotiations and

debates over leadership positions in the Lithuanian Seimas, with significant

implications for the ruling majority and community relations in Klaipėda.

Key figures include Agnė Širinskienė and Prime Minister Gintautas Paluckas,

amidst challenges to the partyś standing and internal coalition agreements.

The political dynamics surrounding the ”Nemunas Dawn” party, led by

Remigijus Žemaitaitis, including controversies related to antiSemitism al

legations, coalition negotiations, and the implications for Lithuania’s par

liamentary elections and government stability. Key figures include Agnė

Širinskienė and the legal challenges faced by Žemaitaitis, amid discussions

of potential cabinet positions and public reactions to the party’s rhetoric.

Controversies surrounding the inclusion of the ”Nemunas Dawn” party,

led by Remigijus Žemaitaitis, in the Lithuanian ruling coalition, in

cluding public opinion shifts, accusations of antiSemitism, coalition

agreement negotiations, and impacts on government appointments.

The political challenges surrounding the ”Nemunas Dawn” party and its leader

Remigijus Žemaitaitis, including controversies related to coalition formation,

ministerial candidate selections, and public responses to their positions in the

Lithuanian Parliament elections. The topic also highlights the criticisms directed

at the party due to allegations against Žemaitaitis, particularly concerning in

citement and the implications for the ruling coalition under President Nausėda.

The controversy surrounding the participation of the Nemunas Dawn party, led

by Remigijus Žemaitaitis, in the ruling coalition following the Seimas elections in

Lithuania, focusing on criticisms related to antiSemitism, the legal challenges faced

by Žemaitaitis, and the political dynamics within the coalition involving prominent

figures such as Prime Minister Gintautas Paluckas and President Gitanas Nausėda.

20241012

20241025

20241108

20241209

Figure 8. Narrative evolution of most frequent narrative discovered by BERTopic.
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3.1.3 Conclusions

In conclusion, the BERTopic analysis provided valuable insights into the political discussions and

events surrounding the 2024 Lithuanian parliamentary elections. By using both static and dynamic

topic modeling, the study highlighted key themes, such as the controversies involving the ”Nemunas

Dawn” party and its leader Remigijus Žemaitaitis, decisions by political leaders like Gintautas Paluckas

and Vilija Blinkevičiūtė, and the focus on defense and security led by Laurynas Kasčiūnas. The static

model did a good job grouping related topics, while the dynamic model showed how these topics

changed over time. Although there were some challenges with keyword selection, the model proved

helpful in understanding and following important political narratives.

3.2 ANTM Results

The second model used in this study was ANTM. Unlike the BERTopic model, ANTM is consid

erably less popular and is not actively maintained, although the original research paper [45] claims

it outperforms BERTopic. Although the implementation is publicly available, modifications to the

original model specification were necessary to successfully run the model and perform the intended

analysis. Unlike BERTopic, which supports multiple types of topic modeling, ANTM is designed for dy

namic topic modeling. As a result, this section focuses on narrative modeling and evaluation within

that scope. The parameters used for ANTMmodel are presented in Table 8. The parameter selection

was performed in the same manner as in BERTopic case.

Table 8. Summary of ANTM parameters.

Algorithm Parameter Value Search Space

ANTM
window_size 6 2, 4, 6

overlap 2 2, 3, 4

HDBSCAN

min_cluster_size 10 10, 25, 50

metric euclidean euclidean

cluster_selection_method eom eom

CountVectorizer stop_words english english

OpenAI Representation Model
model gpt4omini gpt4omini

nr_docs 20 10, 20, 30

ANTM modeled dynamics of narrative popularity are illustrated in Figure 9. Compared to the

modeled dynamics of the BERTopic model, it is difficult to understand the actual changes in popular

ity of certain narratives. For example, the most popular narrative is about the Minister of National

Defense Laurynas Kasčiūnas, which has clearly had a spike in popularity on election date and in the

aftermath of elections. However, this narrative has two clear and distinct spikes throughout the

timeline, while at other dates, the frequency of it was relatively low. This may suggest that ANTM,

as a model, has a poor modeling of the temporal aspect of the narrative. Using sliding window and

AlignedUMAPmethod, the model seems to not adjust clusters at every time step, instead reclusters

all documents once again. The narrative stays the same considering thematic aspect but loses tem

poral connection between time steps.

48



20
24

-09
-22

20
24

-10
-04

20
24

-10
-16

20
24

-10
-28

20
24

-11
-09

20
24

-11
-21

20
24

-12
-03

20
24

-12
-15

20
24

-12
-27

Date

0

50

100

150

200

250
Fr

eq
ue

nc
y

Evolution of Narrative Popularity
Narrative 1
Narrative 2
Narrative 3
Narrative 4
Narrative 5
Narrative 6
Narrative 7
Election Dates

Figure 9. Evolution of Narrative Popularity over time, modeled by ANTM.

The evaluation results for ANTM are presented in Table 9. Compared to the previous dynamic

model evaluation for BERTopic, what really stands out is the massive increase of Topic Diversity. It

seems that ANTM hasmodeledmuchmore diverse narratives over time, whichmeans that keywords

in eachnarrative aremore diversewhen going over time steps, compared to dynamic BERTopic. Other

metrics, such as CTCTA, CTCIntrusion has also improved, but the difference is not that significant

compared to Topic Diversity. ANTMperformedworse than BERTopicwhen compared based onNPMI,

UMass and CTCRating.

Table 9. ANTM evaluation results.

NPMI Topic Diversity UMass CTCTA CTCIntrusion CTCRating

−0.3455 0.5014 −16.1049 3.7636 0.9976 3.7212

However, just looking at those evaluation metrics and selecting models based on that is not

sufficient. Since topicmodeling is considered unsupervised learning, the expected output is arbitrary

and cannot always be evaluated based on the evaluation metrics. Evaluation should also depend on

the expert evaluation, whose task should be to look at the output of models and evaluate whether

the generated narratives are coherent, have the same topical aspect through each time step.
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Bilateral and strategic defense partnership between Lithuania and Ger

many, represented by the visit of Minister of National Defense Laurynas

Kasčiūnas to Bahrain and meetings with German Defense Minister Boriso

Pistorius, as well as attendance at NATO and regional defense events.

The role of the Lithuanian army in preventing illegal border crossings

and protecting critical infrastructure, as discussed by Minister of Na

tional Defense Laurynas Kasčiūnas, including the creation of a tank battal

ion, strengthening air defenses, and providing support to the State Border

Guard Service (VSAT). The use of force to stop meteorological hot air bal

loons transporting contraband from entering Lithuania is also discussed.

The Lithuanian Parliament Elections, including discussions on defense and national

security, acquisition of air defense capabilities from NATO allies, Minister of National

Defense Laurynas Kasčiūnas, and the involvement of political figures such as Eligijus

Masiulis and the former leaders of Liberal Movement. The topic also covers incidents

such as the drunk person setting fire to the doors of the Ministry of Defense.

Last year scandal involving R. Žemaitaitis and his antiSemitic, divisive posts on

Facebook, which led to criminal cases. The incident received national atten

tion and highlighted the issue of online hate speech, incitement, and its poten

tial impact on the political landscape during Parliament Elections in Lithuania.

The funding and management of defence in Lithuania under the new government

of Gintautas Paluckas, including the historic agreement to allocate up to 4% of

GDP to defense, the negotiation of a management contract with Rheinmetall for

an artillery munitions plant, and the Prime Minister’s push for a minimum in

crease in defense funding. Also, the topic includes some mentions of Gintautas

Paluckas himself, including his visits to troops and his greetings on various occasions.

Step 1

Step 2

Step 3

Step 4

Figure 10. Narrative evolution of most frequent narrative discovered by ANTM.
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The example of narrative evolution modeled by ANTM is illustrated in Figure 10. By examining

the initial topic, we can expect that the overall narrative focuses on national defense, collaboration

between Germany and Lithuania, andministers of defense. This expectation is supported by the key

words associated with this topic: fundamental, attend, commander, minister, mayor, level, eastern,

recently, partnership, strategic, NATO, director, bilateral, army, defense, Pistorius, German, national,

defense, Laurynas. This theme remains consistent through steps 1 and 2 of narrative evolution. How

ever, after step 3, the topic shifts to the controversies surrounding R. Žemaitaitis. Interestingly, when

reviewing the keywords for step 3, neither R. Žemaitaitis nor his party appears among them. Instead,

the keywords include: majority, Seimas, received, public, may, possibility, criminal, entered, long,

inciting, information, scandal, network, June, year, last, Facebook, published, nationally, divisive.

This shift highlights a limitation of the ANTM technique for dynamic topic modeling. Specifi

cally, it demonstrates the potential for the overall narrative theme to change unexpectedly after a

modeling step or for the keywords to be insufficient to capture the actual topic. Addressing these

issues requires improving the topic modeling algorithm to ensure better continuity between time

steps and improving the keyword extraction algorithm. The latter issue, however, can be partially

mitigated by incorporating large language models (LLMs) into dynamic topic modeling, which is a

theme of this study. By providing flawed keywords and representative documents of the document

cluster, LLMs can summarize the topic more effectively, identify the relevant entities (R. Žemaitaitis),

and contextualize the cluster documents, therefore mitigating the flaws in keyword extraction.

3.3 Section Summary

The aim of this study was to explore methods for identifying timevarying topics within textual

datasets, otherwise known as narrative search. In particular, a dataset consisting of various text

snippets in the context of 2024 Lithuanian parliamentary elections. The methodologies employed

were BERTopic static and dynamicmodel, as well as ANTMdynamic topicmodel, to extract narratives

and evaluate their capabilities. In summary, these are the key insights and findings:

1. Dataset characteristics.

• The data for this study was collected between September and December 2024. It in

cluded data from various Lithuanianmedia sources, such aswebsites, press, social media,

TV, radio and podcasts, with texts translated into English to ease the process of analysis.

It included only sentences with relevant keywords to reduce the amount of data needed

to translate and embed.

• The first round of elections which took place on the 13th of October attracted more me

dia coverage then the second round, which took place on the 27th of October. We can

say that this is due to the nature of the public interest since second round focuses more

on individual politicians, not the parties. The dataset was gathered by looking for most

recognizable entities, not for all participators of election, so naturally the number of doc

uments decreased.
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2. BERTopic model insights.

• BERTopic is a fairly flexible model which supports both static and dynamic topic model

ing. Using static modeling technique effectively clustered and highlighted key political

narratives as controversies involving R. Žemaitaitis and his party, coalition negotiations,

national defense discussions.

• Dynamic topicmodeling successfully captured the evolution of narratives over time, high

lighting the change of popularity in certain narratives, change of inner narrative topics.

• The challenges associated with using BERTopic include suboptimal keyword extraction

and limitations in representing complex narratives, which are reflectedby evaluationmet

rics such as NPMI and Topic Diversity.

3. ANTMmodel insights.

• ANTM provided a more diverse set of narratives, improving metrics such as Topic Diver

sity. However, the handling of temporal connections and thematic coherencewasweaker

compared to BERTopic.

• Narrative evolution modeled by ANTM occasionally deviates from thematic consistency,

with keywords failing to capture context of topic. Due to this, a fragmentation of narra

tives were observed in the dynamic topic modeling.

4. Model comparison.

• BERTopic showed great performance in clustering and representing static topics, while

ANTM demonstrated a broader dynamic topic range. However, ANTM struggled to main

tain coherent narratives across time steps.

• Both methods explored in the study benefited from using LLMs to generate narratives,

but keywords extraction is an aspect which could be improved on both models.

5. LLMs and Topic Modeling

• The goal of this studywas to propose amethod of how to extract narratives froma tempo

ral dataset using Large Language Models (LLMs). This work demonstrated that LLMs can

not only enhance information retrieval from topic models but also serve as an effective

evaluation tool for assessing topic coherence and narrative quality.

• LLMswere generally able to capture the broader context provided by representative doc

uments in the clustered dataset, thereby expanding upon the limited information offered

by keywords alone. This approach combines extracted keywordswith representative doc

uments to generate comprehensible narratives that evolve over time.
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To finalize the findings, the evaluation results presented in Table 10 show that both BERTopic

and ANTM efficiently performed the task of topic modeling on the selected dataset, with comparable

results across most evaluationmetrics. This proves that topic modeling, as an unsupervised method,

requires researchers or analysts to understand the context of dataset to select the most suitable

model. Despite their differences, both models offered valuable insights into temporal evolution of

narratives within the dataset.

Table 10. Dynamic topic modeling evaluation results.

Model NPMI Topic Diversity UMass CTCTA CTCIntrusion CTCRating

ANTM −0.3455 0.5014 −16.1049 3.7636 0.9976 3.7212

BERTopic 0.0075 0.0050 −11.0928 3.1727 0.9966 3.8252

In addition to these comparisons, this study shows how the integration of Large LanguageMod

els (LLMs) into the topic modeling enhances extraction and evaluation. LLMs excelled in bridging the

gaps of keyword based topic modeling by generating coherent, human readable narratives that cap

ture context of evolving themes over time. These findings shows the potential for further research

into combining traditional natural language processing techniques with LLMs capabilities.
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Discussion and Conclusions

The conducted study presented a process for extracting and analyzing topics varying in time,

or as referenced in this work, narratives, from textual datasets using Dynamic Topic Modeling (DTM)

in combination with Large Language Models (LLMs). The dataset focused on 2024 Lithuanian parlia

mentary elections, whichwas used to perform research and compare two algorithmic topicmodeling

techniques  BERTopic and ANTM. Also, this study demonstrated how LLMs can enhance narrative

extraction and evaluation. The aim of this section is to combine the main findings, evaluate their

importance, discuss the study’s limitations and possible paths for further research.

3.4 Key Findings

In this work, the use of algorithmic topic modeling approaches which use embeddings and

clustering techniques, were examined. While traditional probabilistic models like LDA [7] treat docu

ments as combinations of topics, algorithmic models such as BERTopic [20] or ANTM [45] that were

analyzed in this work, transform text into numerical representations, called embeddings, which al

low analysis of the semantic context in documents. This research demonstrated that the algorithmic

topic modeling approach enables effective extraction of topics and their evolution over time.

Regarding model performance, both BERTopic and ANTM successfully identified meaningful

narratives in the Lithuanian parliamentary election dataset, however, there were some differences.

BERTopic demonstrated better performance in maintaining temporal coherence of narratives, with

a more consistent representation of topics across time steps. Its ability to model narrative evolu

tion was seen in capturing the controversies surrounding R. Žemaitaitis and the ”Nemunas Dawn”

party, showing how this narrative developed from initial mentions of coalition negotiations to more

specific criticisms regarding antiSemitism implications. BERTopic excelled in NPMI , UMass, and

CTCRating metrics, suggesting that the extracted topics were more interpretable and coherent.

ANTM produced more diverse topics (as showed by its higher Topic Diversity score of 0.5014

compared to BERTopic’s 0.0050), performed better on alignment metric CTCTA, and that topics

extracted by ANTM had less intruder words, as shown by CTCIntrusion metric. However, it strug

gled with maintaining thematic structure across time steps, occasionally shifting narratives, as seen

in the example where a defense focused narrative unexpectedly transitioned to the controversies

surrounding Žemaitaitis.

These findings show that the choice of the model should depend on the specific analytic needs

and the final decision should be made by the context of the research. When narrative coherence

over time is preferred, BERTopic may be the option, since it demonstrated better performance on

keeping the alignment of topics over time. On the other hand, when a more diverse set of narratives

is needed, ANTM might be preferred.
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3.5 Integration of Large Language Models

The next thing this work experimented with is the integration of LLMs into topic modeling

pipeline. The idea of utilizing LLMs for the purpose of topic modeling tasks were explored. It was

based on the concept that traditional topic representation as keywords might be hard to understand,

but using LLMs in combination with the keywords and the representative documents extracted from

the clustered dataset might produce more human readable topics.

Firstly, the LLM integration was explored in the context of evaluation. The introduction of con

textualized topic coherencemetrics (CTCTA,CTCIntrusion,CTCRating) using LLMs provides amore

nuanced evaluation of topic quality than traditional metrics alone. This usage of contextualized topic

coherence metrics, compared to traditional metrics, allows to utilize the context understanding of

LLMs, making it more comparable with human judgment.

Then, the goal was to enhance narrative extraction. By providing LLMs with both keywords

and representative documents from clusters, the experiments showed how they can generate com

prehensive, context aware narrative descriptions that overcome limitations in keyword extraction.

This approach proved particularly important when extracted keywords were insufficient to capture

complex political narratives or when the keywords alone were not sufficient enough to understand

the complex nature of the documents. By using LLMs to generate such topic names and descriptions,

the context of each cluster and the narratives in the dataset becomes more understandable.

3.6 Lithuanian Political Landscape

The analysis performed by using topic models revealed some insights of Lithuanian political

landscape during the 2024 parliamentary elections. From the dataset alone, it was possible to see

a clear pattern of media interest growing around election dates, which particularly reached its peak

during the first round on October 13, followed by gradual decline in attention that reached lowest

levels in December. During the election period, the most popular narratives centered on contro

versial figures and events, with focus on R. Žemaitaitis and accusations of antiSemitism which was

significantly covered by media. Defense and security emerged as high popularity narratives, espe

cially in discussions regarding Minister of National Defense L. Kasčiūnas, showing the wider context

of geopolitics which was and remains and important theme of Lithuanian politics.

3.7 Limitations

Despite all the important findings and results of this work, there were several limitations which

should be acknowledged. Solving these limitations could potentially improve the results in this study

and future research.

Translation effects should be taken into consideration. The dataset consisted of texts trans

lated from Lithuanian to English, which may have resulted in inaccuracies in the actual semantic

meaning of texts. Translation involves some degree of interpretation, and having in mind the context

of selected dataset, which consisted of texts during Lithuanian parliamentary elections, some of the
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political terminology, cultural background may have lost its true meaning. This limitation could have

been avoided if the selected embedding model would have been trained on actual Lithuanian data.

However, due to the large volume of texts analyzed and the dataset having already been translated

and embedded, the decision was made not to employ a separate model.

The sentence level segmentation approach might also have its own limitations. To manage the

amount of documents needed to analyze, the dataset consisted only of sentences with relevant po

litical entities mentioned, not full texts. This data segmentationmight have potentially compromised

the contextual semantic relationships between sentences and decreased the clustering quality. Doc

ument level analysis could have been more effective alternative in this case.

Next, the dataset consisted of documents which were filtered based on specific political enti

ties, selected by analysts who conducted the actual data gathering. This filteringmight have excluded

relevant texts that do not directly mention the political entities, but are relevant to Lithuanian parlia

mentary elections. A better approach and a possibility for future research would have been the use

of topic models to identify relevant texts that have the semantic context suitable for this research.

Finally, the selected evaluation strategy can also be considered a limitation. The evaluation

metrics used in this research were of two types: automated and LLMbased. LLMbased metrics im

itate human assessment, trying to bridge the gap between automated and human evaluation. How

ever, they might maintain some degree of subjectivity and not align with human analyst judgment

in specific domains, such as politics. To have better evaluation results or even try to find correlation

between human and LLM judgment, the results could be evaluated by political experts or domain

specialists familiar with Lithuanian political discourse to assess the validity of the identified narra

tives.

3.8 Future Research

With limitations of this study assessed, it is easier to explore possible ways for future research.

Some of the aspects might have been repeating from previous sections, but this section should con

solidate and discuss them all together.

Using languagespecific embedding models (in this case, Lithuanian) instead of relying on gen

eral purpose embeddingmodelswould allow analysis of texts in their original languagewithout trans

lation to English. This approach could potentially improve clustering quality since the texts would

maintain their original contextual meaning. The usage of such models would also enable an interest

ing comparison between the results of this research, where no specific Lithuanian language model

was used, and results that could be obtained with language specific models.

This research was specifically based on two approaches used by both examined models: di

mensionality reduction and clustering methods. However, dimensionality reduction of embeddings

before clustering might lead to loss of important contextual information. Perhaps using an approach

which does not require reducing the embeddings dimension, such as community detection algo

rithms, could result in better clustering quality. Also, the clustering algorithms used in this research

were advanced. The exploration of simpler clustering methods could be an interesting option for

future research.
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Endtoend LLM integration into topic modeling could lead to even more simplification. As

LLMs are constantly advancing, increasing their context windows and allowing for more context in

the input, the topic modeling pipeline could be completely transformed. LLMs might be provided

with a full cluster’s documents in order to extract topics, which would render the keyword extraction

step in topic modeling unnecessary. It would be interesting to explore how LLMs could handle the

full dataset of texts, potentially removing the dimensionality reduction and clustering steps from the

topic modeling pipeline entirely.

3.9 Results

This section presents the key results of the study. The results summarize both methodological

advances and practical discoveries from applying dynamic topic modeling techniques to selected

textual dataset.

1. Extensive literature review was conducted on various topic modeling techniques. It revealed

the shift from traditional probabilistic topicmodeling approaches like LDA to algorithmicmeth

ods which uses embeddings, dimensionality reduction and clustering techniques. This liter

ature review created strong theoretical foundation for the combination of dimensionality re

duction, clustering algorithms, embeddings and large language models to extract meaningful

narratives from textual dataset.

2. The 2024 Lithuanian parliamentary election dataset was selected and analyzed as a corpus to

investigate evolving narratives. It consisted of 7385 documents from diverse media sources.

The conducted analysis showed media coverage change overtime and the topical analysis re

vealed how narratives changed over time in the Lithuanian political landscape.

3. New contextualized topic coherence metric was introduced, called Contextualized Topic Co

herence – Topic Alignment (CTCTA). This metric is designed to asses the alignment between

extracted topic keywords and narratives generated using LLM. The aimofCTCTA is tomeasure

how well algorithmic keyword extraction captures the thematic structure that LLMs identify in

document clusters.

4. This study compared traditional automated topic coherence metrics (e.g., NPMI, UMass) with

novel contextualized topic coherence metrics (CTCIntrusion, CTCRating, CTCTA) that lever

age LLMs. The contextualized metrics provide a more nuanced evaluation of topic quality,

bridging the gap between algorithmic measures and human judgment.

3.10 Conclusions

This study has proposed and validated a process based on topic modeling to identify time

varying topics in a textual dataset, utilizing machine learning techniques and Large LanguageModels

(LLMs). The following conclusions can be made:
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1. This research demonstrates that dynamic topic modeling can capture and track the evolution

of narratives over time. The literature review and methodology shows that combining Large

LanguageModels with algorithmic topicmodeling techniques transforms simple topic keyword

extraction into dynamic narrative discovery, providing tools that help not only to understand

what topics exist, but how stories evolve and merge over time.

2. The comparative evaluation of BERTopic and ANTM showed their differences in strengthswhen

performing topic modeling tasks. BERTopic was better in maintaining temporal coherence of

narratives across time steps, while ANTM produced more diverse topic representations with

less intruder words. This analysis provided a systematic process for selecting topic models

based on specific research goals whenbetter narrative consistency is needed, BERTopic should

be selected, and when more diverse topics is the goal  ANTM is preferred.

3. The proposed topic identification and tracking process (see Table 3) successfully captured the

evolutionof narratives throughout the electionperiod in Lithuanian. For example, itwas shown

how discussions regarding R. Žemaitaitis changed from initial coalition negotiations to more

specific criticism regarding antiSemitism.

4. Automated topic coherence metrics as NPMI or UMass are not sufficient for evaluating

topic models enhanced with Large Language Models. The research shows that contextualized

topic coherence metrics using LLMs (CTCIntrusion, CTCRating, CTCTA) provide deeper topic

quality assessment that better aligns with human judgment.

5. Comparative evaluation showed that BERTopic outperformed ANTM on coherence and inter

pretability metrics: NPMI (0.0075 vs. −0.3455), UMass (−11.0928 vs. −16.1049), and

CTCRating (3.8252 vs. 3.7212). Meanwhile, ANTM scored better on topic diversity and seman

tic clarity: Topic Diversity (0.5014 vs. 0.0050), CTCIntrusion (0.9976 vs. 0.9966), and CTCTA

(3.7636 vs. 3.1727). These differences suggest choosing BERTopic for coherent topic evolution

and ANTM for broader thematic variety.

6. Finally, the integration of LLMs improved both narrative extraction and evaluation, addressing

limitations of keyword based topic modeling techniques. Using the contextual knowledge of

LLMs, the proposed topic extraction process generates comprehensive narrative names and

descriptions that encapsulate the complex political context. Without the integration of LLMs

and relying solely on the keyword based approach, it would be more difficult to understand

the underlying political background of the dataset. Overall, this approach showed how NLP

methods can be improvedwith generative languagemodels to improve analysis of information

space.

Despite limitations related to translation, sentence level segmentation, data filtering and eval

uation subjectivity, this research provides potential directions for future work in dynamic topic mod

eling. Improvements to the examined approach include using languagespecific embedding model,

adjusting or completely skipping dimensionality reduction and clustering steps and the implemen

tation of fully endtoend LLM based topic modeling pipeline.
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As the amount of available information continues to grow and expand, approaches that can

effectively extract, track, and analyze narratives over time are becoming increasingly valuable. This

work contributes to addressing the challenge of information overload by exploring methods to iden

tify coherent storylineswithin large textual datasets, improving our ability to navigate andunderstand

complex information space.
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Appendix A. Full list of generated topics by BERTopic

Table 1. Full list of topics and narratives extracted by BERTopic in 2024 Lithuanian parliamentary

election context.

Count Keywords Narrative

1142 zemaitaitis, dawn,

nemunas, nemunas

dawn, remigijus ze

maitaitis, remigijus,

dawn nemunas,

leader nemunas,

leader nemunas

dawn, zemaitaitis

leader

The political landscape in Lithuania surrounding the rul

ing coalition including the ”Nemunas Dawn” party, led

by Remigijus Žemaitaitis, amidst controversies regarding

his leadership, candidacy nominations for key ministries,

and public protests against alleged antiSemitic rhetoric.

Key figures include Prime Ministerdesignate Gintautas

Paluckas and Agnė Širinskienė, with implications for coali

tion dynamics and international criticism of the partnership

due to legal and ethical concerns.

651 karbauskis, peas

ants, skvernelis,

lvzs, saulius skver

nelis, saulius, union,

greens, peasants

greens, ramunas

This topic discusses the political dynamics and coalition ne

gotiations surrounding the Lithuanian Peasants and Greens

Union (LVŽS), led by Ramūnas Karbauskis, and the Demo

cratic Union ”For the Sake of Lithuania,” headed by Saulius

Skvernelis, in the context of the recent Seimas elections. It

highlights the electoral performance of these parties, their

leadership positions, and the complexity of forming a gov

erningmajority, addressing issues of political responsibility,

coalition stability, and the implications of past political cul

tures on future partnerships.

494 gintautas, paluckas,

gintautas paluckas,

prime, prime min

ister, minister

gintautas, prime

minister gintautas,

gintautas paluck, mr

paluckas

The candidacy and appointment of Gintautas Paluckas as

Prime Minister of Lithuania, including coalition negotia

tions and the formation of a new government cabinet,

alongside discussions on policy proposals, budget consider

ations, and ministerial appointments, amidst the backdrop

of the social democratic political landscape and recent elec

toral outcomes.

66



Count Keywords Narrative

372 blinkevicuite, vilija,

vilija blinkeviciute,

chairwoman„ prime

minister, leader

social, leader so

cial democrats,

prime, blinkevicuite

chairwoman

The topic centers around Vilija Blinkevičiūtė, the chair

woman of the Lithuanian Social Democratic Party (LSDP),

and her decision not to pursue the position of Prime Min

ister following the party’s electoral success in the Seimas

elections. It highlights the political dynamics of coalition

buildingwith other parties, including the Democratic Union

”For the Sake of Lithuania,” and reflects on the implica

tions of her leadership decisions, party strategies, public

sentiment, and challenges within the political landscape

of Lithuania. The discussions also touch upon themes of

trust and reliability in political commitments, as well as re

actions from various political figures and parties regarding

the coalition and government formation.

277 kasciunas, laurynas

kasciunas, laurynas,

defense, minister

national, national

defense, minister

national defense,

defense laurynas,

defense laurynas

kasciunas, national

defense laurynas

The role and statements of Laurynas Kasčiūnas, Minister of

National Defense of Lithuania, regarding military develop

ments, defense cooperation with European countries, and

support for Ukraine’s defense industry during the context

of emerging defense challenges in Lithuania and ongoing

regional tensions. The discussions include air defense sys

tems, procurement of military ammunition, and collabo

rative agreements with Germany and Ukraine, reflecting

broader national security concerns and the political land

scape related to the upcoming Seimas elections.

256 cmilytenielsen,

viktorija, viktorija

cmilytenielsen,

seimas viktorija,

speaker seimas

viktorija, seimas

viktorija cmilyte

nielsen, speaker,

speaker seimas,

liberal, liberal

movement

Discussions surrounding the leadership and actions of Vik

torija ČmilytėNielsen, Chairwoman of the Liberal Move

ment and Speaker of the Seimas, in relation to political

accountability, coalition dynamics, and parliamentary elec

tions in Lithuania, including responses to other political par

ties and significant figures like Eugenijus Gentvilas.
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Count Keywords Narrative

226 simonyte, ingrida

simonyte, ingrida,

minister ingrida

simonyte, minister

ingrida, prime min

ister ingrida, prime

minister, prime,

outgoing, minister

The evolving political landscape in Lithuania, focusing on

outgoing Prime Minister Ingrida Šimonytė and her poten

tial role in future elections, government continuity, political

challenges, and the implications of ongoing scandals involv

ing conservative party members. The discussion includes

sentiments around leadership, the government’s perfor

mance, and the dynamics within the conservative ranks, es

pecially concerning the upcoming parliamentary elections.

217 lsdp, party lsdp,

democratic party

lsdp, lithuanian

social democratic,

lithuanian social,

democratic, social

democratic party,

democratic party,

social democratic,

union sake lithuania

Formation of a governing coalition in Lithuania involving

the Lithuanian Social Democratic Party (LSDP), the Demo

cratic Union ”For the Sake of Lithuania”, and the ”Nemu

nas Dawn” party, amidst controversies regarding leadership

actions and public protests. Key figures include Gintautas

Paluckas and Remigijus Žemaitaitis, with implications for

leftwing values and political stability in the Seimas follow

ing the recent parliamentary elections.

211 ir, lietuvos, kad,

nemuno, vardan,

vardan lietuvos,

nemuno aura, bus,

laisvs, konservato

riai

The dataset revolves around the upcoming 2024 Lithua

nian parliamentary elections, highlighting significant polit

ical parties such as the Democratic Union ”For the Sake of

Lithuania”, the Freedom Party, and the Lithuanian Social

Democratic Party (LSDP). Key figures include Remigijus Že

maitaitis, leader of the ”Nemunas Aušra” party, who faces

controversy due to allegations of antiSemitic remarks. The

data reveals ongoing coalition discussions, electoral strate

gies, and party performances, reflecting a diverse political

landscape and the challenges faced by different political

factions, including the conservatives and social democrats.

The sentiment indicates tensions regarding coalition forma

tions and the responses to voter concerns.
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Count Keywords Narrative

180 savickas, economy,

finance, sabutis,

ministry, economy

innovation, linge,

lukas savickas, in

novation, social

security

The topic focuses on the recent developments in Lithuania’s

parliamentary elections, highlighting the appointments and

proposals of various ministers, including Lukas Savickas as

Minister of Economy and Innovation and Eugenijus Sabutis

as Minister of Transport. It explores the implications of

budgetary decisions, tax reforms, and the government’s re

sponse to economic challenges, reflecting the political dy

namics among parties and their leaders, such as Šarūnas

Birutis, Mindaugas Lingė, and Inga Ruginienė. The discus

sions emphasize the importance of innovation, social secu

rity, and financial policy in shaping the country’s economic

future, while revealing underlying tensions regarding fund

ing and governance.

154 photo, lrt, bns, bns

photo, peleckis,

peleckis bns,

stacevicius lrt,

stacevicius, paulius

peleckis bns, paulius

peleckis

Lithuanian Parliamentary Elections 2023  Coverage of can

didates Gintautas Paluckas, Saulius Skvernelis, Remigijus

Žemaitaitis, Vilija Blinkevičiūtė, and others, highlighting

key events, coalition agreements, election outcomes, and

controversies. Photographic documentation by Paulius

Peleckis, Lukas April, J. Stacevicius, and V. Raupelis empha

sizes the electoral landscape and political dynamics within

Lithuania.

153 freedom party, free

dom, armonaite,

raskevicius, ausrine

armonaite, ausrine,

world, freemasons,

zirmunai, world

lithuanian

The recent elections in Lithuania highlight the challenges

faced by the Freedom Party, led by Aušrinė Armonaitė, as it

struggled to gain voter support and failed to secure a par

liamentary mandate. Key figures include Tomas Vytautas

Raskevičius and Morgana Danielė, who contested in vari

ous singlemember constituencies. The elections featured

a competitive political landscape, with traditional parties

like the Conservatives and Social Democrats performing

strongly, while controversies emerged around alleged elec

toral irregularities linked to the ”Freemasons.” The neces

sity for the Freedom Party to redefine its strategy and lead

ership following its electoral defeat is a significant aspect of

the ongoing political discourse.
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Count Keywords Narrative

142 unionlithua

nian, homeland

unionlithuanian,

unionlithuanian

christian, home

land, homeland

unionlithuanian

christian, christian

democrats tslkd,

democrats tslkd,

unionlithuanian

christian democrats,

christian, christian

democrats

Analysis of the recent changes in leadership within the

Homeland UnionLithuanian Christian Democrats (TSLKD)

following the unsuccessful Seimas elections, focusing on

Gabrielius Landsbergis’ resignation, the reactions from

party members, and the implications for future political

strategies and coalitions in Lithuania.

99 landsbergis,

gabrielius lands

bergis, gabrielius,

foreign minister,

minister gabrielius,

minister gabrielius

landsbergis, foreign

minister gabrielius,

foreign, diplomacy,

minister foreign

affairs

The role of Foreign Minister Gabrielius Landsbergis in pro

moting Lithuania’s foreign affairs and support for Ukraine

during the ongoing geopolitical tensions, including his en

gagements with EU diplomacy, discussions on sanctions

against Russia, and efforts to strengthen bilateral ties with

the United States and other countries amidst the backdrop

of Lithuania’s parliamentary elections.

64 saulius skvernelis,

saulius, teodoras

biliunas bns, biliu

nas bns, teodoras,

vilija blinkevicuite

saulius, blinkevicuite

saulius, blinkevicuite

saulius skvernelis,

skvernelis, saulius

skvernelis photo

Overview of the Lithuanian Parliament Elections featuring

key figures such as Saulius Skvernelis, Vilija Blinkevičiūtė,

Eduardas Vaitkus, and Mindaugas Puidokas, highlighting

coalition formations, electoral strategies, and public senti

ments regarding health reforms and electoral conduct.
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Count Keywords Narrative

57 zemaitaitis remigi

jus, remigijus ze

maitaitis, remigijus,

zemaitaitis remigi

jus zemaitaitis,

zemaitaitis, miku

tavicius, lithuanian

youth, help, experi

enced, youth

Discussions surrounding the recent political activities and

controversies in Lithuania, focusing on Remigijus Že

maitaitis and his influence in the parliamentary elec

tions. The topic includes sentiments expressed by various

youth organizations regarding government coalitions, pub

lic protests, property tax debates, and concerns over polit

ical integrity, amidst a backdrop of changing public senti

ment toward the Social Democrats and discussions on pro

gressive taxation and working conditions.

54 chairman tslkd,

tslkd, february, elec

tion chairman tslkd,

election chairman,

held, chairman,

leader elected,

election, did want

Election and Leadership Transition in the Conservative Party

TSLKD, featuring the resignation of Chairman Gabrielius

Landsbergis, the interim leadership of Radvilė Morkūnaitė

Mikulėnienė, and the upcoming election for a new party

leader scheduled for February. The situation reflects inter

nal party dynamics and the desire for unity amidst changing

leadership.
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