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ABSTRACT
Recent technological trends have led to the development of a data driven society where 
technological companies are strengthening their capability in accessing, collecting and tracking 
consumers’ data. However, communication of privacy policies has mostly remained the same 
since the beginning of the internet, rather than evolving alongside technological development, 
posing an ongoing risk for consumers. This study aims to explore the relationship between 
consumers and IoT privacy policies observing the effects of diverse policies developed with 
different transparency levels. By manipulating the levels of transparency with the use of 
explanatory infographics we examine the effect of a visualisation of information tool. Findings 
from 286 individuals taking part a 2 × 2 experiment confirm extensive benefits resulting from 
visualisation of privacy policies leading to increased trust to the advertising company and lower 
perceived intrusiveness of the ad. Justification for the collection of user data mediated the 
effect of visualisation to perceived company trust.
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Introduction

Newly developed Internet of Things (IoT) technologies 
are increasingly permeating our lives and are expected 
to double from 15.9 billion in 2023 to more than 32.1 
billion IoT devices in 2030 (Statista 2024a). Consumers, 
however, perceive IoT benefits more clearly compared 
to the associated risks, which tend to be highly underes
timated (Tudoran 2024). Smart devices may contribute 
to the communication of sensitive customers’ data to 
IoT companies and may be vulnerable to hacking. For 
instance, IoT companies have been proven to track con
sumers’ patterns regarding food consumption, online 
expenditures and even pornographic movie preferences 
(De Cremer, Nguyen, and Simkin 2017). The sensibility 
of information is accentuated even more for wearable 
IoT since companies may record location preferences, 
health-related information and biometric data such as 
fingerprints, voice and facial recognition, as well as 
behavioural characteristics (Donner and Steep 2021). 
Additionally, third malicious parties may have access 
to these data. Data leakages are increasing, having tre
mendous consequences on enterprises and their custo
mers, as providing the chance for hackers to access 

personal information such as bank account details, 
healthcare information, home addresses, or direct access 
to home CCTV systems (Cheng, Liu, and Yao 2017; 
Tudoran 2024).

It is in this background that consumers still underes
timate risks associated with IoT devices mainly due to 
the difficult and time-consuming task of reading and 
understanding privacy policies that accompany the pur
chases of products and services (Rudolph, Feth, and 
Polst 2018). As a result, current privacy policies’ design 
fails to effectively communicate privacy implications to 
consumers (Waldman 2018). This lack of transparency 
creates a communication gap negatively weighing on 
consumers’ decision-making processes (Rossi and Len
zini 2020). Hence, to address this lack of information 
and further explore this problem, we build on previous 
research demonstrating that graphical representation of 
texts increases memorisation, comprehension, attention 
levels, and positive attitude towards communicated 
topics (Aleixo and Sumner 2017; Schaub, Balebako, 
and Cranor 2017; Soumelidou and Tsohou 2020).

Diverse studies have investigated how current priv
acy policies, even if in compliance with the GDPR, fail 
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to appropriately inform consumers (Chassidim et al. 
2021). Presently, literature concerning privacy policies 
and their influences on customers is limited (Cheng 
et al. 2024) and even less so if we consider studies in 
the wearables IoT domain (for a notable exception, 
see: Soumelidou and Tsohou 2020). Since technology 
is increasingly permeating our lives, the relationship 
concerning customers’ relationships with IoT privacy 
policies should be further investigated (Fox, Lynn, and 
Rosati 2022). In this respect, previous literature con
cerning how images influence consumers’ perception 
of privacy policies is limited to online consumption 
and social media while failing to represent consumers’ 
relationships with the privacy policies of a physical 
object such as a wearable IoT. In fact, due to the higher 
amount of information that these interconnected 
devices collect, consumers might perceive graphical rep
resentations of privacy policies differently (Lee, Yang, 
and Kwon 2018). Such a difference may arise due to 
the fact that IoT devices’ privacy policies have been con
sidered less transparent compared to websites’ privacy 
policies and were described as legal covers (Paul et al. 
2018) and by the fact that consumers may perceive 
wearable devices specifically as extensions of their selves 
and judge them differently (Rapp 2023).

In this respect, to the best of our knowledge no pre
vious study has investigated how images in privacy pol
icies would influence the way consumers perceive IoT 
data collection and adopt wearable devices, hence high
lighting a gap in our understanding of privacy policies. 
Therefore, we aim to investigate how IoT consumers 
perceive the application of explanatory infographics in 
privacy policies and whether visualisation of the often 
long and difficult to understand text will enhance trust 
in the company and reduce perceived intrusiveness of 
data collected. In doing so, we address a practical 
issue applicable to many everyday situations and theor
etically, we respond to calls asking for alternative ways 
to communicate privacy policies (Fox, Lynn, and Rosati 
2022) and pronouncing ‘an urgent need for an interac
tive method for data owners to explore privacy’ (Guo 
et al. 2023, 2). Finally, we help advance the communi
cation privacy literature by including a new variable, 
that of justification for the data collected, in the relation
ship between visualisation and increased consumer 
trust.

In this study, we employ the theoretical lens of priv
acy calculus theory (PCT) (Gutierrez et al. 2019) to 
study how visualisation of privacy policies and justifica
tion for collecting user data affect consumer behaviour 
in the context of wearable devices. From a theoretical 
perspective, our work is placed among increasing calls 

for more transparency on how companies collect consu
mers’ data (e.g. Lamprinakos et al. 2022). Increasing ads’ 
transparency (e.g. by providing explanations on process 
of collecting information) leads to higher acceptance 
and decreases perceived intrusiveness (Broeck, Poels, 
and Walrave 2017; Dogruel 2019). However, the key 
question remains whether higher levels of privacy pol
icies’ transparency, derived by the enclosure of images 
and a more practical and aesthetically pleasing method 
to communicate the key points, will affect privacy 
perceptions.

In this context, the first research question is 
presented: 

RQ 1: How does the visualisation of privacy policies 
influences perceived data use intrusiveness?

While much attention has been paid to how privacy 
information is presented, less focus has been given to 
what is actually said about why data is being collected. 
Yet this seems to matter a great deal. People are more 
likely to accept data collection when they feel there’s a 
clear, understandable reason behind it. Some studies 
have shown that offering a justification – such as 
explaining that data helps lower costs or improve perso
nalisation – can reduce scepticism and make users feel 
more in control (John, Kim, and Barasz 2019; Kim 
and Kim 2017). This ties in with privacy calculus theory, 
which suggests that people weigh risks against perceived 
benefits when deciding whether to share their data 
(Gutierrez et al. 2019).

This concern is especially important in the context of 
wearables, where the collected data is highly personal 
and often sensitive (e.g. related to health, location, pre
ferences). Therefore, a further question is related to con
sumers’ perceptions once they are provided with a 
clearer understanding of how companies handle their 
data. Are they going to consider the brand as more 
trustworthy? Would higher perceived data use transpar
ency affect their purchase intentions? Additionally, if 
consumers have a clearer understanding of data policies, 
their perception might change towards both device’s 
manufacturer and third parties with whom the brand 
interacts. Hence, if consumers increase their under
standing concerning how companies sell their data to 
third parties for marketing purposes, how would this 
influence their relationship with the company collecting 
their data? Concepts expressed in these questions are 
grouped in the second research question: 

RQ 2: How does justification for collecting data affects 
the link between the visualisation of privacy policies, 
brand trust, and consumers’ perception of intrusive 
advertising?
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Literature review

The Internet of Things and smart wearables

IoT is an online system where interconnected devices 
(or ‘’things’’) exchange data through the internet. 
These devices are physical objects developed to collect 
and register data. The information gathering occurs 
thanks to technological sensors that record diverse 
types of data (such as location, blood pressure, air temp
erature, body temperature) and communicate it with the 
other devices connected to the system (Onu, Mireku 
Kwakye, and Barker 2020). This information is organ
ised and communicated effectively and efficiently, 
bringing extensive benefits. Examples of IoT devices 
are smart lights recording sleep patterns or home occu
pancy (smart homes), smartwatches measuring your 
daily activities (wearables), smart footballs that record 
launch speed and direction, self-driving cars (mobile 
IoT) and many others (Perez, Zeadally, and Cochran 
2018). These benefits are driving a consumption tran
sition from standalone devices to interconnected ones, 
showing IoT increased consumption and accessibility 
in terms of availability and price (Zheng et al. 2018).

The boundaries separating the physical and the vir
tual world are starting to vanish with the increasing 
adoption of IoT wearables. These are technological 
devices attached to the human body and connected to 
other linked devices. Wearables include wrist wearables 
such as smartwatches or wristbands, smart glasses, but 
also intelligent clothes and diapers (De Arriba-Pérez, 
Caeiro-Rodríguez, and Santos-Gago 2016). They are 
provided with sensors that record, track and communi
cate data resulting in the registration of behaviours, pre
ferences and individuals’ routines (Aktypi, Nurse, and 
Goldsmith 2017). In terms of wearables’ benefits, smart
watches can record health data such as heart rate, sleep 
patterns, stress levels as well as eating or smoking habits 
(Gill et al. 2023). These reports were confirmed to help 
monitor patients’ health along with individuals who 
want to increase their self-awareness and begin a behav
ioural change (Gabriele and Chiasson 2020). Smart
watches among other things, have also shown to be 
able to predict drivers’ sleepiness and effectively dimin
ish car crashes (Udoh and Alkharashi 2016).

Users’ operation of IoT technologies offers incredible 
business benefits from the utilisation of customers’ data. 
The vast amounts of information collected by compa
nies can assess patterns of political, socio-cultural, and 
economic trends and nudge consumers towards beha
viours most beneficial to them (Sadeghian and Otar
khani 2023). In fact, many technological companies 
that have currently access to an enormous amount of 
data (e.g. Facebook, Snapchat, Google, etc.,) are 

investing in the wearables’ business to increase their 
knowledge about users. Combining customers’ infor
mation collected by these industries with wearables’ 
information would lead to the determination of an 
unprecedented specific customer profile. From a mar
keting perspective, this implies a transition towards 
the individualisation of advertisements, shifting from 
consumer persona to advertising single consumers 
(Donner and Steep 2021). Finally, in terms of wearables’ 
circulation in the market, as their functions increase, 
their prices decrease, with the 560 million users of wear
ables in 2024 (Statista 2024b) projected to grow even 
more in the coming years.

Privacy in IoT devices

It is quite straightforward to imagine the privacy impli
cations that will arise from such an interconnected 
world (Magrizos 2020). In fact, the growth in data col
lection is not going to stop, with the increase in IoT 
devices, the development of smart homes and cities 
will pose humans in the condition of needing additional 
help to administer the consent of their data. From a cus
tomers’ perspective, privacy and risks associated with 
IoT technologies are often less clear to consumers com
pared to the benefits they derive (Schaub, Balebako, and 
Cranor 2017). The complexity of these technological 
systems and their increased presence led individuals to 
deal with a considerable amount of privacy policies 
and notices that are presumably all different in their 
form, data usage, treatment of sensitive information, 
etc.

Owners of wearable devices lack an understanding of 
the nature of data extracted and how their sensitive data 
is treated (Zheng et al. 2018). Particularly, they are less 
concerned about data collection from interconnected 
devices compared to smartphones and the internet 
(Lee, Yang, and Kwon 2018). Additionally, users may 
be completely unaware of the presence of an IoT device 
that is collecting data (Chow 2017). Imagine entering a 
friend’s house and that (s)he just installed an IoT system. 
You may be uninformed of the system’s presence and 
about the privacy implications derived from the data col
lected by the system. Hence, it would collect and register 
your data even if you had not expressed consent (for a 
discussion between overt and covert data collections in 
online settings, see Lamprinakos et al. 2022). This issue, 
defined as ‘’bystander’s privacy’’, becomes even more sali
ent in highly interconnected environments such as smart 
cities (Perez, Zeadally, and Griffith 2017).

A key realisation around privacy and consumer pro
tection is that data being collected is not a mere side- 
effect of using the technology but a key part of the 
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business models of technology-based companies. In 
many platform-based companies (e.g. Facebook, Insta
gram, X) consumers are not paying for products or ser
vices but agree to provide access to their personal 
information, effectively becoming the product being 
sold. This information is collected by the IOT compa
nies and then analysed, and often shared or sold to 
third parties – particularly advertisers – as part of a 
broader strategy to monetise user behaviour (Boerman, 
Kruikemeier, and Zuiderveen Borgesius 2021). This is 
especially relevant in the context of wearable technol
ogies discussed here, where firms gain access to highly 
sensitive data such as health indicators, location pat
terns and behavioural routines (Donner and Steep 
2021). With this business model in mind, it shouldn’t 
come as a surprise that privacy policies are often 
designed to be long and vague, and overall difficult to 
understand. This way, they provide a legal shield for 
companies and enable data extraction with almost no 
consumer resistance. Our study responds to this 
broader landscape by examining how more transparent 
forms of communication such as visualisation and clear 
justification can improve consumer trust and reduce 
perceptions of intrusiveness.

To solve the abovementioned problem researchers are 
developing systems able to translate privacy policies into 
machine-readable formats that allow computers to evalu
ate, compare and translate into easier terms the policies 
to users (Onu, Mireku Kwakye, and Barker 2020). For 
instance, Palmirani et al. (2020) developed a system 
able to translate particular words of privacy policies 
into icons that were designed to be easily understood 
globally. Similarly, scientists are developing Interactive 
Tools for translating privacy policies in graph drawings 
(Albalawi and Ghazinour 2016; Guo, Rodolitz, and Bir
rell 2020). In relation to smart cities, AI companies are 
developing virtual agents aimed at administering and 
communicating potential privacy collection of data to 
human beings living in smart cities (Cui et al. 2018). 
These ultimate technological systems can register users’ 
preferences and communicate them personalised privacy 
policies and notices containing more relevant infor
mation based on their preferences (Pappachan et al. 
2017). However, these systems are still in development 
limiting their current applications to protect consumers.

A final challenge for consumers to protect their data 
is the underestimation of cyberattacks. Users tend to 
ignore the security aspects of technological gadgets, 
overlooking both devices’ vulnerabilities and conse
quences arising from the theft of their digital identities 
(Aktypi, Nurse, and Goldsmith 2017). In fact, poorly 
secured IoT devices or accounts expose the whole IoT 
network to cyber-attacks (Tawalbeh et al. 2020).

The ineffectiveness of privacy policies

The increasing threat directed at customers’ privacy has 
pushed governments at a global level to establish regu
lations aimed at protecting consumers’ data. In 2018, 
the European Union has put into effect the General 
Data Protection Regulation (GDPR) to empower consu
mers, enhancing their privacy protection. GDPR focuses 
on the protection of online customers’ data that includes 
the domain of IoT devices (Badii et al. 2020). This regu
lation attempts to elevate customers’ position granting 
them the right to ask companies specifically the data 
they have collected and possibly delete them (Right of 
Access to Data & Right to be Forgotten). Moreover, 
companies’ inobservance of the regulation may result 
in large fines such as the French case of Google where 
the multinational company has been charged with a 
fine of 50 million euros (Barrett 2020). Even though 
this Regulation has increased consumers’ protection, 
consumers are still highly unaware of the information 
they provide when accepting privacy policies (Rudolph, 
Feth, and Polst 2018).

To enforce clearer privacy policies, GDPR imposes the 
principle of transparency to be applied, stating the follow
ing: ‘any information and communication relating to the 
processing of those personal data be easily accessible and 
easy to understand, and that clear and plain language be 
used’ (EU General Data Protection Regulation 2016). 
Even though the Regulation obliges companies to disclose 
clear information concerning the collection of data, it 
does not impose guidelines regarding how the infor
mation must be disclosed to consumers. This is contrary 
to food labelling, where the EU is forcing companies to 
follow precise norms on how to disclose information 
imposing strict norms of fonts minimum sizes and places 
where food labelling information should be, suggesting 
the implementation of pictograms and symbols.

Currently, the GDPR partially protects users. On one 
side, the enforcement of the regulation has led privacy 
policies to be more comprehensible increasing the easi
ness of the terminology used; on the other, the principle 
of readability is not sufficient for users to perceive a 
document to be easy and comprehensible failing to 
enhance transparency (Rossi and Lenzini 2020). In 
fact, privacy regulations have led privacy policies to be 
increasingly lengthy and visually flat (Garg and Murthy 
2019). Paradoxically, certain privacy policies designed 
as ‘walls of text’ that make consumers lose between 
diverse links, have proved to be compliant with the 
law (Geradin, Karanikioti, and Katsifis 2021). As a 
result, users either ignore privacy policies or barely 
give attention to them, and passively accept the terms 
(Kreuter et al. 2020). It is estimated that 80% of 
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Europeans do not entirely read and or comprehend data 
policies (Rudolph, Feth, and Polst 2018) due to com
plexity (Waldman 2018) and time restrictions are the 
major reasons why consumers deliberately avoid priv
acy policies (Rudolph, Feth, and Polst 2018).

The privacy paradox

The privacy paradox is a complex dichotomy concerning 
users’ lack of actions directed to protect their privacy albeit 
their privacy concern (Barth and de Jong 2017). Several 
products or services pose consumers to face a trade-off. 
On one side consumers have personalised benefits pro
vided by the product or service, on the other, they need 
to authorise the company to collect very useful infor
mation about them. Even though individuals perceive 
this data collection process as negative, they tend to pro
ceed with the disclosure of their data as they prioritise con
nectedness and convenience over the disclosure of their 
information (Aiolfi, Bellini, and Pellegrini 2021; Zheng 
et al. 2018). Hence, the understanding and risk concerns 
of privacy policies are still insufficient motives to proac
tively conduct measures to protect personal privacy result
ing in a paradox (Barth and de Jong 2017).

This dichotomy is supported by the privacy calculus 
theory (PCT) which is based on the principle that consu
mers’ decisions regarding the risk of information disclos
ure are weighed against the benefits derived by the 
revealing of such information (Gutierrez et al. 2019). In 
fact, customers adopt a risk-benefit analysis and increas
ingly ignore privacy policies based on the perception of 
future gains (Sun, Willemsen, and Knijnenburg 2020). 
Hence, users are inclined to extensively reveal private 
information the more they are rewarded, the disclosure 
diminishes the more people perceive the associated 
risks (Bol et al. 2018). For instance, discounts or coupons 
have proved to be an effective strategy for increasing 
users’ data disclosure (Brinson, Eastin, and Bright 
2019). Additionally, privacy calculus influences personal 
information disclosure as well as the perception of adver
tisers (De Keyzer, Dens, and De Pelsmacker 2021).

Hypotheses development: the visualisation of 
privacy policies

Consumers’ obstacle in understanding privacy policies 
is increasing at the same pace as the amount of data 
companies collect. This gap is expanding aided by the 
fast technological development and the growth of inter
connected devices. Data collected from a single IoT 
device may retain limited sensitive data, whereas the 
aggregation of diverse devices may generate the disclos
ure of an unthinkable amount of confidential 

information (Menard and Bott 2020). In this respect, 
IoT devices should strengthen even more the transpar
ency of their privacy policies due to their integration of 
users’ data and their increased presence in consumers’ 
lives (Perez, Zeadally, and Cochran 2018).

To reduce this gap researchers are tackling the issue 
striving to develop more transparent alternatives of 
privacy policies. AI is taking the lead in this transition; 
scientists are working on extractors able to select key
words for a specific audience, and tools for visualising 
privacy policies (Albalawi and Ghazinour 2016; Chang 
et al. 2019; Guo, Rodolitz, and Birrell 2020). In fact, 
the design strongly influences the perception of privacy 
policies, factors as text dimension, paragraphs divisions, 
length of text, or line spacing contribute to texts’ read
ability (Rossi and Lenzini 2020; Waldman 2018). How
ever, the sole modification of the text design has proved 
to merely have moderate effects on texts’ readability 
(Albalawi and Ghazinour 2016).

On the other hand, and particularly relevant to this 
study the enclosure of images positively contributes to 
comprehension and memory. Table 1 offers a selection 
of previous work in the visualisation of privacy policy 
and a summary of their key findings.

According to the dual coding theory, combining texts 
with images increases the understanding and memor
ability of texts (Paivio 1971, 1975). The enclosure of 
images in privacy policies has confirmed the applica
bility of the theory resulting in lower cognitive effort 
needed to read and understand the policy (Perdana, 
Robb, and Rohde 2019), higher user awareness (Tabas
sum et al. 2018) and increased trust (Fox, Lynn, and 
Rosati 2022). Soumelidou and Tsohou (2020) have 
demonstrated that the enclosure of images or info
graphics aimed at visualising privacy policies increases 
the awareness and comprehension of Instagram privacy 
policies. Similarly, comics and texts combination 
improve readability and additionally increases a positive 
attitude towards the topic (Aleixo and Sumner 2017). In 
fact, anthropomorphic designs and animated clues offer 

Table 1. Selected literature in visualisation of privacy policies.
Reference Key Findings

Kelley et al. (2010) Adapting nutrition labels for privacy policies 
increase accuracy and reading enjoyment

Soumelidou and Tsohou 
(2020)

Visualising Instagram’s GDPR-compliant privacy 
policy leads to higher privacy awareness levels

Fox, Lynn, and Rosati 
(2022)

GDPR privacy labels positively influence 
perceptions of risk, control, privacy and 
trustworthiness

Tabassum et al. (2018) A comic-based policy increased user attention
Perdana, Robb, and 

Rohde (2019)
Data Visualisation reduced cognitive effort to 

read privacy policies
Barth et al. (2021) A Privacy Rating combined with data 

visualisation had a significant effect on users’ 
trust in the online service.

BEHAVIOUR & INFORMATION TECHNOLOGY 5



mental shortcuts diminishing the mental effort 
requested for the accomplishment of a task while 
increasing readability and comprehension (Kitkowska 
et al. 2020).

Consequently, juxtaposing an explanatory info
graphic to the privacy policy text is expected to increase 
users’ comprehension leading to a higher level of per
ceived data use transparency. Hence, with the aid of 
dual coding theory, hypothesis 1 is formulated: 

H1: The visualisation of privacy policies reduces per
ceived IoT Intrusiveness

Brand trust, defined as the confidence to rely on an 
exchange partner (Moorman, Zaltman, and Deshpande 
1992) is a significant success factor in online settings 
due to the ‘lack of a personal touch and the geographical 
locations of the consumers and the firm’. Τhe notion of 
trust suggests individuals are exposed to a certain degree 
of risk (Brinson, Eastin, and Bright 2019). In this 
respect, consumers’ trust in a company derives from a 
risk evaluation and consequently drives purchasing 
behaviour. While the relationship between brand trust 
and purchase intention has been extensively investi
gated, a connection between brand trust and privacy 
concerns is limited, specifically regarding IoT devices 
(Surucu, Yesilada, and Maslakci 2020; Wottrich, Ver
legh, and Smit 2017).

In the context of privacy policies brand trust emerges 
from the evaluation of the perceived risk concerning the 
reliability of the company in treating customers’ data 
(Portal, Abratt, and Bendixen 2019; Riva et al. 2024). 
But the difficulties individuals facing when reading priv
acy policies, create barriers to establish a trustful 
relationship between consumers and brands. On the 
contrary, simplifying privacy policies should increase 
trust in the company. As exemplified by Esmaeilzadeh’s 
empirical study (2019), higher perceived transparency 
of privacy policies of health care providers increased 
patients’ trust towards the electronic system storing 
their health data. Similarly, as seen in Table 1, using 
privacy labels (Fox, Lynn, and Rosati 2022) or privacy 
ratings (Barth et al. 2021) has increased users’ trust in 
the online provider.

Brand trust as a mediator

In this study, we were interested not only to confirm 
previous work on the effect of visualisation of privacy 
policies in increased brand trust in a novel context, 
(IOT and smart wearables) but also to extend our 
understanding by proposing brand trust as a mediator. 
Indeed, previous research has established a positive 
relation between transparency of privacy policies and 

trust in online companies, having a consequent positive 
impact on purchase intention (Lamprinakos et al. 2022; 
Wang and Herrando 2019). In other words, displacing 
clear and transparent privacy policies induces consu
mers to increase their trust towards the online platforms 
triggering their intention to purchase (Lăzăroiu et al. 
2020). Similarly, higher-level transparency of privacy 
policies for a physical product generates higher trust 
towards the devices manufacturer, that subsequently is 
proved to increase purchasing behaviour (Brinson, 
Eastin, and Bright 2019; Zheng et al., 2018).

But while the link between trust and purchase inten
tions is well defined, we wanted to extend these findings 
by exploring the mediating effect of trust to the relation
ship between visualisation of privacy policies and per
ceived intrusiveness. The reason is threefold. One, in 
the context of our study, smart wearables, the consu
mers are less likely to use them to purchase products 
and services, compared to e.g. online platforms. Two, 
a risk to the adoption of smart wearables is their intru
sive nature with associated loss of autonomy (Xue 
2019). This risk is stronger if we consider that for 
many users, their wearables are big part of their identity, 
with consumers often seeing them as part of the self 
(Belk 2013; Liu, Yang, and Yao 2022) which may 
increase feelings of intrusiveness when they uncover 
access to private data. Three perceived intrusiveness is 
considered to have the greatest influence on the accep
tance of personalised advertising (Gutierrez et al. 
2019) which is an integral part of the wearable experi
ence (Orazi and Nyilasy 2019). Personalised advertising 
(PA) refers to effectively targeted ads based on the per
sonality, behaviour, and personal information of a con
sumer (Gironda and Korgaonkar 2018). Such a high 
level of personalisation has shown not to be invariably 
effective since targeted consumers have perceived it as 
too intrusive and a threat to privacy (De Keyzer, 
Dens, and De Pelsmacker 2021). In fact, when consu
mers feel their privacy to be violated, they negatively 
react to personalised advertisements not accepting it 
as it was planned to (Brinson, Eastin, and Bright 2019).

As a result, increasing transparency in privacy pol
icies via their visualisation would decrease the barrier 
consumers face in developing a trustworthy relationship 
with IoT providers. Consequently, increasing trust in 
the IoT company will lead to lower perceived intrusive
ness. Hence, we hypothesise that: 

H2: Perceived brand trust mediates the link between the 
visualisation of privacy policies and perceived IoT 
Intrusiveness

Increasing users’ understanding of how their data is uti
lised, would increase their acceptance of selling their 
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data to third parties to use for, while limiting the percep
tion of intrusiveness (Brinson, Eastin, and Bright 2019). 
Users would be empowered with the possibility of 
choice and develop a more positive attitude towards 
the advertising which is also expected to increase its 
effectiveness (Kim, Barasz, and John 2021). By recalling 
Privacy Calculus theory, users’ perception of the trade- 
off between privacy concerns and personalised advertis
ing will shape their preference for the usage of IoT 
devices. These assumptions are based on the concept 
of perceived control, a principle that can be defined as 
‘’one’s ability to exert control over situations or events’’ 
(Ly et al. 2019). Whenever individuals perceive a lack of 
control, they tend to exhibit negative feelings, whereas 
increased information helps them to restore control, 
intensifying positive attitudes (Reich and Infurna 
2016). In this case, consumers would lack the power 
to elaborate their privacy calculus for personalised 
advertising. Meaning that they would be deprived of 
the evaluation of whether the benefits of personalised 
advertising outweigh the associated costs. Even though 
De Keyzer, Dens, and De Pelsmacker (2021) confirm 
such an outweigh, they underline the importance of per
ceived control which doubles the possibilities of ad 
clicking on personalised advertising.

As a result, supported by PCT and by the concept of 
perceived control hypothesis 3 is formulated: 

H3: The mediating effect of trust in the relationship 
between the visualisation of the privacy policies and 
perceived intrusiveness on purchase intention will be 
moderated by justification for user data collection 
such that the mediated relationship is stronger when a 
justification for user data collection is mentioned.

Figure 1 depicts our formulated hypotheses and concep
tual model graphically.

Methodology

An experimental design was employed to test our 
hypotheses. The study targeted adults over eighteen 
who possess a smartphone and ethical approval was 
obtained from a large UK University. 286 participants 
(56.3% females) aged between 18 and 55 (Mage =  

36.12, SD = 11.11) were recruited in return for a small 
financial incentive (approximately $5), ostensibly to dis
cuss their preference to a new wearable gadget  – smart 
glasses created by a fictitious brand. They were pre
sented with a shortened standard version of ‘terms 
and conditions’ which they needed to accept. They 
were then assigned to four different conditions (visual
isation of privacy policy or not, justification for collect
ing personal information or not).

The visualisation of the communication policies was 
employed via the development of an explanatory info
graphics consisting of images and texts. Therefore, scen
arios with visualisation were provided with a visual 
representation of the product’s privacy policies aimed 
at increasing perceived data use transparency (Figure 
2). To provide a balanced visual representation of the 
survey and to increase internal validity, the two scen
arios characterised by non-visualisation still included 
the same text as in Figure 1 and an unrelated image, 
this time an irrelevant infographic (Creswell 2017) 
which in this case explained the product’s functions 

Figure 1. Conceptual model.
Figure 2. Infographic developed for visualisation and justifica
tion scenario.
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(Figure 3). The second author developed the info
graphics acknowledging that infographics’ design is a 
crucial part of the study.

To manipulate whether the purpose of data collection 
was mentioned, two scenarios were created. For all cases 
the participants read that the customer-company agree
ment authorised the fictitious company (Real Glasses) to 
sell customers’ personal information to third parties. In 
the scenarios where we wanted to mention a justifica
tion, the participants also read that their data was sold 
to third parties ‘so that the users gain from personalised 
advertising and so that the price of the glasses is kept as 
low as possible’. In the non-justification scenario, the 
participants just read that this was ‘following industry 
practice’. All scenarios were pretested to confirm that 
they indeed measured the indented variables.

Measures

All variables were measured by employing seven-point 
Likert-type scale. To measure perceived intrusiveness, 
we followed Sanchez and Kull (2022) and asked partici
pants to indicate on a three-item scale how intrusive and 
how invasive they found the way the privacy policy was 
communicated to them and how much of an imposition 

they considered reading the privacy policy (1 = not at 
all, 7 = very much; α = 0.89).

To measure brand trust, or trust in the company con
cerning how they would deal with consumers’ data, a 
four-item scale was adopted following Herbst et al. 
(2012) (1 = strongly disagree, 7 = strongly agree; α =  
0.79). Items included: ‘I trust this company’, ‘this com
pany is reliable’, ‘this company is truthful’, ‘I can rely in 
this company’.

Finally, we included two questions regarding the 
extent to which respondents usually paid attention to 
privacy policies and to enquire whether the hypothetic 
scenario was realistic to them.

Table 2 lists the means, standard deviation and inter
correlations of the studied variables.

Results

Two manipulation checks were conducted to verify the 
effectiveness of our scenarios. The results revealed that 
participants perceived the communication policy as 
more visually effective in the visualisation condition 
(M = 6.37, SD = .60) and felt that the reasons for col
lected data were better understood in our justification 
condition (M = 6.44, SD = .55) indicating that our 
manipulations were successful.

Hypothesis 1 proposed that high visualisation would 
result in lower perceived intrusiveness of the communi
cation of a privacy policy compared to a non-visualisa
tion text only condition. The results revealed that 
participants in High Visualisation condition (M = 2.14, 
SD = 1.29) reported lower perceived intrusion than 
those in the Text Only (low visualisation) condition 
(M = 4.29, SD = 1.88), t(284) = 11.32, p < .001, providing 
support for H1.

To test our remaining hypotheses, Model 7, a moder
ated mediation model in PROCESS (Bootstrap sample: 
5000; Hayes 2013), was performed. Visualisation as 
the independent variable, Trust as the mediator, Justifi
cation for Data Collection as the moderator, and Per
ceived Intrusiveness as the dependent variable.

Consistent with our first hypothesis, the analysis ver
ified the direct negative effect of Visualisation to 

Figure 3. Infographic developed for non-visualisation scenarios.

Table 2.  Means, standard deviation and intercorrelations of the 
studied variables.
Variables Mean S.D. 1. 2. 3. 4.

1. Visualisation 1.49 .50 1
2. Trust 4.69 1.79 −.621** 1
3. Justification 1.5 .50 −.056 .219** 1
4. Intrusiveness 3.19 1.93 .558** −.796** −.241** 1

N = 286. 
*p < .05. 
**p < .01.
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Perceived Intrusiveness (β = -.397, SE = .176, p < .05). 
More importantly, our analysis provided support for a 
significant partial mediating impact of Perceived Trust 
to the effect (β = −1.753, SE = .206, 95% CI [−2.174, – 
1.137]) supporting Hypothesis 2.

Hypothesis 3 predicted that Justification for Data 
Collection will moderate the indirect relationship 
between Visualisation and Perceived Intrusiveness 
such that the mediated effect of perceived Trust will 
be stronger for those who receive Justification for the 
data collection. The index of the moderated mediation, 
which provides an appropriate test of moderated 
mediation (Hayes 2013), was significant (index = .813, 
95% CI = [.309, 1.316]). Specifically, the indirect effect 
was significantly larger when respondents read the scen
ario which justified data collection (effect = 12.129, 95% 
CI = [−2.654, – 1.649]) than when they didn’t (effect =  
−1.316, 95% CI = −1.870, – .910,]). Thus, Hypothesis 
3 was supported.

Discussion and conclusion

Smart wearable devices are revolutionising how users 
communicate with each other and how they interact 
with the physical world around them. acquire infor
mation. However, the benefits of smart wearables lar
gely depend on the devices’ ability to collect and 
analyse a large amount of user data, shaping the smart 
wearables-privacy paradox (Kang and Jung 2021) 
where privacy risks and user benefits are combined. In 
this context, we wanted to explore the effect of various 
variables, most notably the visualisation of privacy pol
icies. Most users don’t bother to understand or even 
read privacy policies and suggestions have been made 
that using images in combination with text, will increase 
their readability, user attention and acceptance. Our 
findings highlight diverse beneficial outcomes resulting 
from the visualisation of privacy policies. In accordance 
with recent studies, this study confirms that providing a 
visualised alternative of privacy policies increases per
ceived clarity of how a company administers consumers’ 
data (Kitkowska et al. 2020; Soumelidou and Tsohou 
2020).

More importantly, this study goes beyond prior lit
erature by determining further effects of the enhanced 
transparency caused by this visualisation. Specifically, 
consumers who were shown the visualised version of 
the privacy policies compared to those who saw the 
text-only one demonstrated higher brand trust to our 
fictitious company and perceived the collection of per
sonal information as less intrusive. Importantly, our 
analysis suggests that brand trust mediated the link 
between visualisation and perceived intrusiveness, 

suggesting that visualisation in its own might not be 
enough to reduce perceived intrusiveness but compa
nies need to ensure that they have gained consumers’ 
trust as well.

Finally, consistent with the study’s hypotheses we 
find evidence for the moderating role of justification 
for the collection of data. Employing the theoretical 
lens of the privacy calculus theory (PCT) which suggests 
that individuals will weigh the risk of information dis
closure against their benefits (Gutierrez et al. 2019) 
enabled us to formulate a hypothesis for a moderated 
mediation: Providing justification for the collection of 
user’s data increased the mediating role of trust between 
visualisation and perceived intrusiveness. In other 
words, in high justification scenarios, the positive 
effect of visualisation to brand trust increased, 
suggesting that the overall mediation effect is stronger.

The above-mentioned findings offer implication for 
theory and practice alike. IoT literature is extended in 
various ways. Firstly, we add to the limited literature 
confirming the positive effects of the inclusion of expla
natory images in privacy policies in a different context, 
that of IoT devices, which often involve complex and 
extensive data collection. These findings confirm the 
applicability of dual coding theory which asserts that 
the combination of text and images improves compre
hension and retention highlighting its importance in 
the context of modern privacy communication for IoT 
technology.

The study also makes a novel contribution by identi
fying trust as a mediating factor in the relationship 
between privacy policy visualisation and perceived 
intrusiveness. Previous work focused on other variables 
such as increased accuracy, enjoyment, awareness and 
effort, of users and placed little emphasis on trust (see 
Table 1). When trust was examined, it was always trea
ted as a dependent variable while the mediating role of 
trust remained underexplored. By addressing this gap, 
the study underscores the importance of trust as a key 
mechanism that can alleviate negative perceptions and 
enhance consumers’ receptivity to privacy practices.

We finally add two novel (in this literature) concepts, 
those of perceived intrusiveness, which is a key obstacle 
in consumers’ willingness to allow collection of private 
data and justification for the collection of data, to mod
erate the effect of visualisation on trust. Both of these 
play a key role in our understanding of the user  – 
IoT interaction. While not explicitly examined in this 
study, perceived intrusiveness is well linked with per
sonalised advertising and increasing transparency on 
data collection methods can lead to a more positive atti
tude towards personalised adverts (Brinson, Eastin, and 
Bright 2019; Dogruel 2019; Jiang, Xiao, and Wang 
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2020). Marketing colleagues, therefore, may be inter
ested to explore these interactions further. Consumers’ 
decision-making process related to wearables’ use is 
influenced by ‘the duality between the benefits of the 
devices and the threat to privacy not only of those 
who use them but also of others around them’ (Ferreira 
et al. 2021, 7) so reducing the concern for privacy might 
increase trust and perceived adoption of these devices.

From a more practical standpoint, policymakers can 
employ these findings to advocate for more transpar
ency in data collection and privacy policies. Similarly 
to the food industry where such guidelines exist, we 
add to calls for the inclusion of visual representations 
in privacy policies. This would ensure that privacy com
munications are more comprehensible and accessible, 
empowering consumers to make informed decisions 
about their data. This is particularly salient as infor
mation collected by wearable devices is increasing 
extensively (De Arriba-Pérez, Caeiro-Rodríguez, and 
Santos-Gago 2016) but privacy policies are remaining 
stable with policymakers failing to protect consumers 
in such a developing interconnected world (Rossi and 
Lenzini 2020). Our study highlights how the visualisa
tion of privacy policies would primarily benefit society 
at large, empowering consumers by offering them the 
possibility to conduct more informed choices.

Lastly, marketers should leverage visually supported 
privacy policies and justification for data collected to 
increase user’s trust reduce consumer resistance to per
sonalised advertising. Enhanced transparency achieved 
through visual elements can help consumers feel more 
informed and in control, fostering positive attitudes 
towards targeted marketing such as personalised adver
tising. This strategy can mitigate the ‘backlash effect’ 
often seen with highly personalised advertisements per
ceived as intrusive. It can also help reduce the privacy- 
paradox (Kang and Jung 2021) since when consumers 
are faced between a decision to choose between their 
privacy and a better user experience, they often adopt 
a risk-benefit analysis and increasingly ignore privacy 
policies based on the perception of future gains (Sun, 
Willemsen, and Knijnenburg 2020). By balancing the 
need for data-driven personalisation with respect for 
consumer privacy, companies can improve ad effective
ness and click-through rates, ultimately driving better 
marketing outcomes.

Our study is not without limitations, which however 
suggest opportunities for future researchers. The first 
limitation originates from the context in which we test 
our hypotheses. Our participants were surveyed about 
their attitude towards the privacy policy of smart glasses 
however their attitudes might differ in a non-wearable 
device context. Future researchers can test similar 

hypotheses in different contexts. Another limitation 
finally comes from the methods employed. We 
acknowledge that our infographics’ design is a crucial 
part of the study since the provision of different data 
visualisation could have led to different results (Wang 
et al. 2019). While this is arguably the case for all similar 
studies, our suggestion for future research practice alike 
would be that for visualisation to become an established 
standard, specific guidelines need to be adopted, ideally 
approved by an independent organisation.
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