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Abstract

This paper explores the task of simplifying
Lithuanian texts into Easy-to-Read language.
Easy-to-Read is a form of language written
in short, clear sentences and simple words,
adapted for people with intellectual disabili-
ties or limited language skills. The aim of
this work is to investigate how the large lan-
guage model Lt-Llama-2-7b-hf, pre-trained on
Lithuanian language data, can be adapted to the
task of simplifying Lithuanian texts into Easy-
to-Read language. To achieve this goal, spe-
cialized datasets were developed to fine-tune
the model, and experiments were carried out.
The model was tested by comparing texts in
their original language and texts with a prompt
adapted to the task. The results were evaluated
using the SARI metric for assessing the quality
of simplified texts and a qualitative evaluation
of the large language model. The results show
that the fine-tuned model sometimes simplifies
text better than a model that was not fine-tuned,
but that a larger and more extensive dataset
would be needed to achieve significant results,
and that more research should be carried out on
fine-tuning the model for this task.

1 Introduction

In recent years, there has been increasing atten-
tion on accessibility for all individuals. Accord-
ing to the World Health Organization, more than
a billion people in the world, around 16% of the
global population, have a disability (Glo, 2022).
Among them, some individuals have cognitive dis-
abilities, learning difficulties, or limited language
proficiency, which makes accessing information
challenging (Miesenberger and Petz, 2014). Easy
to Read (ETR) language is a form of language
designed to improve information accessibility by
simplifying texts using short, clear sentences and

© 2025 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

simple words, adapting them for people who strug-
gle with understanding standard texts. While ETR
guidelines exist, the process of manually adapt-
ing texts remains time-consuming and resource-
intensive. In Lithuania, ETR language has only re-
cently gained recognition, and the availability of ac-
cessible content in the Lithuanian language remains
limited. One of the main challenges is the lack of
professionals or volunteer organizations capable of
translating texts into ETR language. Without auto-
mated tools to assist in simplifying texts, the pro-
cess is slow. The introduction of transformer-based
architectures has significantly improved natural lan-
guage processing (NLP) (Lauriola et al., 2022), en-
abling large language models (LLMs) like BERT
(Devlin et al., 2019), GPT (Brown et al., 2020),
T5 (Raffel et al., 2023) and others to generate text
quicker and with higher quality (Vaswani et al.,
2017). These advancements have also made it pos-
sible to adapt pre-trained models for specific tasks,
such as simplifying texts to ETR. Transformers uti-
lize a self-attention mechanism, which allows them
to focus on relationships between different parts of
a text sequence, understanding the importance of
each word in the context. This makes them more
effective than Recurrent Neural Networks (RNNs)
(Karita et al., 2019). Until recently, NLP technolo-
gies for the Lithuanian language lagged behind,
limiting progress in this field. However, the recent
development of LLMs such as Lt-Llama-2 presents
new opportunities for text simplification in Lithua-
nian (Nakvosas et al., 2024). This study explores
how Lt-Llama-2 can be adapted for the text sim-
plification task by fine-tuning the pre-trained Lt-
Llama-2-7b-hf model for simplifying Lithuanian
text into ETR.
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2 Methodology

2.1 Datasets

Some Lithuanian texts are already being simpli-
fied into ETR by specialists. These texts can be
found online, often as PDF files, with the original
texts also being publicly available. These docu-
ments were used as the main source for fine-tuning
and testing the model for the task of simplifying
Lithuanian text.

For the experiments, we focused on ETR con-
tent of the 2nd level, which is the middle level
of simplification, aimed at people with cognitive
challenges (e.g. people with mild intellectual dis-
abilities). These texts are also useful for people
who are not native speakers of Lithuanian, but have
already acquired a basic knowledge of the language.
(Bružaitė-Liseckienė et al., 2021). The simplified
texts were compared to the original counterparts,
and datasets were created of simplified and original
text pairs. While creating the dataset, the main chal-
lenge was ensuring that each record in the dataset
had both the original and the corresponding simpli-
fied text, removing any texts where the simplified
version added or omitted context compared to the
original.

The final dataset consisted of 125 records, each
containing at least one sentence. Overall, the origi-
nal texts contained 2287 words, while the simpli-
fied texts contained 1974 words. The distribution
of original and simplified texts, as well as their
sources, is displayed in Table 1.

2.2 Text simplification

For the text simplification to ETR task, we chose
the transformer based model Lt-Llama-2-7b-hf
(Nakvosas et al., 2024), pre-trained on a large
amount of Lithuanian data by Neurotechnology.
This model was chosen because of the lack of
strong LLMs pre-trained on the Lithuanian lan-
guage. To evaluate whether fine-tuning the model
would improve its ability to simplify texts, we con-
ducted experiments with both the pre-trained model
and the fine-tuned model. The results from both
models were compared.

Additionally, we tested the effects of providing
a prompt to both models during the text simplifica-
tion task and compared those results as well. In the
context of prompt engineering, several techniques
were used to enhance the performance of the mod-
els. One common and effective method is "Think
Step By Step" (Chain-of-Thought, CoT) (Kojima

et al., 2023). This approach involves adding the
phrase "think step by step" at the end of the prompt,
guiding the model to break down complex tasks
into more simple steps. Another widely used tech-
nique is "few-shot" prompting (Sivarajkumar et al.,
2024). Using this technique, the provided prompt
had a few examples of original and simplified texts
so the model would understand the expected out-
come better. In total, as shown in Table 2, 4 exper-
iments were conducted.

2.3 Optimization algorithm

The Paged AdamW algorithm (Loshchilov and Hut-
ter, 2019) was used for the optimization, adapted
for 8-bit precision computing. This optimizer
helped to significantly reduce memory usage and
increase training efficiency, which was particularly
important when working with a large language
model and limited resources.

2.4 Learning Rate Configuration

For the model fine-tuning process, a learning rate of
3×10−5 was chosen to ensure a stable and balanced
learning process. To further enhance adaptation, a
warm-up phase was incorporated. During the first
30 steps, the learning rate was gradually increased
from a very low value to the fixed value of 3 ×
10−5. This gradual increase helped prevent abrupt
weight updates at the start of the training when the
model was not yet sufficiently adapted to the text
simplification task (Popel and Bojar, 2018).

Additional studies, such as (Smith et al., 2018),
emphasize the importance of not only selecting
an appropriate learning rate but also adjusting the
batch size to ensure faster and more efficient model
training. In line with these findings, we used a
batch size of 8, expecting improved model perfor-
mance and reduced fine-tuning time.

2.5 Evaluation of simplified texts

For the evaluation of simplified texts, 10% of the
dataset was chosen. The texts were evaluated us-
ing both automatic metrics and by using an LLM
as a judge. While LLM-based evaluation can pro-
vide a scalable alternative to human judgment (Gu
et al., 2025), it may not always align with human
perception and could exhibit biases or inconsisten-
cies (Ferrer et al., 2021), in some cases, providing
overly high or low scores. Therefore, incorporat-
ing human evaluation in future research would be
advisable to ensure a more comprehensive under-
standing of the quality of the simplified texts.
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Text source Number of
records

Number of words
in the original text

Number of words
in the simplified text

Annual report of the President of
the Republic of Lithuania

31 1002 767

A guide to housekeeping and
building a social circle

16 284 205

Ministry of Defence Guidelines
on Emergency and Preparing for
Wartime

61 766 758

A guide to the fight for women’s
rights

17 253 244

Table 1: Distribution of original and simplified texts in the dataset

Experiment No. Experiment description
EXP1 Only pre-trained model

EXP2
Pre-trained model

tested using prompt
EXP3 Fine-tuned model

EXP4
Fine-tuned model

tested using prompt

Table 2: Experiments with the Lt-Llama-2-7b-hf model

2.5.1 Simplified text evaluation using SARI
metric

To evaluate the quality of the simplified texts auto-
matically, we used the System Output Against Ref-
erence Sentences for Text Simplification (SARI)
metric (Xu et al., 2016). SARI is a widely used met-
ric for evaluating simplified texts. It measures the
quality of simplified text by assessing three key op-
erations: addition, keeping, and deletion of words
in the simplified sentence. The metric provides a
mean score based on these operations.

SARI = d1Fadd + d2Fkeep + d3Pdel (1)

where

d1 = d2 = d3 =
1

3
(2)

Poperation =
1

k

k∑

n=1

poperation(n) (3)

Roperation =
1

k

k∑

n=1

roperation(n) (4)

Foperation =
2× Poperation ×Roperation

Poperation +Roperation
(5)

operation ∈ {del, keep, add} and k where k is
the highest n-gram order.

2.5.2 Simplified text evaluation using LLM as
a judge

To assess the quality of the simplified texts, we also
used an LLM, specifically OpenAI’s GPT-4o-mini.
The model was asked to evaluate simplified texts
using three criteria: clarity, context retention and
simplicity. The simplified texts were assessed on a
scale of 0 to 10 for each criterion, as well as an over-
all score. The evaluation was conducted in Google
Colab by calling the API with a carefully crafted
prompt, which included the original text, the profes-
sionally simplified text, and the model-generated
simplified text from the experiments. The criteria
for evaluation, specified in the prompt, were:

• Clarity: To assess how easily the text can be
understood by people with intellectual disabil-
ities or limited reading skills.

• Context: To assess whether the simplified text
retains the meaning of the original text and
whether important details have been lost.

• Simplicity: To assess whether the text is writ-
ten in clear, short sentences and simple words.

3 Results

3.1 Fine-tuning Lt-Llama-2-7b-hf

Before conducting the experiments, we fine-tuned
the pre-trained Lt-Llama-2-7b-hf model with 90%
of the data from the created dataset. Figure 1
displays how Cross-Entropy Loss changes in the
process of fine-tuning the model for both training
and validation datasets which were split into 80%
and 10% of the original dataset size respectively.
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Figure 1: Variation of model learning loss for training
and validation datasets over learning time

The X axis displays the number of iterations, which
are computed as follows:

Total training steps =
N

B ×G
× E (6)

where:

• N is the number of examples in the dataset,

• B is the batch size,

• G is the gradient accumulation steps,

• E is the number of epochs.

While the Y axis displays the value of the loss.
In the graph, we could observe that at the start of
the fine-tuning process, the loss is high for both
training and validation data. However, the loss de-
creases rapidly subsequently, indicating that the
model quickly learns to discriminate between a
large number of text features and then the learn-
ing process slows down. Although in the further
iterations, the loss is decreasing very slowly, it
decreases for both datasets equally, which lets us
assume that even though the dataset is small, the
model is not memorizing text features and overfit-
ting.

3.2 Evaluation of simplified texts

After fine-tuning the model for the text simplifica-
tion task, the model was given data from the test
dataset to simplify. A preliminary analysis of the
simplified texts for all 4 experiments shows that
regardless of fine-tuning, the results were some-
times aleatory with completely unrelated texts like

Experiment No. SARI result mean
EXP1 52.063
EXP2 44.233
EXP3 52.435
EXP4 55.648

Table 3: The mean of SARI results for test dataset for
different experiments

not-simplified, just paraphrased texts or rewriting
the prompt. That could happen because of the
small training dataset or the inability of the model
to adapt for this specific task. On the other hand,
in some of the generated texts, it was noticeable
that sentences were a slightly shorter or some more
simple words were used.

3.3 Evaluation using SARI
Table 3 displays SARI evaluations for all 4 experi-
ments. The results for SARI are expressed between
0 and 100, and as the table shows, they remain rel-
atively low. Nevertheless, it is noticeable that the
fine-tuned model performs slightly better than the
pre-trained LLM, pointing towards potential bene-
fits from fine-tuning. Similarly, the results where
higher when including a prompt for simplifying
text, indicating that using a prompt can enhance
the results of the text simplification task.

3.4 Evaluation using GPT-4o-mini as a judge
After evaluating the model using the SARI met-
ric, a more subjective assessment was performed
using GPT-4o-mini as an evaluator to gain further
insights into the quality of the simplified texts. The
results, presented in Table 4, show ratings on a
scale from 1 to 10, assigned by GPT-4o-mini for
two samples created using the four different tech-
niques.

The evaluations indicate that the results of the
different experiments vary from average (e.g., 4/10
for EXP1, Sample 1) to very high (e.g., 9/10 for
EXP2, Sample 2). The lowest ratings were given
to the results of EXP1 and EXP3, particularly for
Sample 1, which was poorly rated across all criteria,
with context being the most negatively impacted.
This might seem like a reasonable evaluation, as
the original text contained important information
on where to seek help in case of emergency, which
was missing in the simplified version.

On the other hand, the highest overall ratings for
simplified texts were given to the results of EXP2
and EXP4 with Sample 2. These results highlight
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a critical insight: large language models like GPT-
4o-mini, while powerful, may not always be fully
reliable as evaluators. The results for these experi-
ment and sample pairs were actually just rewrites of
the original prompt instead of simplified sentences,
but the model evaluated them as successfully sim-
plified.

4 Discussion

During the fine-tuning of the Lt-Llama-2-7b-hf
model, the loss values showed a gradual decrease,
demonstrating that the model effectively learned to
adapt to both training and validation data. As the
number of iterations increased, the loss decreased
quickly at first, but began to slow down, indicating
that the model was learning the features necessary
for simplification tasks.

When testing the fine-tuned model on the text
simplification task, the results indicated that the
model was not yet fully adapted to simplify texts
efficiently. While some outputs were simplified to
shorter sentences with simpler words, other results
were unclear or consisted of paraphrased text or the
provided prompt, deviating from the expected sim-
plification. Both the SARI metric and GPT-4o-mini
evaluations confirmed that the fine-tuned and non-
fine-tuned models produced similar results, with
relatively low scores across all experiments. The
best results were obtained for the EXP4 experi-
ment with an average SARI value on 55.648. This
shows that the adapted model balanced word ad-
dition, keeping, and deletion better than the non-
adapted model, but achieved only the average pos-
sible SARI score. For the GPT-4o-mini model
evaluation, EXP2 and EXP4 performed best over-
all, particularly for Sample2, which consistently
received higher ratings (up to 9/10 for clarity and
simplicity). In contrast, Sample1 results across
all experiments remained noticeably weaker, indi-
cating that model performance varied significantly
depending on input content rather than experimen-
tal configuration alone.

In terms of model fine-tuning, in this study, we
focused on fine-tuning the Lt-Llama-2 model for
the text simplification task using the Paged AdamW
optimizer and a gradual learning rate warm-up to
ensure memory efficiency and stable training on
a relatively small dataset. While this approach
is widely used and effective for similar tasks, it’s
worth noting that alternative fine-tuning strategies,
such as weight freezing or layer-wise learning rate

adjustment, could also be explored. These tech-
niques can help optimize model performance and
further reduce memory consumption, particularly
when working with larger datasets. For instance,
freezing certain layers during fine-tuning (or "salt-
ing" the weights) could enable more efficient trans-
fer learning by focusing on specific aspects of the
model’s knowledge while avoiding unnecessary up-
dates. This is especially beneficial when training
on smaller datasets, as it prevents overfitting and
ensures faster convergence.

Moreover, there are additional methods worth
considering for improving fine-tuning an LLM for
the text simplification task, such as transfer learn-
ing and progressive document-level simplification.
Transfer learning allows fine-tuning a pre-trained
model to a new task by leveraging knowledge from
larger, more diverse datasets, which could be ex-
plored in future work. Similarly, progressive sim-
plification, as discussed in studies like (Fang et al.,
2025), emphasizes simplifying text at different lev-
els of complexity, potentially improving model ac-
curacy and usability, especially for challenging lin-
guistic tasks.

By integrating these approaches, we could not
only improve model performance for simplifying
Lithuanian texts, but also expand its applicability
to a broader range of texts and simplification levels.
As suggested by (Parthasarathy et al., 2024), incor-
porating these methods into a fine-tuning pipeline
could help mitigate challenges and lead to break-
throughs in text simplification tasks, making the
model more robust and adaptable to various types
of input.

As part of our future research, we are preparing
a proposal to extend this work by incorporating
Human Feedback Reinforcement Learning (HF-
RL). This approach would allow us to fine-tune
the model using direct human feedback, improving
its ability to generate more accurate and useful
simplifications. Additionally, we plan to explore
multi-stage fine-tuning, where we will combine
open-source datasets with our own domain-specific
data. This will help us create a more comprehensive
fine-tuning process, potentially improving model
performance in text simplification tasks.

4.1 Comparison to other research
In comparison to similar research, while text simpli-
fication in the Lithuanian language remains limited,
a notable study focused on the simplification of
administrative texts into plain language rather than
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Experiment No. Example No. Clarity Context Simplicity General Rating
EXP1 Sample1 4/10 3/10 5/10 4/10
EXP1 Sample2 7/10 5/10 8/10 6/10
EXP2 Sample1 6/10 5/10 7/10 6/10
EXP2 Sample2 9/10 7/10 9/10 8.5/10
EXP3 Sample1 4/10 3/10 5/10 4/10
EXP3 Sample2 8/10 7/10 9/10 8/10
EXP4 Sample1 4/10 5/10 6/10 5/10
EXP4 Sample2 8/10 7/10 9/10 8/10

Table 4: Example results evaluation by GPT-4o-mini

Study Language Model Dataset Size
(Mandravickaitė et al., 2025) Lithuanian T5, mBART, Lt-Llama-2 ~2142 pairs
(Martínez et al., 2024) Spanish LLaMA-2 ~2081 pairs
(Barbu et al., 2025) Estonian LLaMA 3.1, OpenNMT ~50,416 pairs

Table 5: Overview of fine-tuning datasets used in related studies

ETR (Mandravickaitė et al., 2025). Their approach
involved fine-tuning transformer-based models, in-
cluding T5, mBART, and Lt-Llama-2—the only
non-multilingual model in the task - on a dataset of
complex and simplified administrative texts. The
results indicated that "in many cases, instead of
simplifying the provided sentences, the fine-tuned
model simply expanded them by adding informa-
tion that was not present in the original complex
sentences". While T5 and mBART showed better
results, with SARI scores ranging from 54.12 to
72.98, the fine-tuned Lt-Llama-2 underperformed.
The study emphasized the importance of high-
quality training data and task-specific fine-tuning
challenges, also highlighted in our research.

In addition to the Lithuanian-focused study, two
significant studies in other languages provide valu-
able comparisons for our work. The first study
(Martínez et al., 2024) investigated simplifying
Spanish texts into ETR using the Llama-2 model.
Their approach involved fine-tuning the Llama-2
model on complex and simplified Spanish sen-
tences, including a translation approach, where
complex Spanish text was translated to English,
simplified, and translated back to Spanish. The
results showed improvements in readability and
accessibility, with qualitative evaluations confirm-
ing the model’s ability to simplify content while
preserving its meaning.

In comparison, while our study focuses on the
Lithuanian language, the successful application of
Llama-2 for text simplification to ETR in Span-
ish suggests the model’s flexibility. Although the

datasets and languages differ, the findings imply
that with adequate fine-tuning and dataset prepa-
ration, Llama-2 could potentially be applied to
Lithuanian text simplification tasks as well, as well
as opening the possibility of simplifying text using
a translation technique.

Another relevant study (Barbu et al., 2025) in-
vestigated Estonian text simplification using LLMs.
This research is relevant since the Estonian lan-
guage, like Lithuanian, is a less-resourced lan-
guage with limited LLM tools. The study involved
fine-tuning Llama on a custom dataset, combining
both translated data and GPT-4-generated simpli-
fications, and comparing it to other LLMs such
as DRESS, OpenNMT, and T5. A comparison of
Llama 3.1 and OpenNMT models revealed that
while OpenNMT achieved a slightly higher BLEU
score (30.05 vs. 27.04), indicating better align-
ment with reference texts, Llama 3.1 outperformed
OpenNMT on the SARI metric (49.72 vs. 47.43),
suggesting more effective text simplification. Ad-
ditionally, Llama 3.1 had a slightly lower FKGL
score (8.71 vs. 9.02), indicating slightly easier
readability. Despite these similarities in automatic
metric performance, manual evaluations by three
native Estonian speakers rated Llama 3.1 signif-
icantly higher (3.03 vs. 1.6 on a 4-point scale),
demonstrating its superior ability to simplify texts
to ETR standards in terms of grammar, readability,
meaning preservation, and simplification.

As summarized in Table 5, our dataset was con-
siderably smaller compared to other studies in the
field. While (Mandravickaitė et al., 2025) used ad-
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ministrative texts and (Martínez et al., 2024) lever-
aged both real and translated data, our study was
limited to a smaller corpus of ETR-specific texts.
This difference in dataset size and diversity may
partially explain the lower performance of our fine-
tuned model, especially since effective LLM adap-
tation often requires tens of thousands of training
examples to generalize well.

5 Conclusion

In conclusion, even though large language models
such as Lt-Llama-2-7b-hf have significant potential
for text simplification tasks, the results showed that
these models, even when fine-tuned, require fur-
ther refinement to perform well in text simplifica-
tion tasks. While fine-tuning loss results indicated
that the model was adapting to the text simplifica-
tion task and the fine-tuned model achieved bet-
ter results than the non-fine-tuned one, the overall
performance was still moderate, with the highest
SARI score of 55.648 for the EXP4 experiment. To
improve the model’s performance, further experi-
ments should focus on optimizing the fine-tuning
parameters and increasing the dataset size. This
would allow the model to adapt to a wider range of
text simplification tasks.
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