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INTRODUCTION

The agenda of a demiurgic humanity of this intelligence-free (as in fat-
free) Al —is yet to be written (Floridi 2023, 15).

Robots are not able to experience pain (Sharkey 2024).

Artificial intelligence (AI) has become one of the European Union’s (EU)
major strategic priorities in its Digital Agenda for Europe. The European
Commission (EC) President Ursula von der Leyen emphasized that “the time
has come for us to formulate a vision of where we want Al to take us, as
society and as humanity [...] and Europe’s specific place in the global race for
AI” (Ec.europa.eu 2025). In this light, the emerging EU Al policy was
introduced as the world’s first comprehensive legal framework for the
development and use of Al integrating it within the single market and aiming
to harmonize rules and promote digitalization, while specifically excluding
military applications.! This position raises the question of whether Al in the
EU is viewed solely as an economic and innovation matter, neglecting
important global concerns related to technological competition, power
dynamics, and security.

At first, the political relevance that “the way we approach Al will define
the world we live in the future” (Digital-strategy.ec.europa.eu, n.d.-d) was
narrowed down to a technical and, in the words of the President Ursula von
der Leyen, “always neutral” (Ec.europa.eu 2020) definition of Al: “a
collection of technologies that combine data, algorithms, and computing
power” (Eur-lex.europa.eu 2020d). Luciano Floridi (2021, 219), who was a
member of the High Level Expert Group on Al (HLEG), argued that this
definition highlights that Al is not “some kind of Frankenstein’s monster” and
the elimination of “non-scientific statements” such as “artificial
consciousness” helps to avoid “sci-fi speculations about AI”. This perspective
views technology as a tool, focusing on the practical aspects of data processing
and task execution.

However, the emphasis on Al-related risks “generated by specific uses of
AI” (Digital-strategy.ec.europa.eu, n.d.-d) raises important questions about
the assumption that technology can be separated from its applications.

! The White Paper (Eur-lex.europa.eu 2020d) states that “it does not address the
development and use of Al for military purposes”.
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References to “risks associated with certain uses of this new technology’?
(Eur-lex.europa.eu 2020d) and calls for “human-centric, transparent and
responsible development of AI” (Ec.europa.eu 2023b) suggest that concerns
extend beyond specific use cases. These points reflect uncertainties about the
nature of Al itself, marked by “a sense of urgency, a sense of obligation to
know, and a sense of changing and creating a future” (Manners 2024, 834).
Therefore, the notion of risk indicates concerns that extend beyond the EU’s
traditional security agenda under the Common Security and Defence Policy
(CSDP). Rather, it highlights political contestation and perceived challenges
related to human-machine interaction, considering “who we might yet
become” (Amoore and De Goede 2012, 5).

In addition to internal issues, the EU faces external pressures to adopt a
more strategic and competitive stance on Al. These pressures have placed the
EU in a “global competition for Al supremacy that has never been more intense
or geopolitically contested” (Csernatoni 2025). In this context, the EU grapples
with a dilemma between its normative commitments as a modernist liberal
power — grounded in principles of rational governance, market integration, and
rights-based regulation — and the need to respond to intensifying geopolitical
dynamics related to Al. The Al-related ambitions expressed by the Commission
President Ursula von der Leyen — to lead “the way on a new global
framework for AI” (State-of-the-union.ec.europa.eu 2023) — reflect not only the
EU’s complex position on technology but also its efforts to redefine its role
within a contested international landscape. These dynamics, however, expose
the limitations of the EU’s mandate in security politics, prompting further
questions regarding established priorities within the energing Al policy
framework (for example, Liebetrau 2024; Csernatoni 2024).

i. Academic debates

The discussed complexity of the EU’s Al-related ambitions, concerns and
external pressures brings together three elements — technology, security and
risk — which intersect and guide the focus of this analysis. Further engagement
with academic debates involves analysing each element to demonstrate the
tendencies already identified and the questions remaining to be explored.

2 For the purposes of this analysis, references to fechnology specifically denote
artificial intelligence (AI), related developments and uses, unless otherwise
specified. Similarly, the term machine refers to Al and related technologies,
especially in contexts involving human-machine interaction.
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Security has become an important dimension for the EU’s self-
legitimation in response to acute crises and the growing expectations of
citizens (Hegemann and Schneckener 2019). Various analyses have already
demonstrated that the EU subscribes to a broader view of security, such as
climate change and cybercrime (Sperling and Webber 2014), or cross-over
issues fixed to the protection of civilians and human rights (Calderaro and
Blumfelde 2022). The case of cybersecurity is particularly illustrative,
because, initially framed as an economic concern attached to the advancement
of the single market and driven by the EC, it became a comprehensive security
policy tackled at the EU level (Branddo and Camisdo 2022; Carrapico and
Barrinha 2017). These points indicate that the boundaries between
conventional security and non-security issues have been blurred, as the
policies have crossed into different agendas.

Going into the interrelations between technology and security, analyses
demonstrate that the EU’s official discourses are inconsistent with practices.
For example, a closer look at EU policies involving technologies such as the
European Defence Fund (EDF) — a programme for collaborative, cross-border
defence research and development — as well as drones and border
management, reveals that portraying these technologies as commercial or
civilian does not remove their military dimension. Instead, it frames them as
solutions, by emphasizing their positive effects and legitimacy (Csernatoni
2018; 2021a; 2019a; Csernatoni and Lavallée 2020; Lavallée and Martins
2023; Martins 2023; Martins and Jumbert 2022; Martins and Mawdsley 2021;
Csernatoni and Martins 2024).

The same tendency applies to Al. Although the military is excluded from
the scope of the policy, Ingvild Bode and Hendrik Huells (2023) show that the
EU is both a rule-maker and a rule-taker in military Al, aiming to represent
European values and influence the international landscape. The discussion
about Al even involves frames of military Al, and suggests the EU’s
positionality as a military power (Lingevicius 2024; 2023).

These insights suggest that despite the official policy focus on the single
market, both discourse and practices involving technologies in civilian and
military domains get increasingly entangled, and the distinction is difficult to
draw (Martins and Ahmad 2020). Additionally, the research reveals that the
framing of technologies as economically profitable and politically neutral
products is continuously embedded in the military discourse (Hoijtink 2014).
Therefore, military and security implications are not absent from the EU’s
thinking and practising emerging technologies, including Al. However, the
mentioned analyses do not further elaborate on or problematize civil-military
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or dual-use contestation — what kind of security is being discussed when the
EU discusses Al

This point brings us to the apparently remaining question of how security
is framed within the emerging EU Al policy. A noticeable hint is the
importance of risk, which challenges the conventional definition of security
focused on threats and immediate responses. However, the answer of defining
and involving risk in the policy framework is not clear-cut. Following the
literature, two ways of discussing the role and function of risk are noticeable:
as a set of specific instruments for governance, and as a framework for
producing knowledge in response to uncertainty.

Firstly, risk is approached as a mode of governance and management
which moves towards European integration by overcoming national
differences (Paul, Bouder and Wesseling 2016; Rothstein, Borraz and Huber
2013). Risk has also become a preferred way to develop legislative
mechanisms that privilege and justify selected measures depending on the
probability of risk (Niklas and Dencik 2024). For example, the EU employs
risk as a policy instrument to inform risk analysis, risk-based standards, or
policy enforcement across different fields, including climate, food safety,
flood management and terrorism (Paul, Bouder and Wesseling 2016;
Rothstein, Borraz and Huber 2013).

At the same time, the implementation of a risk-based approach has so far
proven to be uneven, and related to confusion about the specific nature of the
risks (Rothstein, Borraz and Huber 2013; Floridi 2021). The case of Frontex,
the European Border and Coast Guard Agency, has demonstrated that the
employment of risk has been associated with the EU’s avoidance of
securitizing border management, and rather presents it as a “governmentality
of unease”, which is less about the tension between the norm and the
exception, but the “incremental normalization” of the issue (Neal 2009, 26).

Another way of considering the role of risk engages with critical
approaches which stress that the concept of risk functions as an
epistemological construct shaping regulatory identity (for example,
Csernatoni 2021; Bode and Huelss 2023; Amoore and Raley 2017). Dimitar
Lilkov (2021) suggests that the risk-based approach focuses on future
governance and its effectiveness, rather than diving into analyses of
understanding risks and their role; while Regine Paul (2024; 2017b),
following the critical political economy angle, argues that risk serves as an
epistemic tool to show how regulators think about the phenomenon and frame
future Al in preferred ways.
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Those that already note and analyse the EU’s decision to frame the
emerging EU Al policy through risks, share similar insights that the EU uses
this notion to define perceived concerns and set its priorities in the domain.
For example, the use of risk is considered as “idealistic”, and matching the
trajectory of the EU’s identity-formation, where Al policy is attached to the
protection of civil liberties (Schmid, Pham and Ferl 2024, 17). However, the
proposed logic is criticized for not guaranteeing that Al will not pose other
non-prioritized risks (Schuett 2024).

These analyses demonstrate that the employment of risk offers an intrigue
of political motivations, as well as a process of knowledge production. The
use of risk enables the EU to set its political priorities by anticipating Al-
related developments and uses, identifying specific issues, and legitimising its
responses. At the same time, the tension between risk and security also
remains part of the discussion in the case of Al: is it “two sides of the same
coin” (Methmann and Rothe 2012, 337), or does it mark different ontological
and epistemological perspectives?

Technology, security, and risk should not be seen as neutral or merely
framed concepts. Instead, they reflect the positions, priorities, and
interpretations through which actors, such as the EU, understand related
challenges and shape their responses. These responses also signal the
inscription of imaginaries — defined as shared, future-oriented visions that
inform how Al is approached — which influence how the EU engages with Al
From a constructivist perspective, the relationship between the EU’s approach
to Al and the way it frames technology, security, and risk necessitates a focus
on the EU itself and an examination of how the meanings of these terms are
constructed and intertwined with the EU’s self-position. This focus is
particularly important given the identified inconsistencies between the EU’s
strategies and their implementation, as well as external pressures and the
significance of digitalization in shaping the EU’s stance.

To do so, attention is drawn to the discussions on the kind of international
actor the EU aspires to be, and the role it seeks to secure (Miigge 2024;
Bellanova, Carrapico and Duez 2022a). These analyses highlight a
transformation in the EU’s role, particularly in the context of digitalization.
Over time, the EU has been seen as a civilian or normative power, promoting
values-based governance and utilizing persuasion and institutions in
international relations (McNamara 2024).

However, recent discussions suggest that the EU is now adopting a more
strategic approach that prioritizes security and protectionist forms of
engagement. For example, Raluca Csernatoni (2019b) suggests that the EU’s
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ambitions in the digital domain have led to the EU’s transformation from a
civilian international actor into a security and technological power. This
tendency has even been described as “a new role as a digital (geo)strategic
power”, which brings more “geopolitical posturing and the unabashed defence
of interest-driven behaviour” (Broeders, Cristiano and Kaminska 2023, 1265).
Linda Monsees and Daniel Lambach (Monsees and Lambach 2022) also claim
that the link between technology and geopolitics in the EU is drawn more
explicitly than before. This proposed shift from a normative to a strategic actor
raises questions about whether the EU is adapting its normative framework to
align with the realities of digitalization while also integrating a more security-
oriented perspective. Alternatively, this change may indicate a redefinition of
the EU’s self-positioning as an adaptation to the international Al landscape,
which requires further examination.

In this context, these questions relate to debates on digital sovereignty —a
concept influenced by diverse political, economic, and security factors as the
EU addresses the challenges of digitalization. Already discussed in various
analyses, digital sovereignty can be generally understood as “a form of
strategic autonomy from third countries and re-orienting relations with ‘Big
Tech’, notably through the creation of the EU’s own digital infrastructures”
(Bellanova, Carrapico and Duez 2022a, 338). Here, technologies are
intertwined with the EU’s expectations — to increase control and manage the
digital ecosystem, and decide on its future governance (Roberts, Cowls,
Casolari, et al. 2021; Seidl and Schmitz 2024; Adler-Nissen and Eggeling
2024; Baur 2024; Bellanova and Glouftsios 2022; Klimburg-Witjes 2024).

At the same time, a number of articles and special issues on digital
sovereignty, including European Security (Bellanova, Carrapico and Duez
2022a), Journal of European Public Policy (Falkner, et al. 2024), and
Geopolitics (Glasze, et al. 2023), have revealed that ”the EU still lacks a clear,
coherent vision, with different actors from different EU institutions
emphasizing different domains” (Roberts, Cowls, Casolari, et al. 2021, 18).
While sovereignty here departs from its traditional association with territorial
control, its meaning in relation to technology and digitalization remains fluid
and open-ended. For example, how do technologies and related international
trends contribute to the production of the EU’s subjectivity? How do
references to A geopolitics entail the struggle over meanings, governance and
control of Al technologies, shaped by discourses, power relations and global
asymmetries?

The suggested hints of a change in the EU’s positionality and the
introduction of digital sovereignty seem to be explanations in themselves,
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without fully detailing their interrelation with the emerging Al policy. This
connection is important because, as mentioned earlier, Al is a geopolitically
contested issue that raises various concerns for the EU. As a result, the EU
faces challenges not only from technological developments but also from
external pressures that affect its Al policy formulation, necessitating
interconnected responses.

The current debates surrounding the EU’s approach to technology —
security ambiguities, risk heuristics in policy-making, and its assertive
positioning in the digital domain — indicate that three questions remain
unresolved:

First, the existing literature demonstrates that the analyses do not question
what security is being pursued in the case of Al Instead, they share evidence
that technologies, which are often presented as being for civilian use, are
increasingly co-opted into militarized frameworks, such as the notion of dual-
use, which refers to applications for both civilian and military purposes. While
these insights do deconstruct these trends, they still operate within the civilian-
military dichotomy and suggest that technology-driven change blurs its
boundaries. However, the emerging EU Al policy, excluding the military,
highlights various risks that indicate the presence of security issues, framed
outside the conventional military and threats logic. This specificity invites
further investigation into the meaning of security in this context, particularly
regarding how technology, the concerns it raises, and the justifications for
policy responses are embedded within the emerging EU Al policy.

Second, the concept of risk within the context of the emerging EU Al
policy has largely been taken as a given element, without sufficient scrutiny
of its implications for embedding security-related elements into policy
frameworks (with the notable exception of Regine Paul’s analyses). As Louise
Amoore (2023) suggests, the discourse of Al-related risks functions as a mode
of assembling and ordering knowledge, which transforms how state and
society understand itself. Yet questions remain about what this understanding
entails, and how risk plays a role in shaping Al-related security — particularly
when it is not framed through threats or exceptional measures.

Third, the reviewed debates have shown that the EU’s interest in
technology goes beyond merely preventing internal fragmentation. This
policy reflects the EU’s international ambitions, responses to external
pressures and strategic aspirations in the digital domain. Given that the
international landscape is often described in terms of Al geopolitics, a more
critical analysis is needed to understand how the EU’s emphasis on
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normativity or digital sovereignty, as forms of self-positionality, shapes the
construction of Al-related security knowledge.

Overall, the gap, situated across three discussed strands of literature —
security ambiguities, risk heuristics, and positioning in the digital domain —
requires further exploration. The EU’s approach towards Al not only reflects
standard policy-making practices but also shapes its understanding of security
as it relates to future interactions with Al. This gap is addressed in the
empirical analysis (Part II), where the relevant questions are explored, and
corresponding conceptualizations are further discussed in Chapter 6.

ii. Problem statement and research goal

The thesis focuses on a noticeable inconsistency in how the EU approaches
security in its emerging Al policy. While recognizing that Al introduces new
synergies and concerns (Rychnovska 2020), the EU frames Al in technical
terms, emphasizing risks associated with its use. This perspective reflects the
EU’s institutional competences, which prioritize harmonizing a level playing
field within the single market and establishing rules for Al developers and
providers.

At the same time, the EU aspires to become a “coherent security actor”
(Carrapico and Barrinha 2017, 14) and positions itself as a global standard-
setter capable of managing technologies with still uncertain effects. These
dynamics unfold within broader debates about which forms of digitalization
best support European values, competitiveness, and democratic governance
(for example, Miigge 2025; Hoijtink and Van der Kist 2025).

However, the security dimension — particularly beyond the excluded
military aspects — remains underdefined within this complex constellation of
Al-related issues and ambitions. Although existing studies acknowledge that
security is relevant for the EU’s digital agenda (both in militarized practices
and under the framework of digital sovereignty), there is limited attention to
how Al-related security is constructed and what meanings are produced
through the language of risk in the emerging EU Al policy.

Following the assumption that security is about boundaries of
understanding, not just sovereign borders (Bigo 2001), the thesis aims to
analyse how the EU constructs and defines Al-related security knowledge in
its emerging Al policy, particularly through the framing of risk. To do so, it
examines discursively articulated positions and perspectives, focusing on how
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they shape the understanding of Al and constitute the EU’s self-positioning
within the context of the international landscape.

The thesis considers the EU as a complex actor with multiple voices
contributing to its Al strategic discourse and overall subjectivity in the digital
domain®. For the analysis, I follow the consideration of the EU as “a site of
discursive authority, with enough consistency across the array of different
actors to provide a common institutional language and framework for action”
(Baker-Beall and Mott 2022, 1092). Although one might instinctively focus
on the power dynamics between institutions and their diverging priorities, I
argue that the process of knowledge production — including aspects of security
and self-positionality — can be analysed as specific to the EU as a whole, and
an expression of the EU’s own position and representation.

While policy-making is spread across institutions with distinct
competences, there is broad consensus on the main pillars and direction of the
EU’s digital agenda. This shared vision is exemplified by the European
Declaration on Digital Rights and Principles, signed by the presidents of the
Commission, the European Parliament (EP), and the European Council, and
committed to by the Member States in 2022. The Declaration affirms that the
EU’s digital transformation should reflect the EU’s values, promote a human-
centric approach, and ensure the protection of citizens’ rights (Digital-
strategy.ec.europa.eu, n.d.-e).

In this context, the EU is progressively positioning itself as an important
player in the global digital landscape. Its increasing role in framing the digital
agenda and taking a coordinator’s role, as opposed to “divergent” or
“fragmented” approaches (Af Malmborg 2023, 3), indicate the EU’s
increasing focus on digitalization alongside other EU policies such as trade.
Anu Bradford (2023, 6) even describes the EU, together with the USA and
China, as “a digital empire”, emphasizing the ambition to shape the global
digital order towards its interests and values.

In addition to this, the EU is increasingly viewed as capable of performing
essential security governance functions and has been defining its unique
security role (Sperling and Webber 2014; Baker-Beall and Mott 2022). In this
context, focusing on Al-related security knowledge further highlights the

3 The analysis does not focus on individual institutions, member states and other
stakeholders, such as lobbying groups, NGOs and associations. This exclusion is
intentional, because their mapping and involvement in policy-making would shift
the focus toward relationships between EU institutions and different actors. Then
the scope of the analysis would require a different research question.
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EU’s ambitions to integrate diverse policy agendas and construct its profile on
the global stage. These arguments collectively support the consideration of the
EU as an actor that shapes and projects its position through digital and security
policy agendas, which reflect its evolving subjectivity.

In the thesis, I refer to the EU’s approach towards Al as a mindset and a
strategic direction of the EU regarding Al. The emerging EU Al policy represents
the concrete, formalized output and expression of this approach -—
communications, reports, resolutions, and even legally binding rules based on
institutional contributions between 2018 and 2024. The emphasis on emerging
also signals continuity over time and heterogenous contributions that have shaped
the policy outcome focused on Al as an emerging technology — one that has been
and continues to be developed in multiple and still-unfolding directions. Here, the
main interest is directed towards the construction of meanings, pointing to a non-
linear relationship between meaning, action, and the general “messiness” of the
political (Matejova and Shesterinina 2023a, 277).

Considering this, the main objectives of the research are:

1) To distinguish the major trends and dynamics within academic and
political debates on Al which help to understand what concepts are mostly
used in describing Al and Al-related policies.

2) To engage with critical security debates on the intersection of technology,
risk and security, that grounds a conceptual framework for the analysis.

3) To identify the Al-related security dimension in the case of the emerging
EU Al policy, continuing the conversation on the EU’s approach to Al
and politics of security.

4) To describe the EU’s proposed response through its introduced policy
measures, situating this response within the broader context of existing
EU governance frameworks.

5) To name the EU’s self-positioning in the emerging Al policy by
distinguishing its leading characteristics, and considering their possible
novelty in relation to existing literature, summarized as the Europe as
power debate and established definitions.

The thesis claims that the EU’s Al-related security understanding relies
on the notion of agentic security, technocratization as a way of governing, and
a fortress as the EU’s self-positioning in the context of the international Al
landscape. In line with these insights, four thesis statements are proposed:
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The process of riskification demonstrates that Al-related security is
constructed through risks. The introduced categories of risk, described
through the imagined level of potential harm to fundamental rights and a
democratic political system, reflect the EU’s established boundaries of
graduating Al-related concerns and priorities. Such a risk-based approach
indicates that knowledge production describes security as long-term,
future-oriented, and based on imaginaries of technology.

The EU’s Al-related security emerges as agentic security, understood
through the capacity to sustain control and decision-making power vis-a-
vis current and future Al, which is framed as Other. Agentic security is
introduced as an additional security dimension to human and societal
security, as it focuses on antagonistic relations between humans and/vs
machines. This logic relies on anthropocentrism and its need to maintain
the hierarchy of the human position.

The EU’s proposed governance programme, as a response to the risks and
conditions of possibility for harm, is technocratized. It seeks to ensure
security through everyday routines, standardized measures, expertise, and
dispersed responsibilities. Technocratization mirrors the definition of Al,
where reliance on scientific knowledge is expected to guide in the face of
uncertainty. Technocratized governance also allows the EU to propose its
framework internationally as universally applicable and expert-driven,
rather than politically contested.

The EU self-positionality in the emerging EU Al policy can be summarized
as a fortress. The vision of a fortress emerges as a response to Al as Other,
and to the unfavourable international landscape amplifying Al otherness. The
fortress metaphor refers to a bounded space which functions in three ways: a)
EU rules apply to those inside, but also to those who want to enter the fortress;
b) it seeks to reduce interdependence with powers; and c) it aims to persuade
others to follow the EU’s approach to Al.

iii. Theoretical assumptions

This thesis follows a constructivist perspective to examine how Al-related

security is constructed at the intersection of technology, security and risk. It

engages with critical discussions on how power, knowledge and governance
are both influenced by and shape this intersection. A multilayered conceptual
framework is developed to facilitate a comprehensive analysis, based on the
assumption that security is not an objective state but is constructed through
shared meanings, discourses and practices.
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In this analysis, technology is viewed as shaped by social, institutional,
economic and material possibilities and constraints, while attention is paid to
interwoven relationship between the ways technology is imagined and then
framed into political decisions (Liebetrau and Christensen 2021; Leese and
Hoijtink 2019). A similar approach is applied to the concept of security. From
a constructivist standpoint, security prompts an exploration of how visions of
the future and related concerns are structured, what boundaries are drawn, and
how distinctions between “inside” and “outside” are established (Huysmans
2008; Bigo 2001). Therefore, security-related concepts, such as competition,
power and interests, are not fixed, but lead to examinations of how they are
produced, contested and embedded within broader political, technological and
normative contexts.

In terms of the security-risk dynamic, I argue that both threats and risks
are socially constructed, and depend on how and what antagonism is
articulated, and what responses are proposed. Considering the different
connotations, threats here relate to concerns of survival, and refer to
irreversible damage that requires an immediate response, often presented as
exceptional measures to deal with that threat (Methmann and Rothe 2012).
Meanwhile, risk is understood as lying below the threshold of existential in
terms of a level of concern and exceptionalism, but focuses on potential harm.
Risk signals a different temporal perspective, as it turns the focus to future
unknowns, while policy proposals are introduced to mitigate that future. Then
aresponse is directed towards the longer-term management of potential harm,
without going into the realm of emergency or exceptionality (Backman 2023).

The focus on risks asks what makes situations perceived as risky
(Matejova and Shesterinina 2023b); and how risk is used as a “means for
ordering reality” (Collective 2006, 468). Yet, the concept itself does not
convey a specific meaning or level of danger. To better understand the
implications of risk in this context, the thesis draws on the notion of concerns.
Concerns, understood in a broad and flexible sense, refer to the perception of
unease about potential issues. As Didier Bigo (2002) explains, this sense of
unease is tied to the uncertainty of everyday life within a risk society, where
freedom is linked to the boundaries of (in)security. In the context of this thesis,
this interpretation of concerns underscores how risk indicates something
perceived with unease, requiring further exploration of its specific
connotations and associated issues.

If risks are understood as distinct from matters of high politics — that is, if
they do not necessarily pertain to survival or demand exceptional measures —
then their analysis requires a corresponding conceptual perspective that
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reflects this distinction. In this context, I engage with the concept of
riskification, which marks the process by which issues become viewed and
acted upon in risk terms and responses (Morsut and Engen 2022). For the
thesis, four analytical elements are distinguished (see Section 2.3.): a referent
object, conditions of possibility for harm, a governance programme, and
international engagement. Conditions of possibility for harm and a
governance programme signal a major shift from securitization, because they
are not about threats and extraordinary measures, but deal with potential harm
and legitimising extensive governance (Corry 2012). The thesis adds the
element of international engagement to the initial framework to identify how
the EU positions itself in the international Al landscape.

Ultimately, riskification provides a valuable perspective for examining the
tension between security and risk. This framework enables an analysis of how
Al-related risks are constructed, shifting the focus from immediate challenges
to an unspecified future. In this way, it addresses key aspects of the research
gap and helps to ground the analysis of Al-related security knowledge.

iv. Research strategy

Considering the importance of speech acts as initiating the process of
riskification (Harijanto 2025), the thesis employs discourse analysis to
examine how meanings around Al and security are constructed, contested, and
institutionalised. Drawing from a Foucauldian-inspired perspective, the focus
on discourse encompasses statements, practices and rules that structure the
production of knowledge and meaning. This framework examines how
subjects and objects are formed and governed. The analysis focuses on
specific vocabularies, established definitions, and meanings that shape the
leading ways of thinking about Al. It also examines how the EU’s position is
mutually shaped in relation to these concepts.

The EU has already been discussed as “highly discursive”, full of
positioning statements and a range of policy documents, which provide a
common institutional language and a framework for action (Baker-Beall 2014,
3). The emerging EU Al policy similarly reflects how the diversity and
breadth of documents, positions and statements both construct the policy and
shape its underlying meanings, forming what this thesis terms the EU’s Al
strategic discourse (see Chapter 3). Since the implementation of discourse
analysis often depends on the specific case, the research strategy is tailored to
develop key steps, such as data selection and collection, the coding scheme,
and interpretation. It remains reflexive, as discourse analysis requires careful
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reflection on the researcher’s positionality and decisions made throughout the
process.

The discourse analysis uses two types of data: 1) documents of the
emerging EU Al policy, and b) semi-structured expert interviews. 75
documents released by EU institutions between 2018 and 2024 have been
selected according to established criteria (the list of all the documents is
provided in Annex 1). It marks the period from the EC’s first Communication
Artificial Intelligence for Europe, specifically dedicated to Al to the
enforcement of the Artificial Intelligence Act (Al Act) in August 2024, as
closing the full circle of framing, negotiating and adopting the policy. The
period in between reveals intense inter-institutional debates, discursive
contributions and knowledge production, which are discussed in Chapter 4.
The analysis also includes 11 semi-structured expert interviews conducted
from May 2023 to February 2024 with institutional representatives and
experts involved in constructing the emerging EU Al policy in the period (the
list of interviews conducted is provided in Annex 3). These interviews serve
as a way to advance the analysis by highlighting the perspectives by those
directly involved in the policy-making. Overall, the defined research strategy
and its implementation (Chapter 3) address the main questions, expectations
and limitations raised to the discourse analysis in security studies.

Lastly, the question of who speaks on behalf of the EU remains
methodologically sensitive, given that the EU is not monolithic, but comprises
multiple institutions. That is why the empirical analysis (Chapter 5) will
demonstrate and refer to institutional voices to demonstrate the EU’s existing
complexity and multiplicity through numerous documents, institutional set-
ups, and overlapping vocabularies, while reaffirming the EU’s central role in
the analysis.

v. Contribution

This thesis makes four academic contributions to the debates on the EU’s
approach to technology and security, risk and riskification, and its digital
ambitions and international role. It introduces the concept of agentic security,
outlines a technocratized governance programme, and identifies the position
of a fortress in the EU’s Al strategic discourse. Together, these elements offer
a framework for understanding how the EU constructs Al-related security and
integrates responses that are intertwined with policy-making and its evolving
subjectivity.
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Firstly, the thesis speaks to existing analyses that highlight tensions
between the EU’s framing of technologies in civilian, non-military terms and
the military-related practices that these technologies enable. The thesis
transcends the conventional civilian-military dichotomy and contributes to the
academic debate on the emerging EU Al policy by proposing the concept of
agentic security. This concept focuses on the antagonistic human-machine
interaction, framing Al as Other. Agentic security prioritizes the protection of
human agency across diverse sociotechnical settings, contexts and groups,
understood as the capacity to maintain control and decision-making power vis-
a-vis current and future Al-related concerns. In this way, the thesis develops
the analysis of Al-related security, which is often focused on military contexts,
by demonstrating that concerns about human-machine interaction and control
extend beyond the military domain. As a result, agentic security emerges as
an important framework for understanding the concerns and issues raised in
the face of technology, thereby broadening the scope of the security studies
discourse.

Secondly, the thesis engages with security debates that view security as a
terrain of high politics, exceptionalism, and emergency measures. The thesis
develops the concept of technocratization to describe a form of security
governance that relies on procedural, long-term strategies and routines to
mitigate risks. While technocratic approaches are not new to EU policy-
making, this thesis highlights their significance in the field of security. It
argues that security is framed not as an exceptional space but as a risk-focused
domain governed by expertise, institutional procedures, and depoliticized
tools. Additionally, the thesis bridges discussions in security studies and
science and technology studies (STS), particularly regarding the role of
technology in security practices. The analysis demonstrates that Al serves as
a justification for technocratic modes of governance, where scientific
knowledge and expert judgment are relied upon for clarity and guidance.

The specificity of the response is further explored through the concept of
riskification, showing how risk-based logics shape the EU’s approach towards
Al The thesis extends this concept by introducing the element of international
engagement, arguing that the EU internationalizes perceived risks and
corresponding responses. This perspective emphasizes that both technology
and risk are viewed as borderless, highlighting the EU’s efforts to secure its
subjectivity through technocratized and globally attuned responses to Al-
related security challenges.

Thirdly, the thesis contributes to the debates on the EU’s global
positionality. Rather than recycling established concepts like normative power

24



or framing technology as an instrument for achieving digital sovereignty, this
analysis suggests that the EU’s self-positioning is shaped by portraying Al as
Other. This results in a self-definition of a fortress. Unlike other analyses that
describe the EU’s subjectivity as being based on factors other than security —
such as the market and the promotion of values — this study posits that here
the EU’s positionality is largely a response to security concerns. Then, various
strategies, including multilateral engagement, persuasion and competition, are
employed to enhance security. Therefore, rather than concentrating on
discussions about the digitalization-driven shift towards a more (or less)
assertive EU, this thesis demonstrates that the EU takes a protectionist stance
towards both AI and the competitive international landscape, thereby
amplifying Al otherness.

Finally, the thesis engages with key debates shaping the emerging EU Al
policy, particularly the challenge of “how to write the rules of Al according
to an ethical and human-rights agenda without hampering innovation or
harming uptake of Al technologies in Europe” (Brattberg, Csernatoni and
Rugova 2020, 9). The argument presented in the thesis suggests that these
discussions often depict the EU as either falling behind in the global
technological race or compensating for its lack of competitiveness through
regulatory measures. However, this analysis indicates that such claims
overlook the security dimension embedded in the emerging EU Al policy,
which aims to safeguard Furopeanness based on fundamental rights and
democratic principles. The thesis contends that these efforts are not only
reactive; they also aim to steer the development and use of Al in ways that
promote the EU’s approach as both distinctly European and universally
relevant. Therefore, the thesis encourages further dialogue about the strategic
direction of the emerging EU Al policy, proposing a shift away from a sole
focus on economic competitiveness.

vi. Outline

The thesis has two parts:

1) Debates on Al, conceptual framework and research strategy. Part |
overviews the major debates and trends related to Al, and formulates a
conceptual framework and a research strategy. Chapter 1 focuses on different
definitions of Al, to demonstrate the existing spectrum of them, and the most
relevant features for the thesis. The chapter concludes that the definition of Al
is not a neutral and technical debate, but reveals social and political reflections
that depend on a defining actor. Chapter 2 discusses three concepts used in the
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analysis — technology, security and risk — and their intersection discussed
within critical security debates. The conceptual framework then focuses on
riskification, and proposes four analytical elements for the empirical analysis:
a referent object, conditions of possibility for harm, a governance programme,
and international engagement. Chapter 3 outlines the relevance of discourse
analysis, and establishes a research strategy for the empirical analysis. It
details the data selection and collection process, the development of the coding
scheme, and interpretation.

2) The empirical analysis. Part 11 presents the results of the empirical
analysis based on the four established analytical elements (a referent object,
conditions of possibility for harm, a governance programme, and international
engagement) and a research strategy. To put the emerging EU Al policy into
its context, Chapter 4 describes the EU’s digital ambitions, the chronology,
and the key characteristics of the developing emerging EU Al policy. In
addition, it contextualizes the EU among other actors which have also been
developing their emerging Al policies in the same period. Chapter 5 analyses
the process of riskification by consistently applying the conceptual framework
presented in Chapter 2. Thus, Section 5.1. investigates the ways the EU
establishes categories of risks and presents them as a pyramid of a risk-based
approach. Section 5.2. discusses the referent objects of fundamental rights and
a democratic political system, as well as safety, as the main elements that need
to be protected. Section 5.3. looks into what concerns are discussed focusing
on a definition of harm, intrusion and discrimination, and the autonomy of Al
as leading conditions of possibility for harm. Section 5.4. discusses the EU’s
proposed policy measures as the governance programme, which include the
principles of human-in-the-loop, human-centrism, regulation, assessments
and an institutional ecosystem. Section 5.5. discusses the EU’s positionality,
which is presented through the directions of international engagement —
multilateralism and competition.

Next, Chapter 5 proposes three conceptualizations — agentic security,
technocratization and a fortress — based on the empirical analysis. They
demonstrate that the EU’s Al-related security focuses on safeguarding human
agency from Al as Other, and how the EU develops a response shaped through
technocratic reasoning and aims for a more assertive and protectionist position
in the competitive international landscape.

Chapter 6 engages with the EU’s thinking revealed in Chapter 5, and
critically examines the prevailing tendencies of anthropocentrism,
depoliticization and Eurocentrism. Considered here as controversies,
persistent yet contested viewpoints, these tendencies suggest that their
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inscription in the EU’s approach towards Al reflects remaining biases, not
only towards technology itself, but also towards those outside the EU.

Finally, the Conclusion discusses the main findings and insights, as well
as revisiting the thesis statements. Based on these observations, broader points
for further reflection and discussion emerge, highlighting how Al further
fosters debates around power relations, ideological struggles, competing
imaginaries, and challenges in policy implementation.
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I. DEBATES ON AL, CONCEPTUAL FRAMEWORK AND
RESEARCH STRATEGY

1. AI: CONCEPTS AND DEBATES

The discussion of Al-related concepts, policies and their measures requires a
better understanding of what Al means, and how it is described in different
domains by both its proponents and opponents. Such an overview is necessary
in order to show that there is no single definition, and evolving trends should
be carefully considered. Following Lucy Suchman (2023; 2020), we face a
largely speculative field of technological development, which is singularized
under Al, but works to escape definition to maximize its suggestive power.
For example, in some cases, authors decide to use “Ais” rather than “Al” to
demonstrate this pluralism, and avoid impressions of considering Al as an
autonomous and defined object. On this note, in 2024, the White House
provided a list of emerging technologies where Al contains ten subfields,
suggesting a range from machine and deep learning to generative Al and
foundational models (NSTC 2024).

In this thesis, I refer to Al due to its widespread use in both academic and
political discourses, while remaining reflexive of the introduced complexity.
Al is explicitly used among different actors which develop their Al policies,
and could also be considered as an important political trend which needs to be
further discussed. The EU, as a case of this thesis, does the same, and develops
its emerging Al policy based on its own constructed definition of Al and its
variations, as presented before. Thus, Section 1.1. introduces the debates and
historical references of understanding artificial and intelligence. It
demonstrates that, despite more attention and increasing awareness, a
definition remains a scientific, analytical and ideological struggle.

Al also fuels both utopian and dystopian visions, reflecting uncertainties
about its future impact: will Al replicate human intelligence? What are the
fundamental differences between humans and machines? What level of
technological advancement could transform societies, and in what ways?
(Tegmark 2017; Russell and Norvig 2016) These questions emerge because
they refer simultaneously to different forms of Al, Al uses, and related
imaginaries, from machine learning to artificial consciousness. To approach
this debate, Section 1.2. delves into the need to distinguish the meanings of
automation/automated, autonomous and autonomy, while considering Al. The
clarifications provided help to better understand the often uncritical and
irreflexive mixing of them in noticeable political discussions.
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Lastly, the engagement with literature has already demonstrated actively
evolving academic debates, which discuss Al through different lenses and
spheres: ethics, security, governance and law, to name a few. These different
lenses significantly expand the scope of discussion, and indicate that
priorities, issues and vocabularies may differ, depending on the field and the
tradition. Following the focus of this thesis, Section 1.3. overviews the debates
of the role of Al in security, and what questions are raised. It also provides
relevant insights for further problematising the notion of security in military
and non-military dimensions.

1.1. Focus on technical capabilities

To start with, both elements, artificial and intelligence, provoke a debate: to
what extent we can discuss current technological capabilities as something
nearing human intelligence. The hype of Al as challenging humans has been
criticized as if proponents “were attending a magic show — they want to
believe in the magic abilities” (Hunger 2023). Therefore, more technical
notions, such as machine learning and algorithms, are proposed as being more
accurate to today’s technological advancement. For example, different
analyses ask how algorithms should be managed in an ethical way, and if they
become smart enough to operate independently (Matzner 2019). The process
of using algorithms is described through portraying an engineer who chooses
a mathematical structure that characterizes a range of possible decision-
making rules with adjustable parameters. That is why the algorithm is
sometimes understood as a “black box” that applies a rule and provides results
for further interpretation (Dignum 2019, 23).

Discussions on which notion is more responsive to define current
operational capacities — algorithm, machine learning or something else — do
not prevent the expansive use of and references to Al. Despite variations, Al
is broadly understood as the capability of a computer system to perform tasks
that require human intelligence and its forms (for example, visual or speech
recognition) (Cummings et al. 2018). In 1972, Hubert L. Dreyfus (1992, 143)
stated that creating artificial intelligence works on the assumption that a
human is “a device which calculates according to rules on data which take the
form of atomic facts.” However, different psychological, epistemological, and
ontological assumptions indicate that the distinction between humans and
computers, particularly in terms of reasoning, continues to be a topic of
debate. This discussion often revolves around where exactly this separation
occurs, especially as Al is envisioned as the emergence of “artificial persons”
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(Héder 2020, 63), triggering controversies regarding the nature of something
fundamentally different yet similar to humans.

The struggle with the definition of Al also comes from the realization that
Al is a technological enabler, which is applied or used in a broader context of
emerging and disruptive technologies (such as 5G, quantum engineering,
cyber or biotechnology). In other words, Al is more about widely applicable
solutions rather than a concrete device or function that could be easily labelled
and measured in quantitative terms. In this context, the capacity to process
large amounts of data in a rapid manner and to quickly provide generated
results could be distinguished as the main defining characteristics of Al (Rossi
2018; Russell 2019).

To address this complexity, different categories or phases defining
(possible) developments of Al are introduced. For example, the struggle to
reach the expected progress of Al and its analytical capacities close to human
intelligence in the late 1980s was called the “winter of AI” (Aradau and
Blanke 2015, 5). This stillness has created path dependency for future
transformations and the assessment of developments in Al. For example,
recent breakthroughs in machine learning have already been considered as an
Al spring. Another proposed categorization is symbolic Al statistical Al, and
sub-symbolic Al. These categories are based on different capabilities
accordingly: Al that is able to follow in the process of problem solving, the
capacity to catch trends from large data sets, repetition, experimentation and
feedback, and lastly machine learning and deep learning (Woszczyna and
Mania 2023).

A rather similar but clearer categorization is narrow Al, general Al, and
superintelligence. These categories appear developed in relation to human
intelligence and the comparative level of Al capacity. Current Al applications,
such as facial recognition, the processing of a large amount of data, and
intelligence gathering, are considered as narrow Al, which is already
widespread. Large language models such as ChatGPT or generative AI*,
despite the increased hype and interest, still fall under the definition of narrow
Al Then general Al is supposed to be human-level intelligence, which has
cognitive, creative and emotional capacities. Even though this is one of the
main directions of current developments, resembling brains in terms of
broader cognitive architecture remains “still a long way” (sheffield.ac.uk

4 The EC defines generative Al systems as those that generate, in response to a user
prompt, synthetic audio, image, video or text content, for a wide range of possible
uses, and which can be applied to many different tasks in various fields
(Ec.europa.eu 2024a).
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2023). Lastly, superintelligence is the one that surpasses human-level
intelligence, and remains the most future-oriented (Price, Walker and Wiley
2018). Of course, this distinction is relative, as the actual possibility of
reaching general Al and superintelligence remains unclear. David Wallace-
Wells suggests ironically that the idea of superintelligence is defined in such
an ambiguous way that it sounds like a “benevolent genie that solves all the
world’s problems” (Wallace-Wells 2019, 155).

It is no surprise that superintelligence brings a major intrigue not only
about reaching human intelligence but also surpassing it. As Nick Bostrom
(2020) suggests, superintelligence would be the last invention of a human
being, because Al would take control of further Al developments. In this case,
the hierarchical structure, considering humans on fop, would change
problematizing human-machine interaction even more. Being imaginary of an
undefined future, superintelligence has already received both positive and
negative considerations, fuelling further debates. For example, extinctionalists
would argue that superintelligence is another step in evolution, while others
point out concerns related to human survival. These different perspectives are
noticed in the policy paper by Allan Dafoe (2018, 10), where he states that
“superintelligence offers tremendous opportunities” and, at the same time,
“superintelligence may also generate catastrophic vulnerabilities.” Although
these scenarios sound futuristic, they already fuel public and political debates,
which do not fix to the arguments of possible and impossible Al
developments.

The discussions also push us to take a side over how technology and its
role are perceived in creating or mitigating concerns: as a fix for insecurity, as
a security challenge, security as a fix for technology, or security as a barrier
to technology (Haddad, Vorlicek and Klimburg-Witjes 2024). Existing
analyses show that Al is viewed not just as a security challenge, but also as a
solution to various issues. For example, a potential solution to securing
people’s needs and addressing concerns (Schmid, Pham and Ferl 2024), or as
an innovative element which becomes transversal to all policy fields
(Bellanova et al. 2022).

Accepting this diversity and complexity, I focus in this thesis on Al as a
socio-technical security challenge, and not as a deterministic solution. This
perspective calls for deeper scrutiny of underlying political, social and
security issues that are often neglected in technocratic approaches (Ulnicane
and Aden 2023; Suchman 2023). It includes considering Al developments
through potential risks, ethical issues, power imbalances, already-evolving
international dynamics, governance structures, and social relations
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(Csernatoni 2024a). The analysis of Al policy documents by Inga Ulnicane
(2022b) already reveals that Al is associated with major changes, emerging
global competition, and ambitions to be leaders in Al, where policies should
help balancing benefits, risks and responsibilities in the development and use
of Al as a revolutionary, transformative and disruptive technology. Such a
broad consideration of the role of Al suggests that the definition and
perception depend on individual cases, and require contextualized
descriptions of Al in a particular landscape and characteristics, rather than
focusing on whether one definition is better, worse, abstract, or more accurate.

As a researcher in social sciences, I do not claim any expertise in the
development, application, design and test models of technology, and
variations between them. The focus of the research is oriented towards the
politically articulated discourse and power relations, by asking how
technologies are “embedded within a particular (political) narrative”
(McCarthy 2018, 34). Established vocabularies and knowledge production in
defining current political actions or related speculation also require a closer
look at articulated meanings of Al, asking how Al is understood and entangled
in social, political, legal, moral and economic contexts (Leese 2019). That is
why a pre-established definition of Al is not used in the thesis, but it is a part
of investigating the ways of construction by a concrete actor and shaped by
outlined priorities.

1.2. Automation — autonomous — autonomy

The introduced debates on aiming to define Al have a foundational issue of
not knowing to what extent Al can be developed and can function separately
from humans in a world of its own (Descombes 2010). Such a discussion,
resembling different definitions, also relies on three notions — automation,
autonomous and autonomy — which suggest a problematic conversation on
what is already happening, and how the future of Al is imagined. Despite their
differences, these stages are often mixed between each other, complicating
discussions about human-machine interaction, and raising an urgency
reflected in emerging Al polices. These notions are particularly important, not
just for categorising different capabilities, but projecting a level of human
control which is a fundamental issue in outlining legal, political and ethical
boundaries.

To start with automation, which is sometimes used as automated, it is
associated with the workload distribution between humans and technologies
— Al being capable of processing requests, absorbing and navigating through
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data, by providing answers or completing tasks by itself. Matthias Leese
(2019) argues that automation is not a question of either full human autonomy
or full machine autonomy, but complex and distributed dynamics of agency.
It is still about the existing hierarchy between humans and machines, where
the interaction is between the operator and the technology. For example,
automation requires data input and the human interpretation of output, as well
as potential human interventions hoping for better technological performance
(Kaber 2018). Automation is seen more as mechanization, where the human-
machine interaction is about remaining as human monitoring and potential
intervention, which supports technology in a greater overall performance
(Kaber 2018).

Some analyses consider Al as already being autonomous, and outpacing
human capacity in processing information and its quantities (Suchman 2023).
Autonomous technology can be described as dependent on inputs but, unlike
automation, it can change its internal states without the direct intervention of
humans (Taddeo 2024). Here, human-machine interaction becomes even more
complicated, because it is not clear if Al can function without human
involvement (Holmqvist 2013), or if autonomous technologies will move in
terms of their own logic, divorced from human control (Nicholson and
Reynolds 2020). Although it is still argued to be a human prerogative to decide
whether or not to use Al, and to what extent and in what context (Christen, et
al. 2023), the outcome of a given task comes from a “black box” — an
increasing challenge for humans to understand and explain how Al achieved
the result. Therefore, autonomous becomes controversial, as challenging both
human control and the human capacity to grasp the implications of such a
(potential) nature of Al. Compared to automation, autonomous technology
also disrupts the human hierarchy attached to supervision and intervention.

When it comes to autonomy, it is much more focused on the matter of
agency — as self-governance and an ability to carry out a task without the
intervention of humans, and to demonstrate self-governance (Roff and Danks
2018). Autonomy challenges the issue of control — what is the role of humans,
and who/what takes responsibility for the decisions made (H.-Y. Liu 2019);
will technology be able to select between options and behaviour without
external command (Dignum 2019)? Also, to what extent is the autonomy of
Al possible when human autonomy is attached to characteristics such as
dignity, meaningful control and consciousness (Vesnic-Alujevic, Nascimento
and Polvora 2020; Bhuta, Beck and Geifl 1920). The matter of “cognitive”
capabilities associated with humans and human agency also remains a
question of Al and autonomy (Kaber 2018, 408): if technology does not
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perform them, can we still discuss Al autonomy? Therefore, the difficulty
comes from the human perspective to comprehend Al autonomy, which is not
necessarily the same as human autonomy, and signals something of a possible
collaborator, fundamentally different from automation as tool (De Visser, Pak
and Shaw 2018). Thus, considering these diverse perspectives, I follow here
the description of autonomy as conflated with a lack of human control and the
capacity to function without human assistance.

This brief overview of three notions is closely related to the different
definitions of Al mentioned before: from narrow Al to superintelligence. They
all appear to be interconnected, because they share similar considerations:
what artificial is and what intelligence is, how to characterize it, and
particularly, how those characteristics and future developments will comply
with visions and concerns related to human-machine interaction. As has been
mentioned, the different stages and definitions are directly attached to the
human role and control, whether it moves away from immediate decision
making and manual control, overseeing operations and having a formal ability
to override decisions, to being completely absent from operating technology
(Bode and Huelss 2018). These identified differences and their logic are key
for the following analysis, where automation, autonomous and autonomy
become mixed in Al-related imaginaries and political speculations of the
future of AL

1.3. Al in security

Issues surrounding Al in security arise across both military and non-military
domains. While the contexts differ, they are linked by recurring concerns over
who controls Al and who is responsible for the decisions technology enables.
The following discussion suggests that these questions place human-machine
interaction at the centre of the debate, making the conceptual lenses introduced
in this section especially relevant across different areas of application.

In terms of non-military context, Mariarosaria Taddeo (2024), for
example, suggests that security issues arise in different spaces, areas and
forms, such as unjust violence online, cyberattacks, and breaches of
fundamental rights. Al is also attached to the potential violation of privacy,
the creation and spread of disinformation, surveillance, and social control
(Agtiera y Arcas 2023). This also raises questions of who develops and uses
Al to amplify those challenges. Algorithms, data and computing power are
primarily controlled by platform-based companies, which not only govern
technological infrastructures, but also exert an influence over content
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moderation, democratic processes, and the public discourse (Gu 2024;
Bradford 2023). This concentration of power reveals monopolistic and
oligopolistic tendencies, raising significant concerns about their implications
for democracy and human rights (Hoijtink and Van der Kist 2025). In short,
this diversity indicates that non-military security issues are not focused on a
particular dimension (for example, societal or economic security), but cover a
spectrum of issues and actors involved.

In terms of the military, Al is mostly attached to applications to weaponry,
the transformation of the battlefield, and ethical concerns. For example, James
Johnson (2020a; 2020b; 2019), from the strategic studies point of view, talks
about a potentially intractable Al arms race, the complex interplay of
advanced military technology, and military superiority in deterrence. Allan
Dafoe (2018) argues that AI might have a transformative effect on
international security by influencing the security of nuclear retaliation, the
stability of crisis escalations, and the future balance of power. Various reports,
based on existing evidence in the battlefield, suggest that Al has already been
employed by the Ukrainians for counterintelligence or identifying violators of
sanctions, for use by drones and their targeting, or to track troop movements
and communications (Economist.com 2024; Adam 2024; Sanger 2024). At
the same time, these different applications demonstrate that the spectrum of
Al uses is also wide, even in just the military domain.

From a more critical perspective, the role of Al in the military is mainly
contested due to blurring the lines between civilian/commercial and military
uses. As Basham, Belkin and Gifkins (2015) suggest, the duality between
military and civilian is not taken as natural, but as a process of construction,
constitution and contestation which needs to be explored. Therefore,
discourses of an Al-led arms race, or power competition, represent trends and
hypes in constructing the role of Al, which still need to be processed and
unpacked. Repeated claims about the inevitable doom or salvation of Al
becomes a fact, the fact becomes what is sacred, and what is sacred must be
defended (Schwarz 2025).

The discussions of Al in the military introduce vocabularies that often
extend beyond military contexts, influencing broader conversations on Al and
security. Notions such as meaningful human control, morality, and human
dignity further continue the conversation on what forms of human-machine
interaction emerge, and how they affect humans. For example, humans are
presented as moral agency enactors, ensuring that decisions on life on the
battlefield are not made by “non-moral artificial agents” (Amoroso and
Tamburrini 2020). Morality becomes a virtue “anchored in our history of
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human social relations”, and functions as the “capacity to take responsibility
and feel the weight of morally complex decisions” (Schwarz 2021, 63).
Delegating decision-making, and control, to machines is directly associated
with the human role moving away and establishing a new normality (Bode
and Huelss 2018; Bode 2023). For example, the human-in-the-loop is
introduced to define human control over technology, the human on-the-loop
means overseeing operations conducted by technology, and the human out-of-
the-loop is human control being absent from operating systems (Bode and
Huelss 2018; Christie et al. 2024). These terms, overlapping with the notions
discussed in Section 1.2., reflect key characteristics and priorities, which
remain concentrated on constantly asking who controls, and to what extent.
Therefore, proposals on how to meet this expectation of meaningful human
control vary from establishing key boundaries on Al autonomy to
safeguarding a form of human decision making, continuously considering
what human agency, attached to decision-making, independent actions and
moral responsibilities, is, and how it differs from technological artefacts or
systems (Bode and Huelss 2019).

At the same time, the previously mentioned point of mixing current Al
developments with future imaginaries remains equally relevant to security
debates. Suggestions that, despite future anticipation, humans still make
design decisions on technologies, data and ways of using (Christen et al.
2023), and are confronted by claims that human involvement, whether on the
battlefield or in decision-making, is thought to be gradually erased
(MacDonald and Howell 2019; 1.G. Shaw 2017; I.G.R. Shaw 2017; 1. Shaw
and Akhter 2014). Then, security is not only about a battlefield and the role of
technology, but what happens to humans and their agency, especially if
technologies embody more than human qualities (Bourne 2012).

Conclusion

This chapter has demonstrated that the term artificial intelligence is a
generalization, and does not necessarily represent the complexity of the issues
involved. Debates on Al also depend on the specific field and use, which vary
from the military to ethics. Referring to Al as a separate tool might also
overlook the analytical sensitivity to nuances of technological functioning,
enabling power and problematic present/future differentiation. However, as
was mentioned earlier, I choose it because of the political landscape,
specifically the emerging EU Al policy, as well as the relevant academic
debates proactively referring to Al not only as technology but also a socio-
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political phenomenon. Considerations of the definition of Al also represent a
certain paradox between technical characteristics, where Al functions as a
“technology toolbox” made up of algorithms, data and platforms; and
perceptions where Al is viewed as a form of “human intelligence” (Nitzberg
and Zysman 2022, 1755).

The chapter also outlined key questions problematising human-machine
interaction, and further blurring the line between what users want to do and
what technologies are capable of doing, in sharing tasks and making decisions
(Neff and Nagy 2018). Arguments that current developments and capabilities
of Al remain within the scope of narrow Al and signal automation rather than
autonomy do not stop speculation over what it might become in the future,
and how it could challenge human agency. Briefly overviewed concepts such
as automation, autonomous and autonomy, to define technological functions,
and (meaningful) human control, human in/on/out of-the-loop and morality,
lead the conversation about different proposals both to describe perceived
issues and establish a distinction between humans and Al. Table 1 summarizes
the main points in how these different stages are described and further
interpreted in the analysis.

Table 1. Summary of Al developments and the level of control

Automated/ Autonomous Autonomy
Automation

Function | Workload distribution | Capacity to interpret | Self-governance
between information and without human
humans/operators and identify a course of | intervention;

machines/system; action;
Capacity to
Data input, Change of internal function without
interpretation of output | state without the human assistance;
and intervention by direct intervention of
humans; humans;
Level of | Manual control by Humans oversee Human is absent
control | humans; operation and have from operating
an ability to override | systems;
Human-in-the-loop systems decisions;
principle. Human-out-of-the-
Human-in-the-loop loop principle.
principle.

Source: the author, based on the discussion in Section 1.2.
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Overall, the discussions overviewed provide broad guidelines on the main
themes, hypes and vocabularies. They reveal how Al-related perception
ranges from being an opportunity to a concern. In most cases, the discussions
centre on speculative scenarios and visions of technology (such as
superintelligence and autonomy) that cannot be separated from the ways
political actors define Al in preferred ways. At the same time, the production
of knowledge and its embodiment in political, social or economic worlds do
not come from nowhere, but are shaped by humans, institutions and
imperatives that determine what they do and how they do it (Crawford 2021).
Therefore, varying considerations and concerns relating to Al ae not pre-set,
but require further investigation.
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2. CONCEPTUAL FRAMEWORK

The already presented discussions have demonstrated that three elements,
technology, security and risk, and their intersection, emerge in tension, and
require further conceptualization in the thesis. Conventionally, security
focuses on protection from threats which may cause irreversible damage
(Farrand 2020). However, from a more critical point of view, the question is
who decides the boundaries of security and insecurity, and how, especially
when this distinction gets more difficult to draw (De Goede 2020; Evans,
Leese and Rychnovskd 2021). Therefore, Section 2.1. discusses principles of
social construction, discourse and imagination which offer a baseline for the
analysis, and continue the conversation of how the interrelation between
security and technology can be conceptualized.

Risks further complicate the challenge because they mark a different level
of concern than threats, as they refer to considerations of potential harm and
probability occurring in the future. As David Campbell (2008) suggests, risks
are not equal, and not all of them are interpreted in the same way. Therefore,
like the point of security, it is a question of how risks are identified, and how
the boundaries between risky and non-risky are established. To follow this
conversation, Section 2.2. explores the concept of a risk society introduced by
Ulrich Beck, and the continuous debates by critical scholars suggesting that
risk should not be taken as a given condition of being.

Lastly, riskification, built on the logic of securitization, serves as a
valuable conceptual framework to be further developed for this thesis. When
combined with critical perspectives, riskification refers to deliberately done
speech acts which signify constructing an issue as risk issue and providing an
interpretation of perceived reality (Rothe 2012). Section 2.3. focuses on
presenting the main claims of riskification and the proposed shift from
immediate and extraordinary to long-term anticipation and governance. Based
on this, I develop four analytical elements: a referent object, conditions of
possibility for harm, a governance programme, and international engagement,
which lead to an adapted and tailor-made analytical framework of riskification
that is later applied to empirical analysis.

2.1. Social construction and knowledge production

To start with broader assumptions, references to social construction situate the
analysis within the discussions considering how we create meanings and why
we think of knowledge in a particular way. Following David Campbell (2008,
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x), the construction evolves through the inscription of boundaries between
“inside” and “outside”, “self” and “other”, or “domestic” and “foreign”. We
are not talking here about something finished, but “in the process of
becoming”, where the “self” is portrayed through something normal, accepted
and desirable, and the other, something dangerous, different and external. For
example, in terms of security, this enables us to ask how certain issues are
constructed and enemies identified, and then how the security card helps to
forge alliances, blame others, or raise popular identification with certain issues
(Rothe 2012). In the case of technologies, this perspective is also about
challenging the positivist framing of innovation as an end in itself, by asking
how they are related to and shape social, institutional, political and security
dimensions in specific contexts (Csernatoni and Martins 2024). Therefore,
adopting a social constructivist lens in this analysis draws attention to how
specific meanings of technology and security are constructed, justified and
articulated; what visions of politics they promote or encode; how, where and
by whom they are contested; and what broader implications they entail.

Moving to technology, the varied definitions of Al presented in Chapter 1
demonstrate that technology is shaped by social contestation, and reflects
social, economic and political power (Nicholson and Reynolds 2020). I follow
the argument that separation between technology and a political process
creates a false dichotomy, because values are delegated to the way we
understand technology, while technologies also affect the ways we understand
ourselves and the world (Lidskog and Sundqvist 2015; Jasanoff 1996;
Feenberg 2017). Therefore, the perspective of social constructivism is useful
for this thesis, because it enables the analysis to ask how technologies are
perceived, and how established definitions are reproduced or challenged
(Lindekilde 2014).

Although the position of considering reality as socially constructed has
been criticized for “questioning facts”, the increasing denial of issues like
climate change (Prasad 2022, 90), or reinforcing post-truth (Aradau and
Huysmans 2019), the argument of social constructivism does not call
technologies, and social and political practices, completely relational. It is
about investigating relations, perceptions, meanings and power dynamics
beyond the position of something being given or self-evident. Claiming that
the EU’s approach towards Al is different from, for example, China’s, and
entails EU-specific interpretations, does not change the fact of existing Al-
driven systems, infrastructure and labour related to their functioning. The
questions are about the embodiment of Al in a social, political and economic
world and becoming an expression of power (Crawford 2021).
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This argument relates closely to some critical security scholars engaging
with science and technology studies (STS), who analyse how technologies
actively shape security practices, and seek conceptual tools to account for their
co-constitutive role in security dynamics®. Even though I do not directly apply
any of these conceptual proposals in the analysis, the overall logic of inquiring
how scientific and technical knowledge is produced, how the beliefs of science
and concepts such as agency, system, power and structure to be rediscussed
(McCarthy 2018; Jasanoff 1996; Dear and Jasanoff 2010) correspond to and
support the overall argument of analysing technology and technology-related
policies as social constructions. In other words, critical discussions on
technology and security suggest that it is not a matter of a laboratory, technical
and technocratic matters but, from the Latourian point of view, a “fierce fight
to construct reality” (Latour and Woolgar 1986, 244). This leads to claims that
technology, in this case Al, is shaped by cultural and societal particularities,
and political structures, and participates in the production of security
knowledge.

Al-related knowledge and policy-making also face an important question:
is it about current forms of Al capabilities and leading understanding, or the
anticipation of the future? Chapter 1 has already demonstrated that discussions
and perceptions of Al vary, from narrow Al to superintelligence, from
automation to autonomy. Therefore, the construction of that knowledge
involves imagination and imaginaries which co-produce our understanding of
which Al capabilities exist and which remain a matter for the future.
Imagination then comes as an important (de-)legitimization tactic, since these
imaginations and ideas of the future influence what actors perceive as potential
pathways for technological developments and viable options for dealing with
them in the present (Ferl 2024).

5 For example, the increasing popularity of sociotechnical imaginaries in state or
corporate approaches to technologies and their framing (Jasanoff and Kim 2009;
Hockenhull and Cohn 2021; Klimburg-Witjes 2024). The increasing role of non-
state actors and the involvement of big tech companies in shaping security (Planqué-
van Hardeveld 2023; Bellanova and De Goede 2022). Attention to security
infrastructures, their performativity and the role of security devices, their
employment in public spaces or even surveillance (O’Grady 2021; Aradau 2010;
Amicelle et al. 2015; Suchman et al. 2017). The use of actor-network theory
demonstrating complex interactions between actors and technologies in different
domains (Verbeek 2013; Balzacq and Cavelty 2016). Security assemblages as
complex modes of knowledge, devices and institutions (Aradau and Blanke 2015).
The reconsideration of warfare and the role of military due to technological
developments (Gilbert 2019; Hoijtink and Planqué-van Hardeveld 2022).

41



Instead of employing the notion of sociotechnical imaginaries often used
as conceptual exploration at the intersection of STS and critical security
debates, I focus here on imagination and imaginaries in a rather loose way: the
creation of new forms of knowledge, which, in the context of Al, bring a
political vision of the ideas, risks and issues oriented to the future that raise
the need to be addressed (Jasanoff and Kim 2015). For example, imagination
could entail the conception of a desirable future or societal progress achieved
through technology, or the concern of technologies transforming future wars
or functioning without human supervision. Therefore, knowledge construction
is not only about what we already see or have, but also which unknown
unknowns we try to tame and already involve in policies, although it is still
not possible to fully grasp and predict future developments and uses for Al
(Smuha 2025).

The relevance of imagination and the future could raise further questions
if we can use the same approach to make sense of the future as the approach
of constructing reality. To respond to this, I argue that the future is anticipated,
modelled and shaped through the same discursive tools we use to interpret the
present. The way we envision the future also reflects current power structures,
values and historical narratives, while the presentation of future scenarios is
nothing other than imaginative constructs “no matter how ‘expert’ that
imagination is” (Stevens 2017, 104). For example, the shift from the
examination of the present state towards the imagination of future horizons
and developments still characterizes contemporary Al myths (Natale and
Ballatore 2020). At the same time, current debates about Al are criticized as a
“failure of imagination”, as they continue to rely on age-old concepts of
competition, geopolitics or race to interpret the Al-related international
landscape (Csernatoni 2024a, 23).

Thus, arguments of social construction demonstrate that the intersection
of technology, security and risk is intersubjective, relying on shared
understandings, interpretations and meanings. Even in terms of scientific facts
associated with technology, this perspective takes a step outside the
predominant dualisms of subjectivity and objectivity or right and wrong, and
question these categories (Jasanoff 1996). Investigating how such knowledge
is produced, and what patterns and tensions emerge, is also an inquiry into
how actors establish priorities and shape the vocabularies through which
issues are understood and acted on. References to power, competition,
struggle or interests are therefore approached as products of specific historical
and discursive contexts, revealing how security dynamics are framed, and how
actors’ roles and positions are shaped through these processes.
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2.2. Risk society

This section discusses the relevance of risk in analysing Al-related security.
As Al merges both the present and the future, risk similarly refers to the
limited knowledge of future events which might be perceived as
unpredictable, novel and unknown. Claudia Aradau (2014, 75) has even called
this the “epistemic regime”, which produces categories, boundaries and
timeframes transforming unknown, unpredictable and uncertain into
something identified and known that can already be acted upon in the present
(Kessler 2007; Kessler and Werner 2008; Amoore 2013).

The more intense engagement with the concept of risk among critical
security scholars was noticeable after 9/11, and particularly in the 2010s, as a
turn to the issue of uncertainty. Berling et al. (2022) provides a highly
illustrative curve suggesting how the “oscillation of conceptual tightness in
security studies” has been evolving. It suggests that debates on risk and/or
security peaked from 2010 to 2020, and received variations in topics such as
terrorism and its financing (De Goede 2020; 2018), climate change (Rothe
2011; Benner and Rothe 2024), or border control (Broeders 2007). Analyses
and debates led to conceptual novelties based on the logic of risk such as
politics of possibility (Amoore 2013), speculative security (De Goede, Simon
and Hoijtink 2014; Goede 2012), degrees of riskiness (Amoore and De Goede
2005), or risk profiling (Leese 2014).

These debates, and new conceptual introductions, could raise the question
to what extent risk remains a relevant conceptual lens, or do contemporary
issues and their complexities require proposed modifications of
conceptualising and analysing risk. For example, the notion of resilience has
been developed to emphasize the need to be prepared for unknown risks,
adaptation, and flexibility to respond to shocks (Juncos 2017). In this case, the
resilient subject (which can be both individual and collective) is not conceived
in a passive way, but as an active agent which seeks resilience as a goal rather
than a final state of being (Chandler 2012). Then, despite the detrimental
events and their severity, stability and safety are maintained (Dunn Cavelty,
Kaufmann and Seby Kristensen 2015). Even though resilience relates to the
problematization of temporalities (present and future), and refers to
uncertainty, it is considered as marking different epistemic regime than risk.
Claudia Aradau (2014, 79) argues that risks are about endeavours to calculate,
patterns, multiples and averages, where uncertainty could be “tamed”; while
resilience relates to preparedness for surprises in an interconnected world
“where the novel and the unexpected are always emergent”. In the case of Al,
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this would mean that any stage of Al developments and uses (as discussed in
Section 1.2.) would not create adverse or damaging effects in states and
societies considered as sufficiently resilient.

Despite evolving academic trends and shifting conceptual frameworks,
ranging from resilience and prevention to precaution and resistance, I retain a
focus on the concept of risk and the risk-security nexus. This decision has
several reasons. Firstly, risk remains relevant because of its extensive
involvement in political discourses. Risk has become a central concept not
only in the EU’s case, but an overlapping tendency in different Al-related
policy proposals, involving a multitude of private and public actors, purposes
and instruments, including the EU (see Section 4.3.) (Macenaite 2017).
Therefore, such a tendency requires unpacking this choice and any Al-related
specificities that emerge from considering technologies and issues through
risks. Leaving it as given or outdated raises the question of who then
scrutinizes political imagination and a toolbox employing risk.

Secondly, even though concepts such as resilience are considered as the
expression of “postmodern concerns with survival” (Stevens 2017, 116), risk
remains conceptually discussed in matters such as climate, disaster
management, and cyber or other technology-related hazards. This proves the
importance of conceptualising and understanding risk in contemporary issues
which are beyond conventional security understandings. Thus, the thesis aims
to continue the conversation of how risks are constructed, and how certain
issues become risky and what security understanding the concept of risk
signifies, if it is no longer about immediacy and an exceptional circumstance.

To understand this logic, Ulrich Beck’s (1992) notion of risk society
serves as a relevant framework because it defines risks as the inevitable
consequences of societal, political and economic advancements tied to
advanced industrialization, which, in turn generate negative environmental
impacts and new globally perceived risks. Modernity is thus portrayed as a
continuous and deterministic process that inherently produces and amplifies
risks.

In his later writings, Beck (2006) introduced the concept of global risk
and globalized risk society as a human condition of the 21st century. These
borderless formations suggest that various social groups may face similar
challenges, often without fully realizing it (Giintay 2020). The policy goal
then shifts to preventing the worst outcomes and adopting self-limiting
measures. According to Beck (1992), this can create dilemmas between
normality and crisis, democracy and authoritarian responses leading to a state
of emergency becoming the new normal. Thus, the risk society is

44



characterized by an ever-present awareness of potential dangers, suggesting
an important tension between conditions of not knowing and umnknown
becoming the condition of being.

In the case of Al, the risk society would be defined by existing and
evolving technological changes which put societies at risk by concerns of what
effects these changes will have: “we do not know which risks from Al will
become most salient and we do not know if Al is the most salient risk” (Boyd
and Wilson 2020, 57). Therefore, the embodiment of Al-related challenges
and future technological developments would be interpreted as deterministic,
the new industrialization, which similarly reiterate the logic of risk society as
a condition of being. In his article dedicated to terrorism, Beck (2002, 41)
used the concept of “uncontrollable risk” to emphasize globality and
borderless unpredictability. This point also reflects the case of Al, where
developments and uses are uncontrollable by existing policy measures and
become proof of the society that lives in the world of risks.

However, this perspective raises further questions as to what extent we
can consider technological developments and uses as being out there and then
directly defined through risk as a condition of being. Beck’s conceptualization
has received similar reactions from critical scholars. For example, the
presentation of risk society as objectively existing is considered eliminating
questions of biases or a lack of knowledge in defining risks which have not
yet materialized (Williams 2008; Clapton 2014). Another related point is
raised with risk itself: risk society does not say about risk more than risk being
a condition of modernity and transformation (Elbe 2008). For example,
Merryn Ekberg (2007) argues that in Beck’s conceptualization, risk is
associated with disaster, and the extreme of catastrophe, without any
differentiation of any other possibilities, ignoring the potentially different
nature of risks (technological, natural, civilizational, etc). That is why Claudia
Aradau, Luis Lobo-Guerrero and Rens Van Munster (2008) criticize Beck’s
risk society as failing to capture the fact that risk is a social technology by
means of which the uncertain future, be it of a catastrophic nature or not, is
rendered knowable and actionable.

Overall, several points describing the relevance of risk for the thesis are
distinguished:

e Beck’s introduction of risk society marks a transformation from known to
unknown, from measurable to non-measurable, and from security to risks

(Petersen 2012);
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e From a more critical perspective, risk is not out there, but fluid, flexible
and political, where different forms and rationale may be used in applying
this concept (Hannah-Moffat 2019);

e Instead of a given condition of being, risk is employed as epistemic
ordering by different actors, to make sense of a future-linked phenomenon
that is aimed to be understood and addressed in the face of uncertainty.

2.3. Riskification

The two previous sections have already demonstrated that technology,
security and risk are not considered as technical, neutral or given, but socially
constructed depending on actors, and social and political contexts. This still
leaves the question how a certain issue becomes considered as risk, and how
it relates to security. For example, do explicit references to risk, and the
readiness to mitigate them, increase or reduce the sense of insecurity?

The initial response leads to securitization, one of the well-known
constructivist mechanisms in transforming an issue into a security issue.
Naming a problem as “a security problem” provides a different status and
priority to an issue, compared to those “non-security problems”, because it is
articulated through survival claims and the urgency to act (Hansen and
Nissenbaum 2009, 1156). Securitization as a mechanism contains several
steps. Firstly, it is performed through speech acts where, in the case of a
successful process, an issue is transformed into being a security problem
(Wever 1995). This is how political elites explicitly start the process of
securitization, and justify proposed actions to address a security issue
(Markiewicz 2024). Secondly, speech acts, as discursive practices, name
something s an (external) enemy or threat to something or someone that needs
to be secured. Thirdly, as a response to a security issue, extraordinary
measures are introduced to deal with it. They are also considered as a political
move, because security justifies them as exceptional and urgent, even if
extraordinary measures may limit rights or impose greater control over others
(Buzan and Wever 2009).

But what happens if, within the context of established power relations and
institutional structures, a “security problem” is not defined in this way.
Especially, if political elites choose not to establish a discourse of threat, and
do not search for legitimacy to adopt extraordinary measures. This possibility
of various ways to construct security is already supported by analyses
indicating that technologies can be both securitized and desecuritized (Sezal
2023); and varying degrees of concerns may emerge, excluding threats from
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consideration (Methmann and Rothe 2012). This complexity is particularly
relevant in the case of Al, where concerns and the responses to them are
difficult to put into the framework of immediacy and threat, while Al remains
a matter of (political) imaginaries: how and in what ways technology will be
developed, used or misused.

To address this tension of who constructs Al-related security, and how, I
turn to riskification, which identifies how risks are situated and
contextualized, and how they are put through established policy measures
(Harijanto 2025). I find the concept of riskification particularly relevant for
two reasons. First, rather than treating risks as objective or given, it details the
constructivist process of turning an issue into a risk, and deconstructs a
political reasoning in articulating antagonism which constitutes the order that
it is sought to be governed (Rothe 2011; Methmann and Rothe 2012). Second,
I suggest that a chosen strategy to formulate and address security concerns
through risks involve not only political motivations, but also the type of
concerns that are perceived. In the case of Al, it is considered as an emerging
phenomenon, which developments and uses are still difficult to grasp.
Therefore, instead of threats and immediacy, suggested by securitization, Al-
related uncertainty, future-oriented imaginaries, and a search for a response,
make the concept of riskification a suitable analytical lens for understanding
how security is framed in relation to Al and related risks.

Riskification as a conceptual framework has already been applied in
topics such as climate change and cybersecurity: policies that extensively
employ risks. For example, the analysis of riskification in climate change
adaptation has demonstrated that the issue has been approached through a
technocratic governance of existing risk instruments (Barquet et al. 2024).
Climate change in the military has been riskified, legitimizing the use of
military means to address its harmful effects, even though these measures are
presented as anticipating uncertainty rather than responding to direct threats
(Estéve 2021). In the case of cybersecurity, riskification has revealed that the
logic is focused on traits of long-term, permanent and/or future danger to
societies stemming from cyberspace. Then the response is long-term social
engineering and the management of causes of harm without articulating
emergency (Backman 2023). These empirical cases demonstrate that
riskification problematizes the employment of risk as expressing the truth, and
demonstrates how risk is constructed to define and shape the understanding of
an issue (Morsut and Engen 2022). The application of riskification also helps
us to understand established power relations and institutional structures which
enable or constrain proposed policy responses (Judge and Maltby 2017).
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To be specific, Olaf Corry (2012, 246-247) develops and grounds
riskification within the framework of securitization and its key elements,
illustrating that risk, like security, is similarly constructed through speech acts,
rather than being a condition or a given fact, as in the case of risk society.
According to him, riskification is “a kind of second-order security politics”,
and “captures this idea of a social process of constructing something
politically in terms of risks”. It does not directly answer the question of
dangers and concerns, but provides a mechanism of how risks are constructed.
What is the difference here? In a conversation with securitization, Olaf Corry
(2012) suggests that the difference between risk and threat is defined through
a lack of immediacy. As mentioned in the Introduction, while threat is to be
defended against or eliminated immediately, risk is discussed as being located
in the future, which is connected to a policy proposal offering a way to prevent
that risk from materializing into real harm. Thus, compared to securitization,
riskification is no longer about threats, friend-enemy contestations, urgency,
or the need to take extraordinary measures. The focus is on the perception of
future concerns, their mitigation, and management by policies taken which
characterize risk itself.

Despite these introduced differences between security and risk, Olaf
Corry (2012) recycles the main elements of securitization, by transforming
them into the process of riskification. He distinguishes three elements: 1) there
is a referent object of which the safety is challenged through potential
vulnerability; 2) those challenges can be described by identifying conditions
of possibility for harm (rather than direct causes of harm) to a referent object;
3) to control those conditions, governance programmes are developed which
turn a referent object into a “governance-object”. Therefore, in comparison
with securitization, these elements could be noticed: a referent object,
something that needs to be protected, remains. A threat or enemy from
securitization is transformed into conditions of possibility for harm, which
marks a potentially different level of danger, less certainty and orientation
towards the future (conditions of possibility). Extraordinary policy measures
as an urgent response to threats are changed to governance programmes as
longer-term mitigation, signalling a different level of urgency, timeframe and
orientation towards the future. A summary of this conceptual shift and a
comparison of the key elements is suggested in Table 2.
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Table 2. A comparison of key points of securitization and riskification

Components Securitization Riskification
Focus How does an issue become | How does an issue become a risk?
a security problem?
Instrument Speech act Speech act
Actor Elites Elites
Timeframe Immediacy Long-term future orientation
Target A referent object A referent object
Concern Threat Conditions of possibility for harm
Response Extraordinary measures Governance programme
The goal of | Defence and deterrence Mitigation and management
the response

Source: the author, based on Olaf Corry’s conceptualization of riskification

While these elements, referent objects, conditions of possibility for harm
and a governance programme, explain the proposed shift, they are not detailed,
and require to be further elaborated and clarified, particularly in the context of
Al-related security. For this analysis, I also adapt and expand the conceptual
framework from three to four elements, by adding the importance of the
international engagement. I introduce ‘international engagement’ as a fourth
analytical element of riskification for two main reasons. First, contemporary
debates and policy-making around Al increasingly interrelate in articulating
Al and Al-related risks as international and geopolitically contested matters.
Second, this addition reflects the EU’s own tendency to internationalize
perceived risks, entangled with the EU’s subjectivity and projection on the
global stage.

Then all four can be grouped into two guiding questions: what, what is a
referent object, what is potential harm; and how, how governance is
constructed and how international engagement is defined. While the what
questions specify set priorities and vocabularies, the sfow questions aim to
propose responses to identified concerns and protect what is deemed to be at
risk.

Overall, the conceptual framework that I develop for the thesis focuses on
four key questions. What is a referent object? What conditions of possibility
define harm? How is a governance programme constructed? How is
international engagement framed? The search for answers through these
analytical elements is expected to lead to the identification of Al-related
security and its key characteristics. The summary of the questions is presented
in Table 6.
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1) A referent object

The question of what a referent object is requires a broader elaboration of
how I consider it in this thesis, especially moving from more conventional
security definitions to the logic of risk. The basic idea of a referent object
refers to who or what, depending on priorities, is to be secured, what the actual
or potential challenges to a referent object are, and what actions could be taken
to overcome them (Shepherd 2013). Olaf Corry (2012) suggests that in the
case of risk, a referent object is the primary target of governance programmes,
something that needs to be changed and governed rather than defended. A
referent object is not necessarily an object, but includes considerations of the
properties of that referent object which depend on constructions of risks and
established knowledge. Then the safety of a referent object becomes a function
of characteristics of that referent object and its vulnerability to danger.

Based on this conceptualization, my search for a referent object relies on
several points. Firstly, I reiterate the argument that riskification is rooted in
speech acts as discursive practices. Therefore, the identification of a referent
object is not pre-determined, but emerges from specific discursive practices
within a given context, requiring an in-depth engagement with the discourse.
Secondly, riskification extends beyond the identification of a referent object
to include defining characteristics and political priorities. They also reveal
how a referent object is framed and understood. Thirdly, the interplay between
the referent object and the identified risks is embedded in specific concerns
that (potentially) challenge the safety and stability of that object. Therefore,
the question is what and in which ways safety is attached to a referent object.

2) Conditions of possibility for harm

Riskification does not simply refer to harm, but constructs this elaborative
notion of conditions of possibility for harm. Olaf Corry (2012) grounds it as a
way to escape conversations on the direct causality between harm and risk,
and refer to potentiality, conditionality and precautionary, where risks come
as conditions of possibility for harm. Even though the goal is clear, to create
a noticeable contrast between threats, their immediacy and urgency, the
definition remains challenging, especially due to the orientation towards the
future. In this case, conditions of possibility for harm even require us to break
down possibility and harm to grasp their relevance while conducting the
analysis.

Here possibility is intriguing, because it refers directly to future unknowns
that cannot be easily calculated and predicted: something may or may not
happen. Therefore, a possibility changes a more conventional understanding
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of harm as something that makes risk known or foreseeable because of
already-existing effects or the considerable certainty that they will occur in
the future (Smuha 2021a). In this context, possibility increases the importance
of imagination, which is less objectified and measured, but much more about
the future and subjective views (Amoore 2013; Adams 2005).

Focusing more on harm, it does not receive a single interpretation as well.
For example, Nick Bostrom (2017) raises the point of how to define harm, and
how we can weigh up harms of a completely different nature, the harm of
physical pain or the harm of social injustice. In the context of Al, harm also
receives different connotations: individual, collective and societal (Smuha
2021a); material or immaterial, including physical, psychological or
economic, depending on how risks are articulated (Kusche 2024). Therefore,
harm is not a fixed concept, but rather dynamic and contingent to political,
socio-cultural and ethical dimensions underpinning the discourse and outlined
political priorities.

Putting these points together, my consideration of conditions of possibility
for harm in this thesis relies on several points. Firstly, attention is directed
towards speech acts and leading definitions of what concerns are attached to
conditions of possibility for harm. Secondly, in the case of Al, possibility
brings us to the political imagination, where potential harm is also about the
future and the process of construction, without expecting to answer how
tangible, measurable or realistic these possibilities are. Thirdly, although this
does not seem to be extensively raised in the process of riskification, it is
important to ask what security understanding is implied. Is it, as discussed
earlier, associated with conventional matters (such as sovereignty), the
establishment of different security dimensions, or the modification of existing
ones.

3) Governance programme

In the case of riskification, and in comparison with securitization,
governance programmes are presented as more permanent and long-term
responses to risk than extraordinary measures to deter or defeat a threat (Corry
2012). Then governance programmes may involve guidelines, laws,
regulations, modes of cooperation and collaboration, all kinds of outputs,
developed and inscribed as ways to address perceived risks (Morsut and
Engen 2023).

Acknowledging the broad spectrum of ways to describe governance, 1
follow and use several major blocks to characterize it: governance as 1)
structures and processes which enable actors to coordinate their needs and
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interests in making policy decisions (Krahmann 2003); 2) norms, rules and
ideals that shape policies (Calcara, Csernatoni and Lavallée 2020); and 3)
institutional rationalizations of what should be prioritized and achieved
(Rothstein, Borraz and Huber 2013; Rothstein, Huber and Gaskell 2006).
These elements often intertwine and make governance a complex set of
measures and principles that apply to a certain issue.

As the EU refers to the risk-based approach, it expresses how far
governance should intervene rather than eliminate adverse outcomes which
also share the normative rationale that adversity can be reduced to zero
(Rothstein, Borraz and Huber 2013). Then risk operates as “a meta-level
governance tool” to define what are acceptable and tolerable levels of harm,
and rationalize chosen frameworks where certain issues are less or more risky
than others (Paul 2017b). Therefore, the main challenge with the overall
employment of the risk-based approach is: who decides and defines those
different levels and attaches them to certain risks as a foundation of
governance, and how?

Several points for the analysis should be distinguished. Firstly, I consider
governance as a response to risks, and a process of construction where norms,
regulations and institutions intertwine by rationalizing and legitimizing
specific measures. Then the leading question becomes sow risks are expected
to be governed by tailoring certain measures based on political priorities.
Secondly, the analysis of a governance programme also requires getting
involved in concrete characteristics of those measures; and to what extent they
are specific to a particular issue or an actor which constructs a governance
programme. Thirdly, a governance programme is not only a list of policy
measures, but the contribution to knowledge production: what is included and
excluded in its scope, how these political choices become legitimized and
normalized as a tailored response to risks.

4) International engagement

Coming back to riskification, Olaf Corry’s description appears to be
ambiguous in terms of the internal-external dimensions of risks. This could be
explained by the fact that it depends on the risk itself and how it is framed in
the process of riskification. However, for this thesis, it is important to
explicitly distinguish the international element, as Al-related risks and their
governance have an external dimension considering technology as borderless
(Rees 2008). Even Beck’s risk society involves references to globality and
cosmopolitan suggesting that risk transcends the boundaries of national states
(Rothe 2011). Therefore, I expand the concept of riskification and involve the
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element of international engagement by arguing that both points, the
distinction between inside and outside, and the positionality of an actor, need
to be equally investigated under this caption.

More specifically, debates on Al already emphasize that emerging Al
policies have a clear international dimension, which is described as
“geopolitical imaginations and calculations” (Haddad, Vorlicek and
Klimburg-Witjes 2024, 757), or the “geopolitics of Al governance”
(Csernatoni 2024a). Here Al geopolitics denotes the struggle over the
meanings, governance and control of Al technologies, shaped by discourses,
power relations and global asymmetries. Different authors refer to
international dynamics as a competition for political, military and economic
dominance (Ulnicane 2022); the inevitable arms race (Suchman 2016; 2023);
or a zero-sum game mentality, where technological dominance by a few
powerful actors leads to concentrated power and inequality (Ulnicane 2023;
Haner and Garcia 2019). Therefore, a more critical consideration of
developing trends suggests that the international dimension is not only about
borderless risks, but political and boundary-making activities between
different actors and their positionalities.

Three key points are considered for the analysis. Firstly, it examines how
the international Al landscape is perceived and defined, whether hostile,
cooperative or otherwise, and what tendencies are put as the most relevant.
Secondly, what directions of international engagement emerge, how they are
characterized in relation to risks. Thirdly, what forms and features of self-
positioning are highlighted, how they fit, contradict, challenge, or place the
actor within the defined landscape.

Conclusion

This chapter situated the research question and the entire analysis in
constructivist assumptions enabling the examination of how knowledge is
produced about the present and the future, how chosen terms, categories and
framings emerge in considering technology, security, risk and their
intersection. The demonstrated academic trends searching for corresponding
concepts and synergies between different agendas also encouraged me to take
a more critical stance, and reconsider boundaries of established definitions,
such as risk society. The overall logic of the chapter has been to develop a
tailor-made conceptual framework, which both corresponds with and
contributes to current analytical endeavours to conceptualize the technology-
security nexus.
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While doing this, I have considered technology as inherently political and
further problematising conversations about security politics and risk politics.
The discussions introduced have demonstrated that the issues raised, either
related to technologies or broader transnational challenges, such as climate
change or cybercrime, employ the concept of risk as more related to future,
long-term challenges and remaining uncertainty. Therefore, I argue that the
security-risk dynamic is a matter for construction and interrelation which can
be depicted through discourses, frames, and positions of how meanings and
mechanisms of employing risk are thought and grounded by political actors.
In other words, “risk is nothing if not relative, perspectival and
transformational” (Dillon 2008, 328).

As a result, riskification is employed to analyse Al-related security,
aiming to demonstrate the process of how risks and the response to them is
constructed in emerging EU Al policy. It is also about developing the concept
of riskification itself: to what extent it deconstructs the use of risk, and what
modifications are needed for future security analysis focusing on risks. The
established analytical framework, based on four elements, a referent object,
conditions of possibility for harm, a governance programme, and international
engagement, demonstrates the ambition of this thesis to adapt riskification in
the context of Al, involving both actor-specific and international perspectives.
Simultaneously, the analysis is situated in the context of existing literature,
and reflects both empirical and conceptual contributions to riskification, and
their relevance in applying this framework for analysing emerging EU Al
policy.
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3. METHODOLOGY AND RESEARCH STRATEGY

Questions of how reality is constructed, what ensembles of ideas and concepts,
are produced, and what meanings they acquire, point to the relevance of the
discourse (Rothe 2011). The thesis employs discourse analysis as a vigorous
method for understanding the textual and intertextual origins of security
practices (Frowd, Mutlu and Salter 2023). It does not try to find or explain
motives or thoughts, psychological or cognitive elements, hidden intensions
or secret plans, beyond the texts (Waever 2003).

The analysis draws on a Foucauldian perspective, in which discourse is
understood as a constitutive practice through which meanings are constructed
and stabilised, and political possibilities are articulated. Following Foucault
(2013), discourse analysis involves examining how knowledge is produced
within discursive practices that position subjects and define objects they are
authorised to speak about. To note, I use the term articulations not in the
specific sense developed by scholars such as Jutta Weldes or Stuart Hall,
where articulation refers to the contingent linking of signifiers (for example,
Weldes 1996), but rather in a more Foucauldian-inspired sense — to describe
repetitive discursive expressions that render certain interpretations, identities,
or policy directions appear self-evident over time.

The analysis focuses on the EU’s Al strategic discourse, defined as the
collection of official documents, statements and policy positions through
which the EU’s institutions suggest the vision, priorities, and approach
towards Al To do the analysis, Section 3.1 introduces a research strategy that
addresses both conceptual and empirical challenges, while defining the scope
of the analysis in the rapidly changing political context.

The data selection and collection, introduced in Section 3.2., presents the
decision to base the analysis on the relevant EU documents and conduct semi-
structured expert interviews. It describes established criteria and steps to
gather this data, also reflecting on the issue of range and representation.
Section 3.3. details the coding scheme, which is based on the
deductive/inductive hybrid strategy and its implementation. This includes a
detailed description of the coding process, followed by an explanation of how
the interpretations were reached.

Overall, these sections, outlining the research strategy and its
implementation, remain in line with the conceptual framework and its major
assumptions related to social constructivism. They are also based on a
reflexive stance, engaging with the methodological specificities and
limitations, such as the required range of sources, the replicability of
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interpretations and the generalization of results, associated with an
interpretivist, qualitative type of research. Nevertheless, these methodological
choices provide a coherent basis for the subsequent analysis, and address the
mentioned challenges.

3.1. Research strategy

A research strategy outlines how research will be conducted: it becomes like
a blueprint for how data is collected, analysed and interpreted, and what steps
guide the entire research process. Following the proposal of Lene Hansen
(2005, 67), four cornerstones are applied: one, the number of Selves which is
focused on the EU as an actor shaping its approach towards Al articulated
through the emerging EU Al policy; two, the number of events, which here
concentrate on daily practices, such as issuing relevant documents, responding
to them, or making statements within the chosen framework; three,
intertextual models refer to the EU’s Al strategic discourse, arguing that
selected texts are intertwined and participate in their (re)production through
references, similar wording or the political context (Neumann 2008; Frowd,
Mutlu and Salter 2023); finally, the temporal perspective marks the intense
period of constructing the emerging EU Al policy between 2018 and 2024,
from the EC’s first Communication Artificial Intelligence for Europe,
dedicated to Al and released in April 2018, to the Al Act, the first legally
binding document regulating Al, which entered into force on 1 August 2024.
This period symbolizes a fu!/l circle, from initial strategic documents to legally
binding rules entering into force to regulate Al

The development of the emerging EU Al policy aligns with similar
processes and timeframes of other Al policies worldwide (see Section 3.3.),
indicating a growing global interest in this domain. Specifically, the period
starting in 2018 marks a phase of active evolution, both within the EU and on
a global scale. In the EU’s case, the point of temporality is also relevant
because of the Russian aggression against Ukraine in 2022. It marked
significant changes, including a greater openness to military initiatives and
their integration into EU policies. Examples include the EU Military
Assistance Mission to Ukraine through the European Peace Facility and the
European Commission’s Act in Support of Ammunition Production, which
aims to produce two million ammunition shells annually by the European
defence industry (Defence-industry-space.ec.europa.cu, n.d.).

However, these shifts have not involved Al or impacted the EU’s position
on Al policy. Instead, political attention to the emerging EU Al policy focused
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largely on negotiating the proposed Al Act. At the same time, the influence of
evolving global developments (such as the launch of ChatGPT by OpenAl)
contributed to making AI a much more pressing topic. For example, the open
letter “Pause Giant Al Experiments”, released by the Future of Life, instituted
and signed by more than 33,000 people online, claims that “Al systems with
human-competitive intelligence can pose profound risks to society and
humanity” (Futureoflife.org 2023). Therefore, for this analysis, there is no
specific focus on the effects of the war, nor is there a prewar or after-war
classification. The thesis remains anchored within the previously described
timeframe and milestones, concentrating on the emerging EU Al policy,
without delving into different agendas, even though they include security-
related provisions in other policy frameworks.

3.2. Data selection and collection

Following the logic of discourse analysis, texts are considered as the main
data. For example, Iver B. Neumann (2008) suggests that a text might be of a
different form, from monuments to political strategies or visuals. Then there
is enough flexibility to choose the texts that are the most relevant for the
analysis. Arguing that the EU’s approach towards Al is articulated through the
emerging EU Al policy, I focus on written texts, various documents
introduced and released by different EU institutions on the subject of Al and
generalized as the EU’s Al strategic discourse. The full list of selected
documents is presented in Annex 1.

The overall dataset of selected documents corresponds to Foucauldian
discursive formations (Foucault 2013), from procedural ways in issuing
documents to overlapping vocabulary and references, the terms and timeframe
of their release, and the decision-making process. On top of the written
documents, spoken texts, semi-structured expert interviews, are also included.
They represent those closely involved in shaping the emerging Al policy
through affiliations with an actual institution or contributions to forming the
policy (for example, external expertise). The list of interviews and
interviewees is provided in Annex 3.

Both processes, the selection of documents and interviewing, require more
details explaining the process and the decisions made. In terms of selecting
texts, Lene Hansen (2005) suggests three criteria: they are characterized by
the clear articulation of identities and policies; they are widely read and
attended to; and they have the formal authority to define a political position.
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She also stresses that it is impossible to define a number of texts as a general
standard, leaving it to an individual analysis.

In response, firstly, the analysis focuses on the EU and its emerging Al
policy, directly referring to an actor’s position, established vocabularies and
the development of a particular policy. Secondly, the selected documents
represent different EU institutions and their official positions, they are
accessible to the public, and have already been debated throughout the defined
period. Thirdly, these documents are primary sources released by the EU
authorities, which not only define directions taken but also reveal the EU’s
priorities and self-positioning through the main characteristics of the emerging
EU Al policy.

The proposed criteria were tailored to the thesis and further elaborated:

1) the document is directly related to Al and is released by an EU
institution. It immediately requires decisions in defining the scope as Al
appears in different fields and related documents (for example, the
Communication Launching the European Defence Fund), as well as the
crossover with other documents and policies under the umbrella of the digital
agenda (the Communication A European Strategy for Data or the
Communication 4 Chips Act for Europe). Therefore, I prefer documents that
place Al as a central issue, but not as a tool for other policies and their goals.
Broad inclusion throughout the various policy fields, such as ethical
guidelines for using Al in teaching and learning for teachers, does not seem to
bring an added value to answer the specific questions on Al-related security
and its perception.

2) There is a clear affiliation with EU institutions, including agencies and
ad hoc formats such as the HLEG established by the EC, which have also
released documents on Al in their name. It is important to stress that specific
characteristics of format, type, scope and the comprehensiveness of the
documents are not distinguished, leaving the flexibility depending on
institutions and their ways of discourse construction. The national Al
strategies released by Member States are not included, avoiding a potential
need for evaluating domestic politics or risking moving to the division of EU
institutions versus Member States, which again remains outside the scope of
this thesis.

3) A principle of intertextuality is followed, by demonstrating
interconnectedness and the reproduction of discursive practices via repeating
or overlapping vocabulary, despite the different authorship or format of the
documents. This enables us to claim the EU Al strategic discourse and the
emerging EU Al policy, because interconnected and noticeable overlaps
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demonstrate that, despite the sometimes different institutional positions, the
key notions, principles and their presentation are shared across the board.

Overall, the dataset of the strategic documents reveals that 75 documents
in total were selected. To address the risk of possible overlook, a careful
search through the databases of institutions was done fulfilling the overall
collection. It is important to stress that the scope did not involve various
reports related to Al which were requested by different committees of the EP.
While they publicized on behalf of the EP, in most cases they were authored
by external experts in the field. The decision not to include them relies mainly
on the growing conversation of knowledge generation and positions of
expertise, ethics or scientific bodies, which require another analysis on their
role in creating novel synergies, relations, power structures, policies and
regulations (Rychnovska 2020).

In terms of interviews, they are both relevant primary data for
interpretative research and also an additional understanding of meaning-
making, in which people experience and make sense of certain phenomena.
The interviews also become a contextualizing part which provides additional
explanatory knowledge about the subject and the policy-making process. By
“explanatory knowledge”, I follow the proposed definition of knowledge
based on subjective relevance, points of view, interpretations, normative
positions, beliefs and opinions about policy solutions (Van Audenhove and
Donders 2019, 185). As was mentioned before, the aim of discourse analysis
is not directed towards finding out motivations or real/ reasons behind the
discourse; the same logic applies to the interviews. Interviewees are not
expected to provide facts, hidden intentions or secret plans. The interviews are
about insights into knowledge production, differing views, chosen directions
and policy-making.

The choice of semi-structured expert interviews requires a few comments.
Firstly, I chose this category as the semi-structured form provides some
flexibility to approach different interviewees in various ways, while covering
the same questions focusing on sow (Azungah 2018). This strategy (see the
initial questionnaire Annex 4) enabled me to start with the main questions
based on a topic, and then to use some probing questions depending on the
completeness and value of the answers. This gave me enough room to reorder
questions or add additional ones, depending on the answers provided (Van
Audenhove and Donders 2019).

In addition, the expert direction targets a specific group due to the focus
on knowledge production within EU institutions. Leo Van Audenhove and
Karen Donders (2019, 194) argue that for expert interviews, knowledge and

59



occupied position are central, because of their involvement in institutional
processes and decision making. It is important to stress that all the
interviewees were in senior and middle-management positions, involved
either directly in formulating the emerging EU Al policy, or working on Al-
related matters in a broader sense. Thus, it is a relatively top-heavy group, who
have required a good understanding of the topic and the EU decision-making
process, qualified enough to navigate so-called “eurospeak” (Kuus 2014).
Therefore, I conducted these interviews during the second phase of my
studies, to ensure I had a deeper understanding of the ongoing process.

At the same time, the choice of expert could be discussed for excluding
politicians, such as members of the EP involved in policy-making and the
formulation of institutional positions. The focus on expert-level interviewees
presumes that they are more directly and consistently involved in the daily
policy-making process, often possessing detailed institutional knowledge that
politicians rely on. This strategy also creates a more equal distribution
between institutions, as not all (for example, agencies) have a political level.
While not interviewing political appointees may be seen as a limitation, this
was partly offset by using public statements from rapporteurs and
commissioners to capture the political dimension.

The primary selection criterion for interviewees was their involvement in
the policymaking process, either through formal institutional roles or
participation in formats such as the HLEG. To find relevant interviewees, |
applied two strategies. First, I searched for people involved in the emerging
EU Al policy through the websites of EU institutions. Unfortunately, in many
cases this information was not accessible; therefore, I continued my search
through events, media comments and public presentations. Second, the
snowball strategy was also helpful, because some of the interviewees, or those
who refused to speak, directed me to officials involved or gave other
potentially relevant contacts. As a result, 11 interviews were conducted in the
period from May 2023 to February 2024. They represent approximately 20%
of the acceptance of all requests sent, six EU institutions, and independent
experts involved in policy-making. Three interviews were conducted in
person, the rest via MS Teams, due to the expressed preferences by
interviewees. All the interviews were recorded and transcribed to be precise
in the language that was used to describe views and positions. Those in
institutions specified that they spoke in a personal capacity, and did not
represent the official position.

All the interviewees agreed to be introduced as representatives of an
institution. The use of the term representative here refers primarily to the
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interviewees’ affiliation with a particular institution or policy format, rather
than implying that they speak on behalf of the institution as a whole or express
an official institutional position. Recognizing this distinction is essential, as it
underscores the diversity of voices and perspectives within the EU. For
example, given the complexity of bodies such as the HLEG, which included
participants from business, academia, law, and civil society, it would be both
analytically inappropriate and empirically inaccurate to treat the group as a
homogeneous entity. This diversity was also reflected in the selection of
interviewees. For instance, the two interviewees affiliated with the HLEG
come from different fields (one from the tech industry and one from
academia). Similarly, interviewees identified as Member State representatives
were drawn from countries with differing regional and economic contexts.
Such logic, again, was aimed at capturing diverse perspectives, rather than
generalizing a unified institutional viewpoint.

To highlight the similarities and differences among interviewees, the
empirical analysis presents original and detailed quotes without paraphrasing
their main ideas. When citing interviewees from the same institution, they are
numbered for clarity (for example, Representative I from the HLEG). If only
one interviewee from an institution is cited, they are referred to as a
representative from [institution]. 1 use all the material in a manner that
preserves participants’ anonymity, in accordance with the signed consent
forms and prior agreements. The overall process of conducting and processing
interviews remains the central methodological and ethical consideration
guiding this research®.

On a reflexive note, the overall dataset, consisting of selected documents
and conducted interviews, could be discussed in terms of the sufficient scope
and related potential limitations, especially related to the overlooking of
alternative discourses or a chosen time snapshot. For example, relying on a
single interviewee per institution in some cases may limit the ability to capture
internal diversity or differing perspectives within those organizations.
However, the application of discourse analysis does not pre-set a required
number of texts for the validity or replicability of the analysis.

Examples of using discourse analysis suggest varying strategies and
datasets, mainly depending on the case and the research question. For instance,
the study on radicalization in Denmark was based on one document called “A

6 At the time of the research, the institution had no formal ethics committee in place;
however, all the interviewees were fully informed about the study, and their
participation was based on written consent, following standard ethical procedures
regarding voluntary involvement, anonymity, and the right to withdraw.
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Common and Safe Future”, considered as the Danish government’s action
plan and “a programmatic statement of the radicalization discourse in
Denmark” (Lindekilde 2014, 2016). In another case, the discourse analysis on
the EU’s counter-terrorism policy included 50 European Council documents,
which, according to the author, signify “the large sample of texts” illustrating
the main themes central to constituting the terrorist “other” (Baker-Beall 2014,
6). In terms of interviews, an optimal number similarly remains a matter for
discussion among interpretative researchers (Magnusson and Marecek 2015).
For example, it is considered that to “achieve depth rather than breadth”, six
to nine interviews are “perhaps enough” (X. Liu 2018, 3).

Taking these examples into account, and recognizing the limitations and
variations in developing the research strategy, the established dataset of 75
documents and 11 interviews for this analysis gives enough confidence that a
plurality of perspectives and the involvement of various institutions, positions
and individual perspectives have been achieved. Compared to a focus on a
particular institution or a single strategy, this scope does not focus, for
example, only on the contribution of the EC, as the main policy initiator, but
involves diverse institutional perspectives through different texts. Rather, this
dataset reflects the involvement of various institutions, roles, and individual
viewpoints within the EU’s Al strategic discourse, and enables us to
comprehensively understand how particular meanings of Al and Al-related
security are constituted.

This analysis does not aim to provide a detailed assessment of each
institution or a direct comparison between them. Instead, it situates these
positions and perspectives within the context of the EU as such. At the same
time, the focus remains on the emerging Al policy without claiming that the
findings are universally applicable to other cases. By considering specific
texts, contexts, and timeframes, the thesis is reflective of a limitation inherent
in discourse analysis and does not attempt to generalize beyond the selected
case.

3.3. Reading and coding process

To analyse texts, Lasse Lindekilde (2014, 2013) suggests that there are two
possible ways: either an already-established coding scheme and then
deductive coding, or a more inductive strategy, which is not necessarily about
predefined categories but “what the data tells us on its own”. Linda Ruppert
(2024) argues that the coding process mainly searches for interconnections
between elements that place them in relations of equivalence, opposition,
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causality or temporality. Although these broad guidelines offer flexibility, it
ultimately falls on the researcher to develop an appropriate coding logic that
fits the research design and selected data. The process is even described as
“researcher-centric concepts, themes and dimensions” (Azungah 2018, 394),
as influenced by positionality, chosen theoretical lens and contextual
knowledge.

In the thesis, I apply the deductive/inductive hybrid strategy, suggesting
that pure deductive and inductive strategies are not feasible, and the hybrid
approach harnesses advantages of both. Deduction entails a pre-determined
theoretical pattern, which leads to establishing major codes. Inductive analysis
then entails a generation of codes from the data itself (Proudfoot 2023). In line
with the deductive/inductive hybrid strategy, the coding process was
implemented by following these phases (inspired by Nowell et al. 2017): 1)
familiarization with the data by reading selected texts and extracting text
segments; 2) the generation of major codes following the conceptual
framework of riskification; 3) a search for overlapping themes within text
segments and categorising initial ideas; 4) after another review of text
segments, identified themes are transformed into sub-codes. These sub-codes
are distributed in line with major codes and the conceptual framework. Lastly,
the analysis and interpretations are introduced.

To be more specific, the conceptual framework and the focus on
technology, security and risk has led to a search for text segments which
interconnect or refer directly to Al-related risks within the text. This strategy
was supported not only by the application of riskification and analytical
elements, but also the noticeable structuring of the emerging EU Al policy
based on a risk-based approach. Therefore, following the deductive/inductive
hybrid strategy, 1 extracted text segments (a sentence at minimum and a
paragraph at maximum) directly referring to risk during the first reading of the
documents and interview transcripts. A total of 658 text segments were
extracted and coded by using the MAXQDA software (2024 version).

In terms of the code scheme, the second reading of extracted text segments
led to four major codes following the conceptual framework of riskification:
a referent object, conditions of possibility for harm, a governance programme,
and international engagement. It is important to note that a single segment
may encompass multiple overlapping codes, and, as a result, may also include
several sub-issue areas (Flonk, Jachtenfuchs and Obendiek 2024). For
example, those which refer directly to different risks and their definitions were
coded as a referent object, because of naming what is considered as being at
risk (for example, fundamental rights, democracy and the rule of law). When
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it comes to conditions of possibility for harm, various text segments which
directly employ a vocabulary of harm, misuses (such as intrusive surveillance
technologies or biometric identification), and negative outcomes were coded
here. In short, this process involved organizing the text segments by aiming to
highlight connections and key issues within the logic of the conceptual
framework.

Moving to the more inductive part of coding, sub-codes were developed
by grouping different text segments that convey similar themes, references, or
even words to depict leading tendencies and overlaps. At the same time, the
reading of text segments does not take place in a vacuum. Different literatures
and analyses also frame the understanding of ongoing debates related to Al
and suggest the main priorities and dominant vocabularies. For example,
analyses of the emerging EU AI policy, although coming more from
regulatory and public policy approaches, already focused on overlapping
concepts such as “human-centred AI” (Carmel and Paul 2022), a risk-based
approach and its relevance to specifying fundamental rights, harms and self-
identification in emerging EU Al policy (Niklas and Dencik 2024). Then
noticing and recognising these concepts in the extracted text segments indicate
their importance to the EU’s approach towards Al, and raise further questions
of their role in constructing Al-related security.

As a result, the code of a referent object was sub-coded into three sub-
codes: arisk-based approach (what and in which context it is introduced), high
risk (how it is defined, and to which matters attached), fundamental rights (a
repeating element to define a level of risk), and safety (closely attached to
fundamental rights). The code of conditions of possibility for harm was sub-
coded into two sub-codes: forms of harm (what is discussed as concerning or
directly named as harm), and military concerns (how the military domain
signifies potential harm). The code of governance programme was sub-coded
into three sub-codes: measures of governance (what new measures are
proposed to be established); human-centric Al (what different notions and
principles are proposed to address the expectations of human centrism), and
the notion of the human in the loop (in what ways this is defined and put into
the policy framework). Lastly, a separate code of international engagement
was split into sub-codes, based on dominant repetitions: international
engagement (how the EU wants to participate in that dynamic), and
competition (references to the international dynamics related to Al).

After coding, the analysis moved to the interpretation to understand how
Al-related security knowledge is constructed within the EU’s Al strategic
discourse, what interlinked articulations and notions dominate. Following the
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conceptual framework, the systemic examining was focused on overlapping
wording, verbs, noun articles, argument style, and their repetition, suggesting
meaning making and patterns within the codes and sub-codes. For example,
the phrases “Al misuse may also entail risks to fundamental rights” and “to
strengthen the protection of fundamental rights” within the code of a referent
object indicated that the noun of fundamental rights was central to articulating
concerns and establishing a contrast between Al misuse and the need to protect
rights from it. This led to the identification of fundamental rights as one of the
referent objects. Table 3 provides an example of how the coding process was

conducted and how initial interpretive notes were created.

Table 3. Example of the coding process

Text segment

Code and sub-code

Interpretive note

“The development of bias in
algorithms over time through
such feedback loops risks
reinforcing or creating
discriminatory practices that
affect groups with protected
characteristics (such as ethnic
origin) disproportionately”
(Fra.europa.eu 2022).

Conditions of
possibility for harm
— forms of harm

The text segment
highlights how
algorithm-driven bias
and discrimination
increase the
vulnerability of certain
social groups.

“Any policy decision [...]
should be taken with due
consultation of a European-

Governance
programme —
measures of

The text segment
stresses the need to rely
on external expertise

European values being globally
replaced, our companies
becoming marginalised and our
living standards being
drastically reduced”
(Europarl.europa.eu 2022a).

engagement —
competition

wide research and development | governance and scientific
project dedicated to robotics knowledge for risk
and neuroscience, with assessment and policy
scientists and experts able to implementation.
assess all related risks and

consequences”’

(Europarl.europa.cu 2017).

“Underlines the risk of International The text segment

expresses concern about
the EU’s diminishing
role as a global agenda
and standard setter,
highlighting the
potential negative
consequences.

Source: the author
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Interpretation was also conducted to search for “organizing metaphors’
which stitch a discursive formation together, and “points for legitimation”,
demonstrating what claims are used and presented as self-evident, natural and
indisputable (Rogers 2009, 838). Examples of such metaphors could be
human-centric Al, shared across texts and become pillars around which other
discursive expressions and policy elements are organized. Following the
conceptual framework, the identified organising metaphors and other
dominant patterns were synthesized to develop interpretations in response to
questions such as: how do the EU’s aspirations to influence global Al rules
define the Self? Or how are references to authoritarian regimes used to
articulate concerns and conditions of possibility for harm? This interpretative
approach reinforces the deductive/inductive hybrid strategy, suggesting that
the process, combined with the conceptual framework, engagement with the
data, and the overall logic of this thesis, results in iterative moving back and
forth between the major codes and the identification of evolving patterns in
the data.

All in all, the provided interpretations do not seek to present a single truth,
but instead allow the discourse to speak for itself, acknowledging its contested
notions (Baker-Beall and Mott 2022). They are intertextual, and, despite
diverse contributions from EU institutions and their representatives,
demonstrate the dominant meanings of the EU’s Al strategic discourse. At the
same time, interpretations do not make a distinction between discourse, action
and materialities, but consider them as intertwined.

Conclusion

This chapter has outlined the key components of the research strategy and the
steps taken to implement it. The analysis targets the EU’s Al strategic
discourse, and, from an interpretivist perspective, focuses on meanings and
their articulations outlining Al-related security in the emerging EU Al policy.
It is crucial to recognize that the EU’s Al strategic discourse has been dynamic
and evolving, due to the ongoing negotiations directly related to the Al Act.
Consequently, adapting the research and continuously checking with both the
literature and the evolving political landscape of the EU have been integral to
the methodological adaptation. The analysis adopts a Foucauldian
perspective, focusing on how meaning and risk are constructed through
language and institutional practice.

The data selection, including various documents and interviews, has
necessitated constant reflexivity regarding the process, and engagement with
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existing debates on the topic. Nevertheless, the overall research strategy is
tailor-made, and corresponds to major expectations of the interpretative
analysis, and extends its application to further analyses focusing on Al-related
vocabulary and discursive practices. On top of this, interviews, from
approaching potential interviewees to analysing conversations, were
conducted in line with major expectations for research ethics and the
protection of participants’ interests. The thesis remains attentive to the internal
differences, tensions, and pluralism within and across EU institutions,
recognizing that the EU is not a monolithic actor but a contested and dynamic
political space.

The deductive/inductive hybrid strategy empowered the phases of
engaging with the data and developing the resulting empirical analysis. The
search for themes, wording, patterns and organising metaphors has been
combined with the conceptual framework, where the notion of risk has been
central in collecting text segments. Therefore, the entire process, from
defining the main points of the research strategy, selecting texts, conducting
interviews and coding text segments, to their interpretation, has been driven
by broad guidelines and examples of how to do discourse analysis and address
its limitations; while adapting it to the thesis and its research question. This
involved interpreting texts not for their hidden intentions, but for how they
discursively construct particular subjects, problems, and institutional logics in
relation to Al

Lastly, interpretations pose a challenge to detail explicitly their
development, as they inevitably reflect the researcher’s way of thinking and
understanding of the discourse and its key elements. As a result, subjective
forms of knowledge embedded in the texts become interrelated with the
researcher’s position in the process of interpretation. However, rather than
being a limitation, these conditions are integral to the analytical process,
structured and refined through the lens of existing literature and
methodological choices. In this way, the analysis embraces its interpretive
nature without a pretence to achieve generalising or universal claims beyond
Al-related security in the emerging EU Al policy.
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II. EMPIRICAL ANALYSIS

4. THE EMERGING EU AI POLICY AND INTERNATIONAL Al
LANDSCAPE

This chapter is devoted to contextualising the emerging EU Al policy and the
international landscape, which demonstrates evolving trends related to
approaching and framing Al. Margrethe Vestager, the then Executive Vice-
President for a Europe Fit for the Digital Age, highlighted the importance of
ensuring that “Al technology uptake respects EU rules in Europe”
(Ec.europa.eu 2024b). This represents the EU’s broader digital strategy to
regulate the development and use of emerging technologies, and to influence
international Al standards, by reinforcing itself as a regulatory power, shaping
rules and norms governing policy. However, the EU’s ambitions also face
other initiatives to govern and regulate Al. This dynamic is even described as
the “increasingly crowded Al governance landscape” (Csernatoni 2024b, 15),
suggesting that the EU’s self-introduction as the first to regulate Al evolves
between other initiatives.

Section 4.1. suggests that the emerging EU Al policy comes as a part of
the EU’s broader digital agenda, where topics range from building
infrastructure to fighting against hate speech on social media. It also indicates
the shift that the EU has been embracing by developing its digital agenda,
towards more strategic and assertive policy goals which are not limited to the
single market but cross overs, and includes security-related domains and
expectations of international influence. In this way, the EU could be seen as
gradually building its profile in the digital domain.

Then Section 4.2. introduces the main stages in developing the emerging
EU AI policy. It shows that the process has not been linear, but received
diverse contributions, such as guidelines, documents and institutional set-ups.
It also involves the question of who is shaping and framing the emerging EU
Al policy, relying mainly on EU institutions and their production of the
discourse. This section argues that the emerging EU Al policy, introduced as
a part of the digital agenda, has also been presented as a flagship initiative,
inheriting the influence of the General Data Protection Regulation (GDPR).

The chapter moves on to an overview of other actors developing their
emerging Al policies. This brief analysis situates the EU and the emerging EU
Al policy in the international landscape, suggesting that the chosen rhetoric of
the EU’s exclusivity turns out to meet others claiming similar ambitions.
Section 4.3. introduces several examples of state actors and organizations
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which illustrate that they similarly develop their emerging Al policies and
expectations to lead the conversation on Al. Even though the overview
demonstrates important overlaps in discussing risks, suggesting principles for
Al governance and claiming leadership, they appear to be embedded in the
actors’ preferred political and ideological perspectives, further reiterating the
point that Al emerges not as a technical but a socio-political phenomenon.

4.1. The EU’s evolving digital ambitions

The section briefly introduces several milestones which demonstrate ongoing

debates, initiatives, and the search for their alignment with the EU’s

aspirations for digital leadership. This context underscores the relevance of
the emerging EU Al policy as both a product and the driving force of the EU’s
wider digital agenda. The milestones are detailed as follows:

1) The launch of the Digital Single Market in 2015 signified a clear strategic
commitment by the EU to prioritize and advance its interests in the field
of digitalization;

2) Adopted in 2016, the GDPR stands as a landmark in digital regulation,
solidifying the EU’s reputation as a citizen rights-oriented policy-maker,
and exemplifying the “Brussels effect” through its global influence;

3) Adopted in 20202021, the strategies A Europe Fit for the Digital Age
and 2030 Digital Compass: The European Way for the Digital Decade
positioned digitalization as a central priority of the first von der Leyen
Commission;

4) The adoption of the Digital Services Act (DSA) and the Digital Markets
Act (DMA) in 2022 signals the EU’s growing assertiveness in establishing
rules and requirements for digital platforms, aimed at protecting
fundamental rights and shaping global standards for online safety.
Despite the variety of initiatives related to the digital agenda, these events

are presented as major developments, because they set the EU’s tone and

ambition, reflecting the recognition of technology and overall digitalization as

top priorities (Martins and Mawdsley 2021; Bellanova and Glouftsios 2022).

They also articulate the overarching principles guiding the EU’s multilayered

digital approach: an emphasis on rights, safety and democratic values, coupled

with the regulatory oversight of technological developments and uses, while
aiming to demonstrate a pro-innovation stance and international relevance.
The story starts with the Digital Single Market Strategy proposed by

Juncker’s EC in 2015 to remove “key differences between online and offline

worlds, breaking down the barriers to cross-border activity” (Ec.europa.eu,
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n.d.-b). The dedicated EC Communication reproduces the same elements of
the Single Market (the free movement of goods, persons, services and capital)
and formulates the ambition to “ensure that Europe maintains its position as a
world leader in the digital economy” (Eur-lex.europa.eu 2015). In other
words, the initial idea of the Digital Single Market was to replicate creation of
the single market and aim for a level playing field for online businesses,
consumers and investment in ICT infrastructures across the EU.

One of the most recognized outcomes from this early stage is the GDPR.
It seeks to unify how others abide by a set of data management rules if it wants
to trade with the EU. This is even entitled “the world’s toughest data privacy
law” (Daly 2025). Any corporation anywhere, if they collect data on EU
citizens, can see massive penalties. Adopted in 2016, this regulation has
become an international reference for digital governance worldwide, and is
now agreed as a key example of the success of the EU’s influence in the digital
field internationally (for example, Granados Hernandez 2022; J. R.
Torreblanca José Ignacio 2022; U. F. Torreblanca Carla Hobbs, Janka Oertel,
Jeremy Shapiro and José Ignacio 2020). Different experts refer to this
regulation as the reason for the EU becoming “a standard-setter in the field
which triggered a global debate about privacy as a digital human right”
(Dekker and Okano-Heijmans 2020, 9), and proving that “the EU is capable
of setting rules impacting the digital economy globally” (Cervi 2022, 18).

Such influence has even received the title of the “Brussels effect”,
marking the EU’s ability to export its rules and regulate the global market
without coercion, positioning itself as “the most powerful regulator of the
digital economy” (Bradford 2023; 2020). Anu Bradford (2020) has claimed
that the “Brussels effect” is about peaceful and quiet power, which is norm-
setting internationally and embraces the EU’s role of a regulatory hegemon.
For example, the Commission President Ursula von der Leyen stated that
“with the General Data Protection Regulation we set the pattern for the world.
We have to do the same with artificial intelligence” (Ec.europa.eu 2019). Even
though it was criticized for creating tensions between competitiveness and
imposed control on the availability of large data sets (Dekker and Okano-
Heijmans 2020), Representative 2 from the HLEG suggested that

“the experiences with data privacy regulation supported this notion that being
a front runner in certain aspects could even give a competitive advantage.
They make Europe strong, give Europe a strong competitive position by
ensuring legislation that allows or guarantees competition for better products.”
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Thus, the case of the GDPR has emerged as a pathway and a playbook for the
EU in terms of shaping its digital policies and international reputation, which
apparently remains the dominant logic and expectation to receive the same
external recognition through other digital policies as well.

The next chapter in developing the digital agenda could be described as
much more strategic, and considers digitalization as a geopolitical matter
rather than merely market integration. The first strategy adopted by von der
Leyen’s EC in 2020 is entitled “A Europe Fit for the Digital Age”, which
outlines ten distinct policy directions’” and aims to “strengthen its digital
sovereignty and set standards, rather than following those of others — with a
clear focus on data, technology, and infrastructure” (Commission.europa.eu
2020). In 2021, the EC also released the Communication 2030 Digital
Compass: The European way for the Digital Decade, which reiterates similar
ambitions: “to pursue digital policies”, to be “an assertive player”, to “assess
and address any strategic weaknesses”, and “to be digitally sovereign” (Eur-
lex.europa.eu 2021a). Both documents highlight the tendency of the EU for
considering technologies and the overall process of digitalization as a matter
which includes not only regulation but also infrastructures, the control of value
chains, and standardization in relation to other actors.

On top of this, strategic documents on digitalization and technologies have
extended beyond the mentioned strategies, permeating various security-
related topics as well. For example, the Strategic Compass, the Cybersecurity
Strategy, the Standardization Strategy, the European Drone Strategy 2.0 2022,
the European Union Space Strategy for Security and Defence 2023, the
European Economic Security Strategy 2023, and the European Defence
Industrial Strategy 2024, all include and instrumentalize technologies as part
of the policy implementation enabling the EU to achieve security-related
objectives. The focus on different security matters (cyberspace, the economy
or the defence industry) also signals a constantly noticeable combination of
both internal and external dimensions of the EU, where strategic goals involve
the EU’s relations with those outside the EU.

Compared to the early stages of the Digital Single Market, the active
proliferation of strategies across policies suggests that digital has evolved
from the Single Market to different agendas, making technologies and
digitalization a cross-overing priority. For example, the EP described these

7 The list includes the Digital Services Act, the Digital Markets Act, the European
Chips Act, the European Digital Identity, Artificial Intelligence, the European data
strategy, the European industrial strategy, Contributing to European Defence,
Space, and the EU-US Trade and Technology Council.
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priorities as competitiveness and a functioning digital market, the protection
of citizens through a safer online environment, data and algorithmic
transparency, keeping pace with technological developments, and
international engagement in developing governance frameworks
(Europarl.europa.eu 2024c).

In this light, the DSA and the DMA could be considered as important
illustrations of the EU’s endeavours to use its regulatory power “to create a
safe space where the fundamental rights of users are protected” (Digital-
strategy.ec.europa.eu, n.d.-g), and oblige social media platforms,
predominantly outside the EU, to follow established rules. The DSA, which
has even been entitled “the constitution for the Internet” (Edri.org 2023),
obliges online platforms and online search engines to combat harmful and
illegal content, as well as the sale of illegal goods and services
(Europarl.europa.eu 2024c). The DMA is described and directed to ensure
contestable and fair markets when digital platforms that act as “gatekeepers”
are present, and attempts to rein in digital market abuses (Edri.org 2023). A
representative from the EC reiterated this point by claiming that “Digital
Services and Digital Markets Act, this is something we have done first of its
kind worldwide. And everybody is looking at that with great interest.” The
competition cases the EC initiated on the basis of the DMA with Apple, Meta,
Microsoft and other platforms (Competition-cases.ec.europa.eu, n.d.)
demonstrate that the EU’s evolving digital initiatives transcend the market
logic and the reduction of barriers as described in 2015.

The EU proactively shapes the (future) relationship to various actors
involved in digitalization, and eliminates boundaries between private and
public to protect the political preferences. By demanding transparency from
social media platforms on how they apply algorithms, moderate content and
process complaints, the EU demonstrates that online is not a private matter,
but a legislative and public policy, and even a security concern (Schlag 2023).
The reappearing reference of being the first also resembles the story of the
GDPR suggesting the EU’s expectations to reproduce the “Brussels effect”
and the position of regulatory powers to perpetuate its expected influence
(Heldt 2022). These digital initiatives are not only about the economy, the
market and rights, but also the EU as such, about tested and patterned ways of
participating and reinstating itself in a changing world.

Thus, through its digital agenda, the EU seeks to address concerns that
challenge its political interpretation of Furopeanness, particularly its
commitment to freedoms and rights. At the same time, it aims to maintain its
image as a regulatory power, one that introduces policy first and sets standards
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both within and beyond its borders. The noticeable shift in rhetoric between
the Commission under Juncker and von der Leyen, from the digital economy
to digital sovereignty, marks a broader strategic turn: digitalization is no
longer simply about a level playing field within the EU, but an increasingly
strategic issue. References to digital sovereignty signal ambitions to develop
technological capacities and define EU-specific rules across a wide range of
policy domains, from platform governance to security. Together, these
tendencies highlight how digitalization is increasingly embedded and
prioritized in the EU’s broader vision for its future.

4.2. The emerging EU Al policy

Following the brief overview of some milestones related to the EU’s digital
agenda, I now take a closer look at the emerging EU AI policy: its
development, key nuances, and the contributors shaping its direction. Even
though this initiative came as part of the broader digital strategy, the emerging
EU Al policy is exclusive in that it is the most directly attached to and builds
on the GDPR as a continuation of the same goals and the “Brussels effect”
now in the domain of Al It similarly refers to regulation across sectors as
“guard rails” of citizens, extra-territoriality, and the influence of other actors
to follow, in von der Leyen’s words, “our own, distinctive approach to AI”
(Ec.europa.cu 2025). Extra-territoriality and compliance with the rules here
mean that the EU’s Al Act will apply to any provider and deployer placing, or
otherwise putting into service, an Al system on the EU market, regardless of
whether the provider is established or located within the EU, in a third country,
or if the output produced by the Al system is intended to be used in the EU
(Whitecase.com 2025).

Sounding technocratic, such complexity demonstrates that the EU’s focus
on Al is not only about rapid technological developments, but simultaneously
becomes a power play: to address state and corporate competition, to shape
global Al standards, and to navigate the diverse governance initiatives of other
actors (Csernatoni 2024b). In short, the emerging EU Al policy reflects a
multifaceted response, encompassing Al developments and uses, fostering
EU-wide digital integration and regulation, and actively participating in the
international Al landscape.

Ronit Justo-Hanani (2022) argues that the emerging EU Al policy has
been constructed in three stages: the brainstorming stage, the agenda-setting
stage, and the decision-making stage, as an incremental process rather than a
radical reform towards Al. While these stages become relevant conceptual
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guidelines to analyse the emerging EU Al policy, I organize this section
focusing on two elements: 1) important events and documents which provide
a chronology, from strategic debates to the adoption of legally binding rules;
and 2) institutional contributions which illustrate the diverse involvement and
establishment of dedicated institutional formats. For a better sense of the
process, Table 4 summarizes the key documents released and events in the
logic of the proposed stages®.

Interest in Al has been evolving for quite some time. For example, the
end-of-term report of the priorities of Juncker’s Commission (2014-2019),
released in 2019, argued that “further initiatives are needed especially in the
areas of artificial intelligence” (Europarl.europa.eu 2019a). Al as a policy area
was also mentioned in documents such as the Communication on the
European Defence Fund or the EP Resolution on Civil Law Rules on Robotics
in 2017. The clear prioritization of Al can be traced back to the beginning of
Ursula von der Leyen’s first Commission, where one of the proposed strategic
goals was to “ensure Al is developed in ways that respect people’s rights and
earn their trust” (Commission.europa.eu, n.d.-c). The President herself
referred to the initiative as “the first of its kind anywhere in the world”
(Weforum.org 2024), once again proving the EU’s repeating obsession of
being the first and replicating the “Brussels effect” in the case of Al

The start of the brainstorming stage is associated with the release of the
EC Communication on Artificial Intelligence for Europe which “shows the
way forward and highlights the need to join forces at a European level, to
ensure that all Europeans are part of the digital transformation” (Eur-
lex.europa.eu 2018). The EC, an official initiator of the emerging EU Al
policy, has provided a lot of material, which includes graphics, timelines,
documents, references to websites, reports and social media channels devoted
to Al since 2018. The EC’s leading role is unsurprising, given that the right of
initiative is embedded in its institutional competences. As the executive
branch of the EU, it has a mandate to propose legislation, implement
decisions, uphold treaties, and manage the day-to-day functioning of the
Union (Commission.europa.ecu, n.d.-b). At the same time, the rise of
technologies and digitalization as prominent policy agendas has introduced
more manoeuvring between institutional competences and responsibilities,

8 Importantly, this overview does not involve processes and documents released in
the Member States and the discussions among them. This decision is grounded on
the research logic to focus on the EU level and institutional contributions in
constructing the emerging EU Al policy.
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suggesting shifting dynamics, despite the initially defined division of roles and
policy domains.

The EC’s efforts in initiating the emerging EU Al policy were put on the
webpage 4 European approach to artificial intelligence and the more general
title of Shaping Europe’s digital future. This webpage creates an impression
of multiple initiatives and channels, as well as crossovers between different
policies, where links, references and visuals are supposed to come together as
the EU approach towards Al. The most impressive, both visual and discursive,
addition is the vertical timeline entitled “important milestones”, which starts
from 2018 to today. It marks every Al-related document and initiative released
by the EC, the HLEG and the European Council, consultations organized, and
community building, such as the launch of the European AI Alliance, an
initiative to establish an open policy dialogue on Al, for which different
stakeholders can sign up (Digital-strategy.ec.europa.eu, n.d.-h). Such a
presentation creates the impression that the construction of the emerging EU
Al policy was a linear, EC-driven and gradual progress, culminating in the
adoption of legally binding rules.

Another important development of the brainstorming stage was the
establishment of the HLEG by the EC in 2019. Representative 1 from the
HLEG described the role of the Group:

“I think the Commission itself realized pretty quickly that in order to do that
[develop Al regulation] they needed to get the first expert opinion on what
these general principles of responsible trustworthy Al should be, so that they
can start building their regulatory framework on top.”

This group consisted of 52 experts from different fields (business,
academia and law), which, in the two years of its mandate, provided the
Ethical Guidelines, the Policy and Investment Recommendations for
Trustworthy Al, the Assessment List for Trustworthy Al, and the Sectoral
Considerations on the Policy and Investment Recommendations (Digital-
strategy.ec.europa.eu, n.d.-f). The documents released by the HLEG can be
considered as cornerstones of the main elements and vocabulary (such as
human centrism, ethics and trustworthy Al), which are reproduced in later
documents on the matter. This format also represents the EC’s decision to rely
on external expertise for building the EU’s approach towards Al as something
more grounded, objective and evidence based.

The brainstorming stage also includes the Coordinate Plan in 2019, which
came as endeavours to avoid national fragmentation of Al strategies and
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regulations on a national level. Member States were invited to “agree on
common indicators to monitor Al uptake and development in the Union and
the success rate of the strategies in place” (Digital-strategy.ec.europa.eu
2018). This stage was concluded by the Communication Building Trust in
Human-Centric Artificial Intelligence in 2019, which outlined the key notions
and principles, such as human-centric Al, trustworthiness, ethics, and overall
ambition of “how economic competitiveness and societal trust must start from
the same fundamental values” (Digital-strategy.ec.europa.eu 2019a). Even
though most of this vocabulary was already proposed by the HLEG in its
contributions, EC communications as strategic documents integrated it as a
core of the emerging EU Al policy. Overall, this brainstorming stage centred
on defining core principles and shaping the legislation’s tone (Justo-Hanani
2022).

Moving further, the agenda-setting stage could be described through two
major points. One is related to the White Paper released in 2020. This
document marked the turn from strategic discussions towards more concrete
directions of future legislation: “the White Paper presents policy options to
enable a trustworthy and secure development of Al in Europe” (Eur-
lex.europa.eu 2020d). The document refers broadly to industry, data,
partnerships with business and public sectors, and concerns related to rights
and freedoms, and suggests initial ideas of Al governance. In short, the White
Paper, based on previously mentioned documents, became the main
framework before the proposed Al Act.

Although the EC appeared to be in the driving seat introducing these Al-
related documents, the EP became increasingly involved as well. A
representative from the EU Institute for Security Studies (EUISS) suggested:
“do not forget that the Parliament is also flexing its kind of normative muscle.
And, you know, members of the European Parliament (MEP) are also trying
to communicate back to their citizens a bit on this issue.” The EP has pushed
for more political debate and the inclusion of diverse perspectives, which often
appear more contested and controversial compared to the EC’s more linear,
expert-driven approach to policy-making. Such tendencies also reflect the
matter of competences between institutions where the EP comes as a directly
elected body, a co-legislator in the decision-making process and a supervisor
of the EC (Europarl.europa.eu, n.d.). Such a range of powers enables the EP
to push for a more contested conversation and open arguments with the initial
proposal introduced by the EC.

In the case of Al the EP’s role and interest were manifested in releasing
different reports, resolutions, events organized, and reactions to the EC’s
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documents. For example, the EP brought different topics through reports: on
civil liability regime for artificial intelligence (2020), on intellectual property
rights for the development of artificial intelligence technologies (2020), on a
framework of ethical aspects of artificial intelligence (2020), and on the
interpretation and application of international law related to civil and military
uses (2021). These contributions did not necessarily emerge in line with the
EC, and suggested critical points to proposed directions. The most noticeable
case is the EP’s non-agreement to exclude the military from the scope of the
policy. In different documents, the EP called and even urged to involve the
military, and advocated for a more strategic EU presence in the Al-related
international dynamic: “to take [...] an active role in promoting this global
framework governing the use of Al for military and other purposes”
(Europarl.europa.eu 2021b). Such a discussion shows that the process was not
linear, as proposed by the EC, but involved polyphonic positions and
diverging priorities in framing the emerging EU Al policy.

On an institutional level, the EP established the special committee
Artificial Intelligence in a Digital Age (AIDA) “with the goal of setting out a
long-term EU roadmap on AI” (Europarl.europa.eu 2020d). It organized
hearings on different policy fields and the role of Al and workshops,
requested studies on Al, and released an overall report of the committee’s
position, stating that “the EU has fallen behind in the global race for tech
leadership” (Europarl.europa.eu 2022a). Again, this demonstrates continuous
endeavours by the EP to frame Al as a geopolitical matter and see the EU as
a participant in that struggle. On top of this, other EP committees (such as
those on the Internal Market and Consumer Protection, and Civil Liberties,
Justice and Home Affairs) were also actively involved, revealing the
institutional tension within the EP over which bodies are responsible for
leading the Al-related agenda.

This highlights a relevant tendency: different committees commissioned
expert reports focusing on various aspects of Al, contributing to the EP’s
evolving understanding on the matter (for example, “Should we fear artificial
intelligence?”, “Artificial intelligence: how does it work, why does it matter,
and what can we do about it?”, and “Artificial intelligence diplomacy.
Artificial intelligence governance as a new European Union external policy
tool”). This reliance on specialized knowledge production not only reflects a
desire to base political rhetoric on ostensibly impartial, scientific and objective
insights, but also underscores endeavours to integrate that into the policy
framework. Both the EC and the EP relied on external independent expertise
(either through the HLEG or commissioned reports) as providing legitimacy
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for political decision-making. However, the emphasis on expertise may also
mask underlying political struggles between institutions and even committees,
reflecting competing priorities and interpretations.

The agenda-setting stage could be summarized as marking a pathway
from strategic thinking towards defining more concrete guidelines for future
regulation. Also, it is about the institutional dynamics, where the role of the
EP shows that the initial dominance of the EC in the brainstorming stage
received a more political response and a call for further discussion on the EU’s
priorities and ambitions in the field.

The decision-making stage can be mainly associated with the EC’s the
EC’s proposal for the Al Act and its entry into force in 2024. It marks the
completion of the legislative process “to improve the functioning of the
internal market by laying down a uniform legal framework” (Eur-
lex.europa.cu 2024). Even though it puts the EC under the spotlight again, the
period 2021 to 2024 could be considered as the most intense debates between
institutions and the increasing interest in Al as such (for example, the
introduction of ChatGPT by OpenAl at the end of 2022). In its Resolution “On
Artificial Intelligence in a Digital Age” in 2022, the EP claimed that the EU
“is still far from fulfilling its aspiration to become competitive in Al on a
global scale”. Representative 1 from the EU Council also stressed the
difference between institutions: “the EP is speaking a very political stance. It
is human rights, values, and so on, and so on. It is nothing about technology,
it is nothing about competitiveness. It is nothing about the integration of data
and so on.” Even with a tangible legislative task, these debates and political
struggles demonstrate that the emerging EU Al policy is not deterministic or
linear, but comes as a contested compromise referring to the EU’s complexity
in policy-making.

This complexity is not limited to leading EU institutions, but also those in
charge of executing Al policies. For example, the European Defence Agency
(EDA) has episodically reflected various elements of Al in its magazine
European Defence Matters and reports stating Al is “a strategically important
topic” (Eda.europa.ecu 2021). The European Space Agency defines Al as “one
important part of the full solution, enabling scalable exploration of big data
and bringing new insight and predictive capabilities” (Philab.esa.int 2018).
Even though agencies are tasked to provide technical and sectorial know-how
to the EC (Trondal and Jeppesen 2008), their contribution via strategies or
analyses specify the set priorities and define them in more concrete policy
practices. For example, the EU Agency for Fundamental Rights (FRA) claims
in its paper that assessments of Al-related systems should involve an
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evaluation of data quality because it may increase discriminatory situations
(Fra.europa.cu 2019). Then such competence-specific contributions diversify
the conversation of the EC and the EP, and once again prove the pluralism of
the policy-making process in the EU.

Overall, the emerging EU Al policy reflects the EU’s increasingly
assertive ambitions in approaching technologies and shaping its profile in
digitalization. The regulation, applied not only within the EU but also extra-
territorially, along with the continued focus on the “Brussels effect”, suggests
a pathway that the EU takes and reproduces through different digital
initiatives. At the same time, the emerging Al policy is driven not only by
institutional debates and aspirations for influence, but also by international
pressures stemming from technological developments and concerns, reiterated
by the EP, about falling behind global powers. That is why this policy differs
from more internal initiatives, as it asserts itself on multiple fronts, including
widespread global attention and high expectations surrounding Al-related
technologies, competing political visions, and strategic positioning.

Table 4. Summary of the stages of the emerging EU Al policy

Stages in formulating the Key documents and events
emerging EU Al policy

The brainstorming stage | The EC releases the first Communication on
(2018-2019) Artificial Intelligence for Europe (2018)

The EC establishes the HLEG (2018)

The EC releases the Coordinate Plan to agree the

terms with Member States (2018)

The European Al Alliance, a platform for around

6,000 stakeholders, is launched (2018)

The HLEG releases policy and investment

recommendations for trustworthy Al (2019)

The EC releases the Communication Building Trust

in Human-Centric Artificial Intelligence (2019)

The first European Al Alliance assembly takes place

(2019)
The HLEG releases the Ethics Guidelines for
Trustworthy Al (2019)
The agenda-setting stage | The HLEG releases the Assessment List for
(2020-2021) Trustworthy Al (2020)

The EC releases the White Paper on Al (2020)
The Second European Al Alliance Assembly takes
place (2020)
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Stages in formulating the
emerging EU Al policy

Key documents and events

The EP establishes the Special Committee on
Artificial Intelligence in a Digital Age (AIDA)
(2020)

The EP adopts the Report on Al in a Digital Age
(2020)

The EC releases the Communication on Fostering a
European approach to AI (2021)

The EP releases resolutions focused on different
elements, including calls to involve the military
(2020-2021)

The decision-making stage
(2021-2024)

The EC releases the Proposal for a Regulation on Al
(2021)

The EP releases the Resolution on Artificial
Intelligence in a Digital Age (2022)

The Council of the European Union adopts its
general approach on the Proposal for a Regulation
on Al (2022)

The EP adopts its negotiating position on the
Proposal for a Regulation on AI (2023)

The EC, the EP and the Council reach a political
agreement on the Proposal for a Regulation on Al
(2023)

The Al Act is adopted and enters into force (2024)

Source: the author, based on the analysis

4.3. Actors shape and frame their emerging Al policies

As previous sections have demonstrated, the EU presents itself as the first to

regulate Al where “to be a global power means to be a leader in AI”

(Europarl.europa.eu 2022b). However, such self-positioning is not in a
vacuum, but part of complex regulatory initiatives. In this context, the so-
called geopolitics of Al are often reduced to the USA, China and the EU
proposing different approaches towards Al based on their preferences: more
corporate freedom, state control or focus on protecting rights (Jakniiinaité and

Lingevic¢ius 2021). However, the international landscape appears to be much
more diverse, as “political leaders have understood Al’s disruptive potential
and are rushing to secure a competitive advantage in this crucial emerging

domain” (Renda 2019).
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Various actors, both states and organizations, have also developed their
own emerging Al policies, based on issuing numerous strategic documents
and aiming for legally binding rules in the same period of 2018— 2024°.
Following the presentation of the EU’s ambitions and steps taken, this section
provides an international context, which explains noticeable trends often
described as the competition and race for innovation, talent, and data. This
context situates the EU, and demonstrates that expected audiences for the
EU’s “Brussels effect”, supposedly like-minded partners and organizations,
have been developing their own alternative Al policy frameworks. This
context also explains that the EU’s priorities related to protecting rights or
mitigating Al misuses has indirect references to, for example, China’s
approach towards Al, and evolving autocratic practices.

A key tendency here is that state actors in particular assert leadership and
influence over the international approach to Al, framing it as a source of
competitive advantage (Roberts et al. 2024). As Politico aptly summarized:
“governments have hit a major bump in the road: they all want to win” (Scott
2023). These claims reflect the underlying assumption that states are engaged
in competition, a theme frequently emphasized in their policy documents.
However, this notion needs closer scrutiny, as it frames the international
system as a zero-sum game, where one actor achieves political, military and
economic superiority, while others fall behind (Ulnicane 2022). The analysis
suggests that competition is defined not so much in military terms, but
influence to shape the international conversation, which is defined as
“continuing to cement the position as a world leader in Al safety” (Gov.uk
2023Db).

The following overview of several actors, the United States of America
(USA), China, the United Kingdom (UK), Japan, the Council of Europe (CoE)
and the United Nations (UN)!", demonstrates the scope and interest in

Acknowledging the increasing importance of big tech companies and corporations
in Al-related dynamics, the analysis does not involve them in the scope of the
overviewed actors. This decision is based on the predominant focus on the politics
of emerging Al policies, and how they are shaped by political actors. The
involvement of companies and corporations would require a different angle, and
also analytical instruments for engaging with their approaches towards Al.

19 The following actors were selected: the United States (US) and China are named as
major Al powers, of which the competition will globally shape future Al dynamics
(Roberts, Cowls, Morley, et al. 2021; Béachle and Bareis 2022). Among middle
powers, the United Kingdom (UK) was selected for its growing ambition to be a
global leader in Al. Japan, although a part of the G7, takes a different approach
compared to its Western counterparts like the USA and the UK, but shares the goal
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developing emerging Al policies (see the list of documents in Annex 2).
Without going into a detailed analysis of riskification in each case, these
documents employ the concept of risk, propose governance programmes, and
define their position internationally.

While connotations of risks vary, whether described as catastrophic or
substantial, risk emerges as a central way to describe Al-related concerns. For
example, the US National Al Security Commission, established in 2018 to
address emerging challenges in Al security, in a report released in 2021, refers
to “strategic risks of Al-enabled weapons”, which suggest “negative and
uncertain effects to the USA security” (Reports.nscai.gov 2021). The UK
Bletchley Declaration, adopted during the AI Safety Summit in 2023,
mentions significant risks and unforeseen risks because “capabilities are not
fully understood and are therefore hard to predict” (Gov.uk 2025b); while the
UK Defence Artificial Intelligence Strategy 2020 discusses “extreme and even
existential risks” that need to be managed in ways adapting to “uncertainty”
(Gov.uk 2022). Japan, in its Al Strategy 2022, refers to global risks, which
involve pandemics and climate change, with “a high probability that it will
lead to a critical situation”, and security risks related to data, privacy and “the
risk of Al itself becoming an attack target” (Cao.go.jp 2022). The CoE’s
Convention on Artificial Intelligence, Democracy, and Rule of Law, adopted
in May 2024, becoming the second legal Al framework after the EU’s Al Act,
involves “the consideration of wider risks and impacts related to these
technologies including, but not limited to, human health and the environment,
and socio-economic aspects” (Coe.int, n.d.-b). In July 2023, the UN Secretary-
General Antonio Guterres stated that “we urgently need frameworks to deal
with these [AI] risks” (Un.org, n.d.-b).

These examples demonstrate that risk is becoming an overlapping concept
which is used to anticipate Al-related concerns, and already articulate the
urgency to act. Again, it is not only the EU which frames the Al-related
security understanding through risk. Even the USA and the UK, which
explicitly refer to military security, similarly involve risk than the more
conventional language of threat. The phrases uncertain effects or hard to

of influencing Al priorities. As for organizations, the Council of Europe (CoE) and
the United Nations (UN) were chosen for their efforts to establish cross-border rules
(CoE) and governing principles (UN). The CoE recently adopted the Convention on
Artificial Intelligence, Democracy, and Rule of Law, becoming the second legal Al
framework after the EU’s Al Act. Meanwhile, the UN has issued a report outlining
its goals to set global standards and develop a governing model.
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predict prove this shift towards risk as signifying an orientation towards an
undefined future and the related uncertainty.

Moving to proposals for governing Al, they rely on normative principles,
which appear to be ambiguous, as both democracies and autocracies similarly
refer to the importance of ethics, human centrism, and responsible Al In July
2023, the White House released the executive order entitled “Ensuring Safe,
Secure, and Trustworthy AI” which invites companies to voluntarily commit
to developing Al that “have a profound obligation to behave responsibly and
ensure their products are safe” (Federalregister.gov 2023). In the case of
China, various exhortations to “respect the laws of Al development”, “prevent
the risks of algorithm abuse” or “strengthen the standards for algorithmic
governance” (Digichina.stanford.edu 2021), or the need to “promote fairness,
justice, harmony, and security while avoiding such problems as bias,
discrimination, and privacy and information leaks” (Cset.georgetown.edu
2021), suggest that the same normative principles are shared. However,
references to “carry forward the socialist core values view, uphold the correct
political direction, public opinion orientation, and value orientation in the
application of algorithms” (Digichina.stanford.edu 2021) indicate that, despite
similar vocabularies, their interpretations are completely different.

The principles proposed to govern Al mark an ideological competition
that is “appropriate” (Qiao-Franco and Bode 2023), and how Al becomes part
of a pro-market vs pro-state, or pro-democratic vs pro-autocratic, clash. Anu
Bradford (2023) argues that the USA aims to develop a market-driven model
of Al governance where governmental intervention in regulation is supposed
to be minimal; while China aims for a state-centred model where technology
should empower the state, subjugating individual rights and freedoms to state
control. Evolving practices such as, for example, the intensifying use of
technologies for surveillance and even repressions against minorities, and
their export as a form of control mechanism, do not represent fairness or
Jjustice in the way they are introduced in democratic countries (Shen 2020;
Horton Zeng 2021). These differences of interpretation or mismatches
between declarations and practices demonstrate why different emerging Al
policies are seen as competition: whose world-view, merged with evolving
practices, will become dominant.

In this state-centric dynamic, organizations, the CoE and the UN, continue
the focus on supposedly global cooperation and normative principles for
governing Al. In March 2024, the UN General Assembly adopted its first-ever
resolution to promote “safe, secure and trustworthy” Al internationally, which
calls “to refrain from or cease the use of artificial intelligence systems that are
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impossible to operate in compliance with international human rights law”
(Mishra 2024). In the case of the CoE, the Convention includes various
references to democracy, human rights and the rule of law, stressing that
signatories must ensure that Al systems “are not used to undermine the
integrity, independence and effectiveness of democratic institutions and
processes” (Coe.int, n.d.-b). Democracy is viewed as an essential means for
ensuring transparency, accountability and responsibility in developing and
using Al: “to protect that CoE fundamental values are protected in the digital
environment” (Coe.int, n.d.-a). The Convention was adopted not only by CoE
Member States and the EU, but also by international partners, such as Canada,
Japan, the USA, Australia, Argentina and Israel.

These cases could be read as pro-Western and pro-democratic countries
and organizations teaming up to make their preferred principles international
standards of Al governance. However, by inscribing the mentioned principles
in a rather ambiguous way, the document has already received criticism for
remaining loopholes that “have the potential to enable conduct that has a
negative impact on human rights protection” (Babicka and Giacomin 2024).
Even in this case, the ability to set standards and ensure compliance with
outlined values remains a challenge.

In terms of self-positionality, there is a clear tendency for considering Al
to increase power, even though it is inherently borderless, and an enabler
rather than a calculable rool. Despite this, references to leadership through
ownership and competition dominate in the documents. For example, the USA
refers to competitive power and efforts to counterbalance digital
authoritarianism directly associated with China: “the USA government must
embrace the Al competition and organize to win it. The American approach
to innovation [...] must be recalibrated to account for the centrality of the
competition involving Al and associated technologies to the emerging U.S-
China rivalry” (Reports.nscai.gov 2021). The New Generation Al
Development Plan, released in 2017, and claiming China’s leadership in Al
by 2030, stresses that “the world’s major developed countries are taking the
development of Al as a major strategy to enhance national competitiveness
and protect national security”, and shares ambitions to “actively participate in
global governance of Al [...] deepen international cooperation on Al laws and
regulations, international rules and so on, and jointly cope with global
challenges” (Digichina.stanford.edu 2017).

The UK and Japan, considered as middle powers compared to the USA
and China, similarly claim leadership in Al. The former Prime Minister Rishi
Sunak, during the launching event of the Summit on Al Safety in 2023, stated
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that “I want to make the UK not just the intellectual home but the geographical
home of global Al safety regulation” (Browne 2023). References to
powerhouse or intellectual home suggests that the UK considers Al as a
geopolitical matter, where technology can be somehow geographically placed
and defined, “already home to top Al labs” (Gov.uk 2023a). The UK Defence
Al Strategy also states the importance of “geostrategic competition”, where
the UK “will shape the development of Al in line with UK goals”, and “the
UK has significant strengths and is recognized as an Al powerhouse” (Gov.uk
2022). Even though Japan avoids direct language of competition, its Al
strategy mentions the word leadership almost 20 times: for example,
“establishing leadership through ‘Strong and Responsible AI’”, “Japan should
become the world’s most capable country in the Al era”, “Japan should take
leadership in this field and pursue a strategy to establish an Al for Nature-
Positive Economy” (Cao.go.jp 2022). Therefore, regardless of their
differences in status and capacity, state actors articulate leadership as their
international involvement in the Al landscape. However, as mentioned earlier,
these claims appear rather vague, as they do not explain more than the interest
to participate and influence international debates, a form of expected
leadership.

The CoE and the UN, unlike state actors, claim their leadership by
proposing Al-related standards and expecting to have an influence by reaching
agreements between self-claimed leaders. For example, the CoE positions
itself in the role of an honest-broker, where the agreement on common
standards is put as an ultimate goal: “the Council of Europe [...] must play a
pioneering role in designing procedures and formats to ensure that Al-based
technologies are used to enhance, and not to damage, democracy”
(Pace.coe.int 2020). The emphasis on democracy, human rights, and the rule
of law aligns directly with the CoE’s mandate and priorities, enabling the
organization to assert a role in advocating for these principles. However,
although the adoption of the Convention suggests that the CoE managed to
find such an agreement, the mentioned loopholes remain a point for discussion
of'its effectiveness, and the organization’s role in enforcing adopted rules.

The UN similarly defines itself as being “at the heart of the rules-based
international order” and “uniquely positioned to address” global challenges,
which provides the legitimacy to argue for global governance (Un.org, n.d.-
a). The scale of the organization becomes the key point to define its role and
advocate for the elaboration of norms leading to preferred Al governance.
Like the CoE, the UN does not position itself within the framework of
competition or rivalry. Instead, it focuses on promoting global agreements and
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multilateralism in emerging Al policies, as an effort to mitigate state-level
competition and move towards international standards. On the other hand,
considerations to regulate autonomous weapons systems under the UN
Convention on Certain Conventional Weapons have been taking place since
2014, without a clear agreement between Member States. Therefore, this
example shows that these expectations to be an honest broker or facilitator in
the international landscape will not necessarily materialize in a different
outcome than the UN General Assembly Resolution on the Promotion of Safe,
Secure, and Trustworthy Al Systems which was backed by Member States
without a vote (Mishra 2024).

Overall, despite the differences between the discussed actors, their
emerging Al policies demonstrate common patterns, especially in establishing
and developing specific cross-overing vocabularies, through risks, ethics,
responsibility, trustworthiness and leadership. These identified tendencies are
presented in Table 5. Simultaneously, the ambiguity surrounding these
principles indicates that they remain open to definition or adjustment based on
the preferences of individual actors. The Chinese case is particularly
illustrative of how the same vocabulary of ethics and responsibility is used to
challenge the global West, by making them relational and depending on a
translation into policy practices. Therefore, despite critical questions of how
Al is defined, what it means to own or exercise such desired leadership in Al,
documents reveal that Al is imagined as the future’s technological superiority
to elevate and confirm a status portraying Al as being indispensable to
preferred orders in the perceived international competition (Bichle and Bareis
2022).

Anu Bradford (2023) suggests that the power struggles evolve into the
direction of the battle between digital democracy, promoting rights and liberal
values, and digital authoritarianism, using surveillance and state control. This
section has demonstrated that the focus is not only on ideological differences,
but also the issues these different actors name, and how they formulate their
role in addressing them, from weaponizing Al to a desire for influence over
Al governance. This context demonstrates that the EU’s claims of being the
first to regulate Al and export rules face the similar ambitions of others, where
norms, rules and standards become imagined forms of power, regardless of
the ideological standpoint. Together with these similarities and differences,
this analysis also proves that Al is a matter of international dynamics that
intersects between different actors and their agendas.
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Table 5. Summary of the key elements of emerging Al policies

Actors | Importance of risks Proposals for Al Self-positioning
governance
The Strategic, Values and norms-based, | Democratic
USA substantial, trustworthy, human- power, global
potential, societal, centric Al, voluntary leadership and
serious risks — commitment to agreed victory in the Al
mainly linked to principles and rules on race, competition
national security Al (liberal-order and pro- | with China
business approach)
China | Potential safety risks | Ethical and responsible Global
as an argument for Al, importance of domination in Al,
the urgency to act international standards centralized
and rules, ambition to sovereign power,
shape Al governance competition with
globally, alternative to the USA
the USA approach
The UK | Catastrophic, extreme, | Ethical and trustworthy International
existential, significant, | Al, pro-democratic powerhouse on
unforeseen risks — values, importance of Al, geopolitical
mainly linked to safety, international competition,
national security and | institutional set-up for stress on the UK’s
defence governing Al role
Japan | Pandemics, Broad examples on International
geopolitical and tackling issues, no leadership,
climate-related risks | references to pro- importance of
democratic approach resilience, race
towards Al and competition
are not reflected
Council | Risks as an Ethical, trustworthy and | Honest broker to
of argument of the human-centric Al, pro- deliver the
Europe | urgency to act democratic approach, Convention as the
international and/or first legally
regional principles and binding
regulation, ad hoc international
institutional set-ups agreement on Al
UN Reiteration of Al- Normative and based on | Broker and
related risks as an values, trustworthy, safe | moderator of the
argument for and secure, human-rights | UN-wide agreement
urgency oriented Al, UN on global Al
institutional framework governance

Source: the author, based on the analysis of documents
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Conclusion

This chapter is dedicated to contextualising the emerging Al policy in the
EU’s broader digital agenda, outlining the main stages in formulating this
policy, and situating it between the emerging Al policies proposed by different
actors. The main purpose of introducing these different contexts was to
demonstrate that this initiative is intertextual in terms of the EU’s policy-
making and the international Al landscape, where different actors refer to risk,
Al governance, and leadership.

The overview of the EU’s digital strategy, and key initiatives, ranging
from the ambition to create the digital single market to regulations controlling
platforms and their compliance with the EU’s values, demonstrate the EU’s
increasing assertiveness in the digital domain. At the same time, individual
initiatives filling in the overall digital strategy are highly complex and
challenging to navigate between different priorities. Then digita/ and
digitalization are increasingly embedded in the strategic thinking, and
transcend the concentration on the market or a more harmonized level playing
field for Member States for future relations with both technologies and those
who develop, provide and operate them.

The discussions presented demonstrate that the EC and the EP have been
leading institutions in framing the emerging EU Al policy. Their contributions
seem to reflect their share of competencies: the EC as a legislative initiator,
introducing, arguing and developing its initiative, and the EP as co-legislator
and supervisor of the EC, brought more political contestation and questions to
the EC’s suggested policy scope. The stages of formulating the policy have
revealed that the story is not monolithic, but rather a chorus of diverse
perspectives, from political and expert to ad hoc established formats, that
should be continuously acknowledged and critically examined as important
contributions to policy-making.

Lastly, the overview of other actors and their emerging Al policies reveals
that the EU is not unique, but shares a focus on risks, the development of a
response, and claims of leadership with states and other organizations. The
priorities and self-positioning of different actors show that, although they use
similar language, they often mean different things, revealing inconsistencies
between what is claimed and what is done, as well as difficulties in reaching
agreement on Al standards and the underlying ideological struggles.
Therefore, this context gives a better understanding that the political interest
in Al is not only about innovation and regulation, but an imaginary of future
power which receives connotations depending on an actor and its preferences
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and world-views. This tendency once again supports the point that Al is not
technical, but emerges as a strategic element of which the importance varies
from owning technology, reinforcing status, and securing the preferred
international order.
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5. THE PROCESS OF RISKIFICATION

The following chapters (5.1. to 5.5.) present an empirical analysis, structured
according to the analytical framework introduced earlier. The analysis begins
with Chapter 5.1., exploring how the EU constructs risks related to Al, and
identifying the logic which underpins these constructions. Subsequent
chapters (5.2. to 5.5.) systematically address each element of riskification,
demonstrating how the EU defines a referent object and conditions of
possibility for harm, what governance programme is introduced as a response,
and international engagement strategized. The analytical elements of
riskification signify knowledge production by naming what comes as a major
focus, and why and how it is prioritized. Table 6 provides a summary of the
guiding conceptual questions for the analysis.

To highlight the key findings, centrality is given to fundamental rights and
a political democratic system as the referent objects. The analysis further
explores the conditions of possibility for harm referring to already noticeable
practices of intrusion, discrimination and the imaginary of Al autonomy. The
EU proposes a governance programme based on normative and institutional
policy measures which are concentrated on preserving human agency, steering
Al developments and uses in preferred ways. Finally, the analysis delves into
forms of international engagement, underscoring the aspirations for global
leadership in setting Al standards, multilateral participation, and partnership-
building, as well as competition with other powers.

On top of these interpretations, the chapters involve agentic security,
technocratization and the fortress as conceptualizations of the EU’s Al-related
security, a proposed response, and the EU’s self-positioning, that emerge from
the findings. I argue that the EU’s Al-related security focuses on human
agency defined through control, decision-making, and expectations to keep
technology subordinate. The EU puts Al-related security as latent and long-
term, based on technocratic policy measures and the protection of the
preferred liberal order. Importantly, while depicting the EU’s thinking, these
notions require further debates, as they reinstate the EU’s biases and claims of
universality. Therefore, instead of a conclusion, this part finishes with a
discussion raising the controversies of anthropocentrism, depoliticization and
Eurocentrism, as contested viewpoints that are both inscribed and justified
within the EU’s Al strategic discourse.
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Table 6. Leading questions for the analytical elements of riskification

e« What discursive articulations are formulated as a
referent object?

* What are the leading characteristics of a referent object?
» What safety concerns are attached to a referent object?

* What constitutes harm in relation to articulated risks
Conditions of and future uncertainty?
possibility for * Who or what is associated with the causes of harm?

A referent object

harm * What security understanding arises from the identified
harm?

* How should risks be governed?

* What policy measures are proposed, and how are they
characterised?

* How is a governance progamme legitimised?

A governance
programme

» How is the international Al landscape defined?
» What are the directions of international engagement?
* What forms of self-positionality emerge?

International
engagement

Source: the author, based on the conceptual framing in Section 2.3.
5.1. Risk and a risk-based approach

Before analysing the process of riskification, our attention turns to the ways
the concept of risk is introduced and articulated in the emerging EU Al policy.
In one of the reports dedicated to Al, the FRA claims that “the risks are vast”
(Fra.europa.eu 2022). At the same time, the employment of risk and a risk-
based approach is not unique. It comes more as an established pattern, because
various EU policies have already been drawing a close correlation between
risk and market regulation (Fahey 2014). For example, the risk-based
approach has been developed for policies of food safety and flood risk
management, counter-terrorism, migration and border control. The most
recent example in the digital domain is the already-mentioned DSA, which
develops four categories of systemic risks: the dissemination of illegal
content, the impact on fundamental rights, the negative effects on democratic
processes, and the negative effects on physical and mental well-being (Digital-
strategy.ec.europa.eu, n.d.-g). These examples demonstrate that the EU uses
risk and a risk-based approach as a way to rationalize its policy framework
and introduce potential responses as something preventive and already
looking to the future (Paul 2024).

91



This chapter starts by introducing the pyramid of risk categories which,
according to the European Union Agency for Cybersecurity (ENISA),
“exhibit different degrees of risk that needs to be assessed” (Enisa.europa.eu
2020). Section 5.1.1. presents the proposed logic of risk categories which are
based on different levels of potential harm and varying needs for intervention.
The establishment of such a pyramid reveals that Al, as something remaining
a matter of future invention, problematizes uncertainty and the urgency to act
now.

The chapter then examines how risk categories are defined, and how
specific Al applications are assigned to them. Section 5.1.2. reveals that the
decision is based on political consensus and endeavours to balance both
regulation and innovation while introducing the policy. Therefore,
suggestions that definitions of risk categories are based on scientific evidence
and expertise are inconsistent with the remaining ambiguity and the role of
political decision-making in defining and differentiating these categories.

Overall, the analysis shows that the EU employs risk as an epistemic
element, which is flexible in formulating the EU’s own understanding of Al,
setting political priorities, and narrowing down the complexity and
uncertainty into a manageable process. The presented political contributions
and influences involved in shaping the risk-based approach reflect not only
specific imaginaries about Al, but also the EU’s priorities in determining what
is considered a matter for concern, and to what degree.

5.1.1. A pyramid of risks

It is crucial to understand how the notion of risk is constructed within the
policy framework. For example, the HLEG suggests that risk is “broadly
defined to encompass adverse impacts of all kinds, both individual and
societal” (Digital-strategy.ec.europa.eu 2019b), while the Al Act defines risk
as the combination of the probability of an occurrence of harm and the severity
of that harm (Eur-lex.europa.eu 2024).
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4 )

Unacceptable risk - Al systems that
are considered to pose a clear threat
to the safety, livelihoods and rights of
people. They are banned.

- J
\

(High risk - a list of Al uses which are\

identified as posing high risk to
safety, health and rights. High-risk Al
systems are subject to strict

obligations before they can be put on
\_ the market. Y,

A

(Limited risk - lack of transparency in)
Al usage (informed interaction with
Al systems, mark of Al-generated
content). Introduced transparency
obligations to ensure that humans are
\_ informed when necessary. Y,

\
4 )

Minimal risk - free use of minimal-
risk Al No additional requirements or
regulation.

- J

Source: European Commission (Ec.europa.eu)

Figure 1. A pyramid of risk categories

To explain the logic of the risk-based approach, the EC proposed a
visualization of a pyramid of different risks, where every step up means a
higher risk led by stricter regulation and priorities of potential concerns (Paul
2017a). A representative from the EC suggested that this logic was motivated
by arguing that “the pyramid is useful in this regard, because you could say,
on top is very, very dangerous stuff. And at the bottom is a totally harmless
use of technology.” The pyramid is structured with four categories described
in rather blunt and ambiguous ways (see Figure 1). For example, the European
Al Alliance Assembly claimed that it “contains applications without any risk;
applications that can incorporate some risks; and at the peak of the pyramid,
there are the high-level risk fields” (Futurium.ec.europa.eu 2019). The EP
suggested that these categories “distinguish between a minority of ‘high-risk’
and the vast majority of ‘low-risk’ Al use cases” (Europarl.europa.eu 2022a).
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Such differentiation is directly attached to the level of intervention: the
higher the risk, the more regulation it requires. The EC claims that “the vast
majority of Al systems currently in use are almost or even completely risk-
free” and that “only a very small number of use cases can be categorized as
risky and that only such cases require regulatory action and effective
safeguards” (Europarl.europa.eu 2022a). Limited risks, according to the EP,
“are subject to the existing legislation and transparency requirements, and
additionally could choose to subscribe to voluntary, non-binding, self-
regulatory schemes, such as codes of conduct” (Eur-lex.europa.eu 2021b).
Then high and unacceptable risks at the top of the pyramid require the biggest
intervention or even a ban. The Al Act suggests that it is “necessary to prohibit
certain artificial intelligence practices, to lay down requirements for high-risk
Al systems and obligations for the relevant operators” (Eur-lex.europa.eu
2024). As Regine Paul (2022b, 500) suggests, risk categories seem more like
“contested semiotic constructs” which cannot be taken for granted. These
different categories emerge as degrees of riskiness, demonstrating that the
notion of risk itself does not define the level of concern, and it depends on an
actor’s position.

Most attention is concentrated on high-risk as requiring most of a
governance response, because Al falling in the category of unacceptable risk
is simply banned'!. The EC refers to high-risk AI use cases “where the risks
that the Al systems pose are particularly high. Whether an Al system is
classified as high-risk depends on its intended purpose of the system and on
the severity of the possible harm and the probability of its occurrence” (Eur-
lex.europa.eu 2021b). The EP shares a similar definition, and suggests that
“high-risk” Al systems can have “a detrimental impact on people’s health,
safety, or their fundamental rights” (Europarl.europa.eu 2024a). The Annex
of the Al Act puts these ambiguous definitions in a more concrete way, and
provides a list of high risks in eight domains'? which target vulnerabilities of

Eight practices are prohibited: harmful Al-based manipulation and deception,
harmful Al-based exploitation of vulnerabilities, social scoring, individual criminal
offence risk assessment or prediction, untargeted scraping of the internet or CCTV
material to create or expand facial recognition databases, emotion recognition in
workplaces and education institutions, biometric categorization to deduce certain
protected characteristics, real-time remote biometric identification for law
enforcement purposes in publicly accessible places (Digital-strategy.ec.europa.cu
2025).

The list of high risks includes: biometric identification and categorization, management
of critical infrastructure, education, employment and its management, access to private
and public services, different forms of law enforcement, migration, asylum and border
management, administration of justice and democratic processes.
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different social groups or their weaknesses in power relations. These domains
represent a wide spectrum of issues, but they are all related to a particular
point: potential harm to fundamental rights, which might be caused by
increasingly autonomous technology.

In this context, the case of the emerging EU Al policy grounds the
employment of risk and the risk-based approach on both uncertainty and
urgency, the tension between not knowing the future of Al but already taking
action to respond. For example, a representative from the EUISS suggested
“so, uncertainty is big.” This could be understood in two ways: as a condition
where the EU finds itself able to put the policy framework together; or as the
source of a challenge that needs to be addressed. Either way, the EU faces
limited or no knowledge about the future of Al, because, unlike national
disasters and contingency plans, Al remains a question of the human ability
to invent technology and transform it into different stages.

This lack of knowledge as a form of uncertainty has constantly been
reflected in interviews. For example, a representative from the EP mentioned
that “we are trying to reach at something which is evolving every day.” A
representative from the EDA considered “how can you standardize Al, since
we still do not know exactly how the tools work™; while a representative from
the EC claimed that “even the owners of the models and systems cannot really
explain any more what is happening there.” Then despite such a lack of
knowledge, risk becomes something that inscribes imaginaries and defines
priorities in response to uncertainty. As a representative of EU research
technology initiative defined, “risk has this insurance company approach to
the conversation, it also has future unknown elements to the conversation.”

When it comes to urgency, it creates expectations to respond and act in
the present. For example, Representative 2 from the HLEG suggested that
“this was the urge we need to do something because the technology is applied
in practice already and leads to several fundamental problems for democracy,
for society, for individual human rights, and we need to regulate it.” The point
of a need to do something reappears in different text segments where the
motivation comes from reiterating the point itself. For example,
Representative 2 from the EU Council claimed that “because you have such
an urgency, something needs to be done”; while an EU research technology
representative stated that “it can also introduce a sense of urgency, because
you see all these organizations, you know, moving towards the direction.”
Therefore, uncertainty and urgency are important conditions which also help
us to understand the EU’s thinking in employing risk and a risk-based
approach for the emerging EU Al policy. Risk is used to fame uncertainty by
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naming and structuring what is already known, what is considered as most
important, and what could be left for future updates.

Thus, the definitions of risk and high risk are dependent on an individual
case and perceptions in terms of its potential harm and severity. Even the
provided references, dangerous stuff, certain practices, detrimental impact,
cause injury or harm, do not specify what particularly characterizes risk,
beyond statements that developments and uses of Al can be harmful. The
analysis proves that risk is used to structure a lack of knowledge, and responds
to complexity and uncertainty, where the pyramid becomes a symbol of being
able to manage and regulate something that is not yet there. In this way, the
EU establishes its priorities, which are not necessarily, as claimed, grounded
on technical or scientific proof, but emerge in relation to imaginaries of Al
and uses of Al in the future.

5.1.2. The political nature of risk

After discussing the pyramid of risk categories, the main question remains:
who decides on a level of risk, and how, and which Al uses are attached to
different categories? For example, Representative 1 from the EU Council
reflected this by claiming that “I think, for us, there is always the question, is
there a risk?” To answer, the EP raises the point that “uch a risk-based
approach [...] should be based on clear criteria and an appropriate definition
of high risk” (Eur-lex.europa.eu 2020b).

The discourse suggests that it is not only the categories to be questioned
but the very exercise of identifying and naming what risk is, particularly, what
these neutral criteria are which enable lawmakers to establish the boundaries
between these categories and attribute certain interlinkages between a level of
risk and developments and uses of Al. Regine Paul (2024, 1066) claims that
her respondents suggested that the decision of risk categories involved “high-
level political choices about cases of unacceptable use of Al as well as ‘rule-
of-thumb’ categorizations of high-risk Al systems”. This analysis
demonstrates the same tendency.

The political nature of such decisions was explicitly suggested by a
representative of the EC:

“This is not a scientific exercise. It is a political exercise based on some

assumptions. And when I said safety and fundamental rights, this was our
starting point, because from the evidence that we have collected, we said, well,
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this is where the risk is most real, because we did not include hypothetical
things at this stage, because that may be for future iterations and adaptations.”

The reliance on political decisions was also suggested by Representative 2
from the EU Council, who claimed that “it is really a decision which
technology falls in which part, and I think this is where this discussion gets
very political [...] also, there was a lot of lobbying, especially in this part,
which technology, which cases of use in which category of risk.”

I find the argument of political nature worth highlighting, because
different claims keep referring to risk and risk-based approach as being
objective. For example, the European Al Assembly suggests that a definition
of high risk is based on “objective criteria” (Futurium.ec.europa.eu 2019).
Meanwhile, Representative 2 from the HLEG argued that “I think this is the
approach that is science-based, it is a sensible approach to do it in that way.”
The EC mentioned that the Al Act “lays down a solid risk methodology to
define high-risk Al systems” (Eur-lex.europa.eu 2021c). The EP refers to
“evidence-based solutions that address specific situations and sectors, where
needed” (Eur-lex.europa.eu 2020b). Thus, the argument of science, evidence-
based and solid methodology implies that the logic of risk and established
categories has a scientific foundation, without alternative ways to frame the
emerging EU Al policy. It creates the impression that claiming risks as
objective and science-based gives more legitimacy to the policy framework
and less contestation than explicitly communicating political preferences and
decisions in establishing risk categories.

Politics is relevant, because risks are not only about technology, but also
the EU aiming to address different priorities. Representatives of EU
institutions emphasized the need to balance regulation with competitiveness.
Representative 1 from the HLEG acknowledged that “because we also
understood that if we only regulate strongly, all types of Al and all types of
uses of Al, we could actually put Europe at a disadvantage against big, too
big, competitive forces”. A similar point was shared by Representative 2 from
the EU Council, arguing that “setting some certain levels of risk helps a lot for
the technology itself, for innovation.” Another HLEG representative
reinforced both points, by claiming that “how to make sure that Europe still
has a competitive edge was to choose the risk-based approach.” In addition to
this, EP claims that “there is a need to establish a risk-based legal framework
for Al [...] while at the same time providing the private sector with enough
flexibility” (Europarl.europa.eu 2022a), and that “this risk-based approach
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should be developed in a way that limits the administrative burden for
companies” (Europarl.europa.eu 2020a).

These points demonstrate that the EU is affected by debates about
competition and regulation negatively influencing innovation. For example,
the EC’s proposal for the Al Act suggests that “the proposed regulation on Al
combines greater safety and fundamental rights protection while supporting
innovation, enabling trust without preventing innovation.” Therefore, the
introduction of different risk categories could also be read as a form of
manoeuvring between regulatory intervention and no intervention, suggesting
that the EU responds to criticism that a “heavy-handed approach could stifle
innovation, weaken competitiveness, and drive some companies to rethink
their operations in the region” (Borner 2024). However, such a search for a
balance between different priorities has nothing to do with scientific evidence,
but endeavours to address politically diverging priorities in Al-related hypes.

Another example of the role of politics in coming up with a pyramid
comes from the EC White Paper (Eur-lex.europa.eu 2020d) referring to the
German Data Ethics Commission, which “has called for a five-level risk-
based system for regulation that would go from no regulation for the most
innocuous Al systems to a complete ban for the most dangerous ones.”
Exploring this more, the German report “Opinion of the Data Ethics
Commissio” released in 2019 introduces the “risk-adapted regulatory
approach”, which introduces a “criticality pyramid” that outlines five levels
of the degree of criticality “with regard to the potential of algorithmic systems
to cause harm” (Data Ethics Commission 2018). On top of this, such an
approach is presented as built on “scientific and technical expertise in
developing ethical guidelines for the protection of the individual, the
preservation of social cohesion, and the safeguarding and promotion of
prosperity in the information age” (Data Ethics Commission 2018).

The EC’s references to the German case and clearly overlapping elements
(the risk-based approach, a pyramid, scientific and technical expertise, the
protection of individual and social cohesion) demonstrate that the EU’s risk-
based approach and the entire logic closely resemble the German position and
the policy framework. Representative 1 from the HLEG recalled the
discussions of different alternatives, suggesting that “there was a framework
under the work in Germany. And I know that the Commission used this as the
major baseline for developing the regulation and risk-based approach.” The
German example indicates that the risk-based approach is mirrored as another
source for the EU in aiming to structure the uncertainty and follow the already-
established framework. Therefore, the introduction of risk categories is much
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more about the policy-making process, based on political inspirations,
imaginaries and influences, than scientific and evidence-based relationships
with technology.

Thus, the analysis suggests that the political preferences and ambiguity of
risk categories turn out to be the main characteristics in understanding the
construction of the pyramid and the risk-based approach. The pyramid
establishes definitions, proposes boundaries between risks, and defines a role
for the EU itself. However, the framing process appears to be inherently
political, and based on different influences, from varying priorities to be more
innovation-friendly, or more sensitive to potential harm, to the German policy
framework as a source of inspiration. Therefore, the discourse suggests
another inconsistency where claims of objectivity or clear criteria contradict
the very logic of formulating and explaining the proposed risk-based
approach.

Conclusion

This chapter has shown that risk is dynamic and multifaceted, with established
risk categories defined in broad, context-dependent terms, when envisioning
Al and its potential futures. The ways the EU introduces risk and the risk-
based approach recalls Beck’s construction of risk as already existing by the
fact that Al is developed and used, being out there. Also, the proposed risk
categories are presented as a self-evident way to classify Al developments and
uses by their potential harm, even though the most serious concerns, those
deemed unacceptable or high-risk, occupy only the top, and thus a small
portion, of the overall pyramid.

However, the ambiguous explanations of high risk have revealed that
supposed similarities with Beck’s definition of the risk society are limited.
The EU’s risk-based approach is political, and based on a combination of
different priorities: a way to tame uncertainty and make sense of the future; to
balance regulation and competitiveness; to absorb political influences and
trending imaginations of Al to achieve the result as being the first regulator of
Al The contrast between the EU presenting risks as given and their political
nature reflects power dynamics, where the appeal to scientific proof can serve
to downgrade the sensitivity of the directions taken and questions of who
draws a line between those risk categories, and how. The power element
emerges not only through the production of knowledge, what becomes risky
or not, but also through interventions and constraints of others that are
supposed to follow the rules.
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The proposed categories of risk and their differentiation reflect how Al is
understood and how the EU attaches that understanding to its own position.
Compared to other actors employing risk as well (see Section 4.3.), the EU is
more consistent in using a risk-based approach and established categories as
an overarching policy framework. While other actors associate risk with
different concerns, such as security in the USA and the UK, climate and
pandemic risks in Japan, or pro-democratic initiatives from the CoE, the EU
goes beyond merely identifying issues, putting risk at the core of the policy
framework. Thus, for the EU, risk and the risk-based approach function as an
ordering mechanism to establish the boundaries of the EU’s priorities, and
structure everything Al into imagined categories and their gradation of
political importance.

5.2. Referent objects

Chapter 5.1. demonstrated, that despite different categories of risk, much
attention is focused on two fop-tier categories: unacceptable risks and high
risks. These two categories, concentrating the highest levels of concern, serve
as the main guideline for identifying what a referent object is, what the leading
characteristics are, and what safety concerns are attached to a referent object.

Here, I follow the proposal to understand a referent object as not fixed,
but as potentially changing, depending on social and political dynamics,
without relying on pre-established categories such as state/nation or
national/international levels (Hansen and Nissenbaum 2009; Miigge 2023).
The analysis reveals that the EU constructs two referent objects: fundamental
rights and a democratic political system, signalling that Al-related security
does not rely on conventional matters such as territory or sovereignty.

Firstly, fundamental rights are one of the referent objects which
demonstrate the EU’s focus on human-machine interaction prioritising the
human element. They serve as a litmus test to identify and describe what level
of risk is attached to Al uses: the higher the risk, the more potential harm to
fundamental rights. Section 5.2.1. suggests that the prioritization and
indispensability of fundamental enable the EU to claim the universality of its
approach towards Al, and establish a distinction between humans and
machines.

Secondly, the chapter moves to a democratic political system as a second
referent object. Intertwined with fundamental rights and safety, a democratic
political system is also considered as high risk, requiring protection as
representing rights-focused Al policy-making. Section 5.2.2. depicts the main
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elements outlining the importance of democracy which stress that expressed
concerns extend to the very foundations of the EU and its legitimacy. While
fundamental rights are put in contrast with technology, a democratic political
system is presented as challenged by those, primarily big tech companies, who
do not follow democratic values in developing and using Al

Lastly, safety emerges as being closely attached to both referent objects:
something that needs to be ensured and worked for. Section 5.2.3.
demonstrates that the EU defines safety as related to products and services,
and contrasting with a more normative focus on fundamental rights and a
democratic political system. However, what initially appears as a
simplification ultimately reveals itself to be rooted in complex and challenging
questions of human-machine interaction, such as how we will engage with
robots and other autonomous technologies which move beyond the
understanding of a #ypical product.

5.2.1. Fundamental rights

Both unacceptable and high risks indicate that fundamental rights are the
primary focus, identifying them as the key elements to be safeguarded. The
EP reiterated this point by stating that “the use of Al applications must be
prohibited when incompatible with fundamental rights” (Europarl.europa.eu
2021a).

Fundamental rights as a referent object reemerge in more complex
discussions which, as discussed in Chapter 5.1., overlap with the EU’s
endeavours to introduce different categories of risk and attached issues. For
example, the EP claims that “risk of surveillance is present also in the school
environment [...] undermining the fundamental rights of children”
(Europarl.europa.eu 2022a); and “the use and gathering of biometric data for
remote identification purposes in public areas, as biometric or facial
recognition, carries specific risks for fundamental rights” (Europarl.europa.eu
2020a). The European Council also specified that “the European approach to
digital transformation and in particular Al should be human-centric and ensure
the full respect and promotion of fundamental rights” (Consilium.europa.eu
2022). These articulations indicate that the scope of risks to fundamental rights
is not limited to a pre-defined list of cases. This broadness of issues of
fundamental rights was also reflected by a representative from the EC
claiming that: “we again refer to the fundamental rights which is a generic
term, but we also spell out sort of areas where the impact of decisions made
with the help of Al would have an important impact on our lives”; and it “can
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be anything from privacy violations up to fundamental rights in a more
negative light [...] where our lives may be really influenced by decisions that
are taken by or supported by AL.”

The importance of fundamental rights is explained as a longstanding EU
political priority. A representative from the EUISS stressed this point by
suggesting that “the EU has to always refer to fundamental rights. And the
logic is you cannot refer to fundamental rights unless you are talking about
humans. The treaties do not allow for anything else.” This argument was also
reiterated by Representative 1 from the HLEG, claiming that “you have to
have human [element] which, I think, is a fundamental European value, or no
technology taking over humans and the human decisions are for that.” The
stress on fundamental rights reflects the Charter of Fundamental Rights of the
European Union, which points to necessity “to strengthen the protection of
fundamental rights in the light of changes in society, social progress and
scientific and technological developments” (Eur-lex.europa.eu 2012a). Also,
the EU Treaty refers to fundamental rights “as guaranteed by the European
Convention for the Protection of Human Rights and Fundamental Freedoms
and as they result from the constitutional traditions common to the Member
States” (Eur-lex.europa.eu 2012b).

These references to the EU’s foundations may explain why fundamental
rights appear to be presented as given, without specifying their characteristics.
For example, Representative 2 from the EU Council suggested that “I think
they are linked to what we as the EU see as fundamental rights, and also what
we define for health and safety. So there is a sort of definition, but it is still
very broad.” The Charter of Fundamental Rights provides an extensive list
constructed by the following chapters including more rights to each: dignity,
freedoms, equality, solidarity, citizens’ rights, and justice (Eur-lex.europa.cu
2012a). This list demonstrates that fundamental rights contain a broad
spectrum, which becomes equally relevant if the EU does not specify
particular elements, but refers to fundamental rights as a block.

On one hand, articulating fundamental rights as a referent object in the
emerging EU Al policy suggests that the EU is consistent in its priorities, and
also acts within the scope and mandate given by the EU treaties. On the other
hand, centering fundamental rights as a core of Al-related concerns stresses
that it is more than just compliance with EU foundational documents. The
chosen phrases, that Al and Al uses are incompatible, undermining, create
specific risks, and cause violations, deliberately place fundamental rights in a
weaker position, highlighting their vulnerability in the face of technology. The
suggested broadness of issues makes this vulnerability even more
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complicated, because it strengthens the sense of uncertainty as to what extent
and directions Al and Al uses might challenge fundamental rights.

The Al strategic discourse demonstrates that the EU establishes its
position towards human-machine interaction as based on “mere virtue of the
status as human beings” (Smuha 2021b, 594). It does not concentrate on a
specific group of people (for example, only children or minority groups), or
an end-list of Al uses that need to be regulated. Noticeable tendencies of
contrasting surveillance, biometric data gathering, Al-driven decision making,
with respect to fundamental rights and even human lives, demonstrates that
the EU considers the human-machine interaction as antagonistic and as
rivalry. The argument that Al may take decisions is reiterated by
Representative 1 from the EU Council, suggesting that “the main element in
this case is the risk against the human being. So it is all about those risks, and
how much potential the Al system has to develop, for example, to a certain
decision that might be detrimental or dangerous for a human being.”

Thus, fundamental rights are considered to be an overarching, even
universal, and most prioritized matter: the EP refers to “the intrinsically
European and universal humanist values” (Europarl.europa.eu 2021b). While
the respect for fundamental rights is indeed a foundational principle of the EU,
in the context of Al, this principle gains renewed relevance as it is brought
into contrast with a non-human technological domain that poses high risks to
human integrity. The phrase fundamental itself implies that something
foundational is challenged, and therefore requires specific attention. The
emphasis on fundamental rights raises important questions about what it
means to be human in the digital age. The EU’s focus on these rights
challenges us to consider how they are understood within the EU’s definition
of humanity, which is characterized as distinct and vulnerable when compared
to Al seen as a non-human entity.

5.2.2. Democratic political system

Even though fundamental rights seem to be an integral part of a democratic
political system, I put it as a separate referent object because of its significance
in discussing high risks. For example, the Al Act suggests that “Al systems
intended for the administration of justice and democratic processes should be
classified as high-risk, considering their potentially significant impact on
democracy, rule of law, individual freedoms” (Eur-lex.europa.eu 2024). The
EC in states the White Paper that “it is more important than ever to promote,
strengthen and defend the EU’s values and rules, and in particular the rights
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that citizens derive from EU law” (Eur-lex.europa.cu 2020d). Meanwhile, the
EP puts humans and democracy together by arguing that “any use of high-risk
Al should always be ethically guided and designed to respect and allow for
human agency and democratic oversight”, and that Al “should seek to enhance
well-being and individual freedom, as well as preserve peace” (Eur-
lex.europa.eu 2021b).

Following these points, a variety of characteristics (rule of law, freedoms,
values and rules, rights, and democratic oversight) define what the EU
attaches to democracy. Notably, the chosen phrases create parallels with more
conventional security debates: defend values and rules, preserve peace, as if
the EU were in a conflict mode and technology threatens to take over. This is
especially illustrative for understanding existing inconsistencies, as the EU
avoids directly discussing security in the emerging EU Al policy. By such a
vocabulary, the EU reiterates the antagonism of human-machine interaction,
where a democratic political system needs to be defended.

In addition to this, the EU’s Al strategic discourse reveals that a
democratic political system is framed as a referent object, not only because of
Al-related concerns, but also those who develop and use technology do not
necessarily follow democratic principles. Various points suggest that the
increasing role of big tech companies is seen as challenging democracy as
well. For example, the HLEG claims that “digital dependency on non-
European providers and the lack of a well-performing cloud infrastructure
respecting European norms and values may bear risks regarding
macroeconomic, economic and security policy considerations” (Digital-
strategy.ec.europa.ecu 2019b). The EP also argues that

“dominant tech platforms nowadays not only have significant control over
access to information and its distribution, but they also use Al technologies to
obtain more information on a person’s identity, behaviour and knowledge of
decisional history; believes that such profiling poses risks to democratic
systems as well as to the safeguarding of fundamental rights and the autonomy
of citizens” (Europarl.europa.cu 2022a).

The member of the EP and co-rapporteur of the proposal for the Al Act,
Brando Benifei also claimed that “while big tech companies are sounding the
alarm over their own creations [...] we will also fight to protect our position
and counter dangers to our democracies and freedoms” (Europarl.europa.cu
2023e). The distinction, and even tension, between the EU, as representing a
democratic political system, and big tech companies, as representing
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technology, signals that they are about different priorities: the EU advocates
for the protection of rights and democracy, and big tech companies for
technological developments which may go in other than democratic
directions.

The contrast between European values and innovation developers,
citizens’ rights and significant control, democracy and private interests,
reiterates the impression that the EU is in a competition whose priorities and
proposed forms of human-machine interaction will become dominant. Even
though the institutions do not directly name specific companies, previously
mentioned EC cases with Apple, Meta and Microsoft based on the DMA
suggest that the EU refers to those outside the EU, requiring its intervention
that democratic processes remain ensured and, in a way, controlled by the EU.

The tension between a democratic political system being at stake and tech
companies proliferating high risks suggests that the emerging EU Al policy is
legitimized on reiterating antagonism and the distinctions between inside and
outside, pro-values and pro-technologies that put a democratic political
system in a vulnerable position. At the same time, these concerns enable the
EU to impose rules for companies, depending on access to the EU, and request
to comply with EU standards (Bradford 2020). Therefore, the suggested
vulnerability could also be read as a way for the EU to reinstate its position
and legitimation, arguing for safeguarding democracy as a referent object.

Thus, a focus on a democratic political system represents a lasting
approach by the EU in the context of digitalization, where democratic values,
economic inclusion, sustainability and market making come along in the
European polity (McNamara 2024). However, in the case of the emerging EU
Al policy, concerns related to a democratic political system move from a
rather abstract conversation on human-machine interaction, and reveal the
competition between different actors, and how the EU attaches big tech
companies to the side of antagonistic technology.

5.2.3. Safety

The notion of safety is defined as something that needs to be ensured towards
referent objects. Instead of something extraordinary, safety is suggested as “an
inevitable policy response to the challenges for public order and domestic
stability” (Huysmans 2008, 68).

The EU defines the safety of products and services meeting established
standards. For example, the HLEG in the Ethics Guidelines suggests that “it
is crucial for safety measures to be developed and tested proactively”
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(Op.europa.cu 2019). The EP also claims that “the concept of product safety
encompasses protection against all kinds of risk arising from the product,
including not only mechanical, chemical, electrical risks but also cyber risks
and risks related to the loss of connectivity of devices” (Eur-lex.europa.cu
2020c). The EC in the White Paper argues that in the case of Al, products and
services can give rise to risks that EU legislation does not currently address
explicitly (Eur-lex.europa.eu 2020d). These points introduce the logic of
safety in a similar manner: something that employs Al and places it on the
market needs to meet certain standards. However, such a simple phrase
becomes more complicated by trying to understand what the scope and the
main concerns of safety are, or, as Representative 1 from the EU Council put
it, “how to ensure safety?”

Safety is noticeable in different EU policies as well. It has already been
traced in domains such as security, critical infrastructure, chemicals or
requirements for a range of new machinery products (Justo-Hanani 2022). The
EU policy frameworks which involve risk-based approaches show that both
concepts are interconnected: for example, “to enact risk-based food safety
inspections” (Paul, Bouder and Wesseling 2016, 3). The close attachment of
safety to the concept of risk and the risk-based approach once again
demonstrates that the EU keeps reproducing already-existing notions to
address different issues. This tendency creates the impression that using a
similar toolbox reinstates the EU’s way of policy-making and specifies its
subjectivity. However, the existing pattern does not eliminate further
discussion on to what extent putting these notions, risk, fundamental rights,
democracy and safety, together; the EU reproduces policy routine and tailors
connotations of safety to a particular case.

In the case of Al, the relevance of safety here is much more nuanced than
technical and technocratic references to products and services. For example,
the EC in the White Paper suggests that:

“the autonomous behaviour of certain Al systems during its life cycle may
entail important product changes having an impact on safety [...] citizens fear
being left powerless in defending their rights and safety when facing the
information asymmetries of algorithmic decision-making” (Eur-lex.europa.eu
2020d).

Representative 1 from the HLEG claimed that “there is a common
understanding and agreement that when you deploy Al technology in products
and services, this should not undermine the safety in use, and this is like
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physical safety and, you know, non-physical safety of individuals.”
Representative 2 from the HLEG suggested that “safety is simply the issue
that if you have an autonomous car, it must not harm anyone. And if you have
robots in a care facility, you must make sure that it is safe to use the robot and
the care facility. Safety is integrity of human rights.”

References to Al or robots surpass the existing understanding of a product
as an object, its use and risks as “mechanical or electrical” (Eur-lex.europa.cu
2020c). The claim of the EC on robots is not about a #ypical product, but the
one that develops a different level of interaction with humans:

“proximity to humans and interaction with them requires very high safety
standards to prevent accidents and injuries. Robots are also becoming more
and more connected to each other and other types of devices and process more
data, posing potential privacy and cybersecurity risks” (Eur-lex.europa.cu
2021b).

In this case, the major difference appears considering safety in the context
of autonomous technology problematizing human-machine interaction even
further. The use of autonomous resembles the discussion presented in Section
1.2., arguing that autonomous technology challenges the human hierarchy
associated with exclusivity of control and decision making. For example, the
EP claims that “the lack of supervision may lead to serious risks for our safety
and security, as well as for the rights and values underpinning our societies”
(Europarl.europa.eu 2020e). Therefore, the typical definition of safety as
products meeting required standards in terms of toys or food, here has
different connotations, because humans are considered to be in a vulnerable
position. In other words, autonomous Al-driven products are considered as
already challenging the human hierarchy because of the gradual detachment
from human control, and in this way pose risks to fundamental rights.

Such a way of articulating safety relates to broader trends and hype, where
Al safety is employed by various state and non-state actors, and even entitled
“the Al safety epistemic community” (Ahmed et al. 2023). For example, the
UK government established the Al Safety Institute as a research institution
that focuses on both “opportunities and gaps in technical Al safety research”
(Aisi.gov.uk, n.d.). One of its outputs, the International Al Safety Report, was
based on 100 Al experts’ contributions “to advance shared international
understanding of the risks of advanced Al and how they can be mitigated”
(Gov.uk 2025a). Meanwhile, the US Al Safety Institute is tasked to identify,
measure and mitigate risks to prevent the misuse of Al “by those who seek to
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undermine public safety and national security” (Nist.gov 2023). In 2024, a
meeting of the International Network of Al Safety Institutes took place to
“bring together technical expertise to address Al safety risks and best
practices” (Digital-strategy.ec.europa.cu 2024a).

Such popularity to consider Al safety and provide recommendations could
be taken as genuine concerns and agreement among diverse stakeholders to
search for ways to address them. However, this diversity and a load of
initiatives suggest an intensifying competition of who will participate and
frame those safety standards. Even introduced as fechnical expertise, safety
becomes about rules, standards, and different views of what and how they
should be defined and implemented.

Lastly, safety fits into the EU’s endeavours to make sense of Al through
already familiar, known and applied notions, which also make the
phenomenon of Al more known and manageable. It is also about downplaying
the political debates, challenges and disagreements. The proposed logic of
safety of products and services suggests that it is framed as non-security and
presented like public good, characterized by a positive, routine and technical
nature, rather than as something inherently contested, tension-filled and
divisive. At the same time, references to robots and other autonomous Al-
driven technologies demonstrate that the present (products and services) and
the future imaginaries (robots) are merged to act upon in the present (Amoore
2013). By reproducing the same notions and their definitions from other
policies, the EU normalizes future unknowns, and a dramatic change of
autonomous technologies being integrated into daily life (from cars to care) as
another type of (future) products and services. However, their discussion in
terms of potential harm to fundamental rights and a democratic political
system reveal that this normalization includes highly controversial and even
existential considerations of human-machine interaction and its forms.

Conclusion

This chapter began the analysis of riskification by searching for a referent
object and its leading characteristics. The analysis demonstrated that the EU
introduces two referent objects, fundamental rights and a democratic political
system, as both defining categories of the most concerning unacceptable and
high risks. The analysis has revealed that the significance of both referent
objects is grounded on constructing antagonism and even conflict-related
references between the EU’s political priorities, including the importance of
rights and democracy, and technology, and those who develop and use
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technology (such as big tech companies) that do not follow the EU’s position.
Therefore, through the referent objects, human-machine interaction is
described by the distinction of imagined inside and outside, where the EU,
concerned about rights and democracy, is inside; technology and those
prioritising its development over humans or exploiting it for undemocratic
purposes, are outside.

Fundamental rights are interpreted in a broad and fluid way, but at the
same time, considered as a block. They become an overall expectation to put
human first in the face of still-unknown and unpredictable technology and its
uses. The stress on fundamental underscores the EU’s claim to universality,
even if it reflects the EU’s preferences and attachment to its own interpretation
of the Charter of Fundamental Rights. However, the presentation of
fundamental rights as a clear and given priority that needs to be protected
raises further questions of what roles or forms of adaptation the EU anticipates
for humans to withstand identified risks, beyond articulating the position of
vulnerability.

A democratic political system as another referent object demonstrates that
concerns are not limited to still-abstract futures of human-machine interaction.
Filling a democratic political system with various elements, such as the rule
of law, rights, peace and freedoms, the EU suggests that all of them are
challenged both by Al and those who use (or will use) Al in other than
democratic ways. It is also about which actors, democratic states and pro-
democratic political organizations, or big tech companies, set the tone and
norms of how technologies will be developed and used. Therefore, for the EU,
putting a democratic political system as a referent object is about a tension and
competition whose world-views, standards and practices will take place.

In relation to both referent objects, safety appears as an element of
insurance and a goal of itself, as if claiming that safety is there demonstrates
that risks are mitigated and referent objects are protected. However, the
chosen ways to portray safety as something technical and procedural (the
concentration of products and services meeting regulatory standards) seem
narrow and inconsistent to noticeable imaginaries of autonomous
technologies. The analysis reveals that Al changes the very definition of what
a product is: can we put a robot and a microwave in the same category as
electronic devices? Such an unreflective presentation shows that safety is
framed as a matter of fitting Al, robots and autonomous technologies into
existing patterns, suggesting that their challenges can be addressed by
reproducing established approaches. In this way, recycling already-existing
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notions to the new phenomenon becomes an ordering mechanism, which
defines the boundaries of EU priorities and object-subject dichotomy.

Overall, whatever the interrelation between fundamental rights, a
democratic political system and safety demonstrates, they are about the hAuman
part in human-machine interaction. From different angles, they all represent
concerns related to human agency. Notably, the analysed statements do not
frame survival as a key concern, typical in the securitization process. Instead,
the focus is on who has control and who will shape future constellations of
human-machine interaction. The answers to these questions require not only
the identification of referent objects, but also the responses of who or what
challenges them, how the relations between the Self and the Other are
described.

5.3. Conditions of possibility for harm

If the previous chapter introduced referent objects, this chapter focuses on
conditions of possibility for harm. Coming back to the conceptual framework
(see Chapter 2), the notion of potential harm is closely attached to risk, as
referring to a different logic than the security-threat nexus. At the same time,
the identified ambiguity of risks reappears in the discussion on potential harm
as well. As the EP claims, “Al systems could be used to do bad things”
(Europarl.europa.eu 2020c).

In this case, the following questions need to be addressed: what constitutes
potential harm in relation to articulated risks; who or what is associated with
the causes of harm; and what security understanding arises from identified
harm. This chapter follows the conceptualization of conditions of possibility
for harm (see Section 2.3.) by suggesting that the approach towards Al is
heavily future-oriented, and therefore relevant articulations do not necessarily
name concrete harm, but remain within the scope of possibility.

To start with the definition, it is discussed through considerations of how
likelihood and severity are decided. Section 5.3.1. analyses these debates, and
demonstrates that the answer is based on reproducing the interrelation between
risk and harm as a basic definition. Then I move towards the searches for more
concrete examples of conditions of possibility for harm in relation to two
referent objects. Based on empirical evidence, Section 5.3.2. suggests that the
EU already identifies intrusion and discrimination as forms of potential harm.
By mixing different levels, individual and societal, intrusion and
discrimination are presented as overarching, ultimately increasing
vulnerability across various domains in relation to both referent objects. In
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addition to this, Al autonomy is presented as the most radical concern, while
remaining the biggest future unknown. Section 5.3.3. explains how autonomy
is portrayed as a leading issue challenging human agency, and reiterating the
antagonism of human-machine interaction. Even though Al autonomy is
something from the imagination, it becomes an important argument reiterating
the urgency to act.

I close this chapter by suggesting that the EU’s Al-related security is
conceptualized as agentic security (Section 5.3.4.). The proposed notion
stresses that the EU’s primary concerns revolve around human agency,
attached to maintained control, decision making, and technology
subordination. The emphasis on such a hierarchy demonstrates the established
boundaries between humans as the Self and Al as the Other. This approach
underscores why it is called security, not merely as a preventive plan to
mitigate Al-related risks, but as an urgency to safeguard what it fundamentally
means to be human in a European sense.

5.3.1. Definition(s) of harm

The EU’s Al strategic discourse suggests that harm is not defined through one
specific situation. As a representative from the EUISS argued, “you do not
entirely know what will come or be harmful uses.” According to the EC,
technology holds the possibility to harm public and private interests, violate
data privacy and information security, and introduce bias
(Commission.europa.eu 2024).

Documents also refer to different spheres and levels that might experience
potential harm. For example, the EC White Paper mentions harm as both
material (safety and health of individuals, including loss of life, damage to
property) and immaterial (loss of privacy, limitations to the right of freedom
of expression, human dignity, and discrimination, for instance, in access to
employment) (Eur-lex.europa.eu 2020d). Or, as the HLEG suggests, potential
harm can even be emotional: “a particular risk in the case of intelligent robots
with whom humans might form an intimate relationship” (Op.europa.eu
2019). The EP aims to establish several criteria of the definition: the interplay
between the purpose of the use for which Al is put on the market, the manner
in which it is used, the severity of the potential harm, and the degree of
autonomy of decision making that can result in harm (Europarl.europa.eu
2020c). Therefore, these criteria show that the EU does not explicitly provide
the definition, but it can be traced in relation to named concerns, degrees or
severity. Again, references to material, immaterial and emotional harm
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suggest that it is context-specific, raising further questions of how it is
evaluated.

In this context, the term significant becomes key: “the potential to
significantly affect the lives of individuals” (Europarl.europa.eu 2021a); “a
significant potential to cause harm to one or more persons”
(Europarl.europa.ecu 2020c); and “a significant risk to cause injury or harm
that can be expected to occur to individuals or society in breach of
fundamental rights and safety” (Europarl.europa.eu 2020a). Aiming to
understand what significant means, the judgment of a level of significance is
attached to technologies becoming autonomous. For example, the EC claims
that “the operation of some autonomous Al devices and services [...] may
cause significant harm to important legal interests like life, health and
property, and expose the public at large to risks”; and that “the future
‘behaviour’ of Al applications could generate mental health risks for users
deriving, for example, from their collaboration with humanoid Al robots and
systems” (Eur-lex.europa.eu 2020c¢).

These points, although not necessarily involving the direct language of
potential harm, further ground the tensions and antagonism in human-machine
interaction. References to negative effects on individual physical and
emotional well-being, privacy, human dignity, fundamental rights and safety
imply that technology, especially its functioning as autonomous, is perceived
as exploiting human vulnerabilities which are overarching and cannot be put
on an end-list. By putting life and health together with robots, systems and
devices, the EU creates a clear contrast between humans and machines like a
paradox: human invention, defined as a technical object, potentially causing
harm to humanness attached to rights and freedoms.

Thus, like risk categories, the decision on potential harm is political.
Defining it through ambiguous notions such as significant, the EU creates a
spectrum of options and room for manoeuvre in riskifying Al developments
and uses as potentially harmful. This is also a clear difference from threats, as
potential harm is put in terms of possibility, while the references to significant
do not indicate the same level of concern as existential. Nevertheless, the
leading and foundational axis for definition remains a matter of human
agency. According to the EU, the more Al and its uses challenge, interrupt
and disrupt human agency, or detach from human control, the more significant
are the conditions of possibility for harm.
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5.3.2. Intrusion and discrimination

The search for a definition presented above has created the impression that
situations in which Al and its uses become harmful could be limitless.
However, documents give relevant hints suggesting that conditions of
possibility for harm are closely attached to intrusion and discrimination. They
are not necessarily put in the future tense, but are argued to be already
noticeable, reducing the stress on possibility and signalling existing
precedents. For example, the EC in the White Paper (Eur-lex.europa.eu
2020d) suggests that Al “entails opaque decision-making, gender-based or
other kinds of discrimination, intrusion in our private lives or being used for
criminal purposes.” The Al Act claims that the use of Al “for ‘real-time’
remote biometric identification [...] is considered particularly intrusive in the
rights and freedoms to the extent that it may affect the private life of a large
part of the population”; and “may lead to discrimination of persons or groups
and perpetuate historical patterns of discrimination, for example based on
racial or ethnic origins, disabilities, age, sexual orientation, or create new
forms of discriminatory impacts” (Eur-lex.europa.eu 2024).

Similar points overlap in other documents stressing different forms of
intrusion and discrimination. For example, the FRA suggests that “Al systems
based on incomplete or biased data can lead to inaccurate outcomes that
infringe on people’s fundamental rights, including non-discrimination” and
“lead to a disadvantage for certain groups, such as women, ethnic minorities
or people with a disability” (Fra.europa.eu 2022). Several reports by the EP
reiterate that algorithms “can discriminate unfairly and perpetuate stereotypes
and social biases, use toxic language (for instance inciting hate or violence),
present a risk for personal and sensitive information, provide false or
misleading information” (Europarl.europa.eu 2023b) or “create a risk of harm
to legally protected interests, both material and immaterial ones”
(Europarl.europa.eu 2020c). Therefore, as the EP puts it, Al and its uses have
“a potential for bias, manipulation and spreading of disinformation, which
risks weakening societies” (Europarl.europa.ecu 2023a). This spectrum of
forms of intrusion in privacy and discrimination directly refers to both referent
objects where the importance of fundamental rights indicates potential harm
to vulnerable groups, and minorities.

The focus is not only on Al and its applications, but also on those who
may exploit or misuse Al, multiplying sources of potential harm. The EP
refers to “interference by third parties with Al-based autonomous technology”
(Europarl.europa.eu 2021b), “malevolent use of Al that may have dreadful
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effects for humanity” (Europarl.europa.eu 2018a), and “malicious actors in
performing known attacks such as disinformation campaigns and malware
coding” (Europarl.europa.eu 2024b). Some references appear less abstract and
give more details of those third parties. For example, the EP claims that, and
that “many authoritarian regimes use Al systems to control, exert mass
surveillance over, spy on, monitor and rank their citizens or restrict freedom
of movement; is highly concerned about and condemns cases of EU
companies selling biometric systems which would be illegal to use within the
EU to authoritarian regimes in non-EU countries” (Europarl.europa.cu
2022a).

References to authoritarian regimes reiterate the EU’s concerns of a
democratic political system through the contrast with digital authoritarianism,
defined as the use of technologies to repress and manipulate domestic and
foreign populations (Polyakova and Meserole 2019). This, as Anu Bradford
(2023) suggests, battle between techno-democracies and techno-autocracies is
emphasized to distinguish the EU and its values from those who use Al for
purposes misaligned with democratic principles. Such a position could also be
understood not only in terms of risks and potential harm, but also the
international context.

Coming back to Section 4.3., the EU can be considered as teaming up with
Western pro-democratic countries, while distancing or, as this analysis
suggests, riskifying an alternative approach developed by actors such as
China. However, the EU’s proposed dichotomy between democracies and
autocracies seems to be simplifying the question of Al uses, while it is also
about practices that can be done by democracies themselves (Yayboke and
Brannen 2020). For example, tracing, hidden manipulation, targeted content,
and access to personal data in unprecedented amounts are not limited to
autocracies, but widely amplified by big tech companies functioning in
democracies as well (Mantellassi 2023).

Identified elements (intrusion, discrimination, and the use of Al by
authoritarian regimes) are considered as amplifying existing inequalities,
reinforcing biases, embedding discriminatory patterns, and unfairly treating
various societal groups. Examples given by EU institutions also mark different
levels of harm, from individual, related to private life and the vulnerability of
minorities, to societal, associated with mass surveillance or disinformation.
These concerns also mix different temporalities (present and future), different
imaginaries for what Al can be used, and different causes of potential harm,
from algorithmic biases to authoritarian practices in seeking adversarial
damage.
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Thus, intrusion and discrimination direct the search for Al-related
security, by demonstrating why human-machine interaction is articulated as
antagonistic. Al is seen as an amplifier of already-existing challenges, in
aiming to ensure human rights, equality and fair treatment. References to
authoritarian regimes or other third parties exploiting Al, through
disinformation, surveillance or control, make these concerns even more at
stake, as they purposely articulate violations against the vulnerable.

5.3.3. Autonomy

The previous section demonstrated that intrusion and discrimination merge
the present and the future in defining conditions of possibility for harm. Here,
I go into the notion of autonomy as the most radical form of technological
detachment from human control and decision making.

Autonomy shifts the paradigm, because technology becomes not a tool
but a possible collaborator, which requires us to anticipate the possible adverse
outcomes of these technologies (De Visser, Pak and Shaw 2018). In this case,
human control is put under question, because technology is no longer
dependent on human supervision. Even though autonomy remains a matter of
the imagination, EU institutions already discuss it within the context of
potential harm, blurring the lines between stages of automated—autonomous—
autonomy. For example, the EP states that “Al technologies risk reducing
human agency and [...] should not substitute human autonomy nor assume the
loss of individual freedom” (Europarl.europa.eu 2022a). Even more, the
concerns are described through “the danger that conscious Al might have
spurious motivations [...] potentially fuelling dangerous populism”
(Europarl.europa.eu 2023d), or that “Al can generate false information or
spread a bias or opinions that do not represent the public sentiment”
(Europarl.europa.eu 2023a).

Even though the official scope of the emerging EU Al policy excludes the
military, several claims, especially focused on lethal autonomous weapons
systems (LAWS), put the point of autonomy even more at stake. For example,
the EP suggests that “the development of autonomous weapons is hard to
control, and their proliferation is a risk. If they were actually deployed, the
risk of malfunctioning, error or misuse should first be carefully addressed”
(Europarl.europa.eu 2019b), and “stresses that Al-enabled systems can under
no circumstances be allowed to replace human decision-making in this field”
(Europarl.europa.eu 2021b). The point of human oversight was also raised by
a representative from the EDA, claiming that “now we see more and more
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applications with Al, especially when we are talking about unmanned vehicles
and systems. How AI will at some point replace or supplement the human
being at the tactical field?” These points suggest that different stages of
autonomous and autonomy are blended together, stressing the detachment of
technology from human control, and further reiterating the challenge.

These concerns relate to the previously discussed digital authoritarianism,
as the EP refers to adversarial actors challenging not only human agency but
also democracy: “military research and technological developments relating
to lethal offensive weapon systems without human oversight that are pursued
in countries such as Russia and China with little regard for the risk to
humanity” and “non-state armed groups that can equip drones with Al
software and turn them into cheap Ilethal offensive weapons”
(Europarl.europa.eu 2022a); or “any LAWS or weapon with a high degree of
autonomy can malfunction because of a badly written code or a cyber-attack
perpetrated by an enemy state or a non-state actor” (Europarl.europa.eu
2021b).

The EU’s perception of autonomy aligns with the concept of
superintelligence described in Section 1.1., which implies that Al would not
only reach but also surpass human intelligence, potentially leading to a loss of
human control. Given the EU’s concerns about human-machine interaction, it
becomes evident why autonomy is viewed as the ultimate conditions of
possibility for harm to human agency. Again, these concerns of the EU are not
unique, but overlap with evolving hypes in political and public debates
considering Al as a determined future challenge to humans. The discussions
that humanity might permanently cede its control and depend on those who
set up the computer system (Ord 2020) are actively pursued in framing related
concerns by different actors, not only the EU. Even though these concerns are
based on imaginaries and future uncertainty, the idea of the possibility that
“superintelligence may generate catastrophic vulnerabilities” (Dafoe 2018,
10) already fosters a sense of danger and a need for a response. The EU’s
interpretations of autonomy seem to be joining the same hype.

Lastly, considerations that Al can reach autonomy contrast with the EU’s
proposed technical definition of Al. For example, the EP reiterates that “the
capacity for self-learning and the potential autonomy of Al systems [...]
represent nevertheless a significant challenge to the effectiveness of the
Union” (Europarl.europa.eu 2020c). A representative from the EC also put it
that “because of the black box nature of Al, you simply sometimes do not
know what and why and for what you know.” This inconsistency between
definition and perception reveal blurred boundaries between the present and
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the future, existing and imagined, identifiable and obscure, technical and
political.

Overall, autonomy becomes a radical condition for potential harm, the end
of humanity, because it targets, from the EU’s point of view, the very essence
of human agency as a universal matter. Autonomy, whether in decision
making or military applications, puts Al and human agency in a zero-sum
game: Al autonomy, meaning (gradual) loss of human agency. However, in
this case, the interaction becomes even more abstract: how to describe where
Al autonomy starts, and human agency becomes limited or constrained.

5.3.4. Agentic security

Both referent objects of fundamental rights and a democratic political system,
as well as the conditions of possibility for harm focused on intrusion and
discrimination, indicate that the EU is concerned about humans and human
agency in relation to Al. As discussed in Chapters 5.2. and 5.3., these elements
reveal that human-machine interaction is a core aspect of framing security
issues. As a representative from the EDA claimed: “one of the key questions
that we expect to address [...] is this state of the human in AL.” Therefore, I
suggest describing the EU’s Al-related security as agentic security.

Agentic security is about protecting human agency, understood in general
terms as the capacity to sustain control and decision making power vis-a-vis
current and future Al and related concerns. This notion also emphasizes the
maintained hierarchy of superior human position over technology, which
needs to stay subordinated. Its key characteristics emerge as follows:

e First, the antagonistic distinction between the human (conscious, moral,
making rational decisions and sharing pro-democratic values) and Al
(product, technical, potentially enabling anti-democratic practices). In this
way, the EU anchors agency in the human world as the modernist-liberal
idea bound up with an ontology of rational individualism understanding
the human in clear non-entangled ways that adhere to established ethical-
legal categories (Leese 2019).

e Second, Al is perceived as Other, something that “will never have the
essential quality of being “alive” (Stewart 2024). Conditions of possibility
for harm have demonstrated that the spectrum of issues is wide: from
intrusions into private lives, and discrimination based on biases and
vulnerabilities, to Al autonomy, including the military. Therefore, Al’s
otherness amplifies concerns that position the technology not merely as
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different, but as potentially harmful to the core principles of human rights
and agency.

e Third, the EU’s understanding further widens the concept of security,
reaching to the impact of technological development. Agentic security, as
another dimension, reiterates that security is no longer confined to
national or territorial concerns. Instead, Al reshapes the understanding of
security by introducing risks linked to technology and imaginaries of its
future roles and involvements. Therefore, this dimension focuses not on
variations of human or societal security, but specifically on the complex,
and, from the EU’s perspective, problematic symbiosis between humans
and machines.

These characteristics can be further elaborated and situated within broader
debates on Al and security, each revealing relevant dimensions for the
importance of the notion of agentic security.

The first characteristic, antagonistic human-machine interaction, reflects
the intensifying academic and political debates over forms of human-machine
interaction. They mainly discuss whether agency becomes more distributed
and entangled, or whether it should remain tied to the ideal of the conscious
human subject defined in legal and moral terms of accountability and
responsibility (Leese 2019). In either case, human-machine interaction is
problematized, because it triggers a reconsideration of the human role and
subordination of technology.

Those who argue that human-machine interaction implies a combination
of both human and machine decision-making, define agency as distributed,
meaning a blurred distinction between instances of human agency and Al
(Bode and Nadibaidze 2024). This perspective claims that technology is no
longer just instrumental for human actions and decision-making, but human-
machine interaction becomes comparable to human-human interaction
(Strasser 2022). Then incorporating Al into various processes of decision-
making are not just about the delegation of tasks, but also the sharing of human
functions and abilities. For example, decisions to delegate tasks to machines
on the battlefield are considered as moral responsibilities linked to human
agency (Taddeo 2024). Therefore, those who refuse such interpretations argue
that only humans hold agency, as technology is incapable of exerting control,
responsibility or dignity. Political positions that express concerns about
human control seek to maintain human involvement by implementing various
policies, actions, and regulatory practices (for example, Vesnic-Alujevic,
Nascimento and Pélvora 2020; Leese 2019; Ferl 2024).

118



The EU’s formulation of human-machine interaction as antagonistic, and
its insistence on anchoring agency in the human, aligns with these broader
debates, revealing that the EU takes a political stance in reinforcing a
separation between humans and machines. At the same time, the debates
introduced here are not confined to a specific sector or application of Al
rather, they demonstrate broader considerations about the nature of interaction
itself, something that developments in Al compel us to reconsider. As both the
referent objects of fundamental rights and the political democratic system are
discussed in rather general terms, the specific type of human agency — whether
individual, institutional, or societal — is not detailed. Consequently, the
discussion seems to be more universal in how human is understood. Even in
its generality, this framing suggests directions that reveal the EU’s priorities
and its orientation towards the European citizen and the functioning of its
political system.

The second point, on Al as the Other, refers to a more specific relationship
with technology, one that establishes a form of security knowledge in which
both agentic and security dimensions define what is at stake. Agentic goes
straight to the essence of the EU’s perception that human decision-making is
morally superior to algorithmic decision-making (Amoroso and Tamburrini
2020). Following this logic, the EU’s acceptance that agency transforms into
embodied, situated and dynamic perspectives between humans and Al would
result in a form of capitulation that would necessitate a fundamental
reassessment of the very pillars upon which the EU’s normative and
regulatory frameworks rest. For example, the EP specifies that “machines
remain unable to share a goal with a human” or “machines do not share
intentionality with their operator: they are tools that are unable to collaborate,
regardless of how intelligent they appear” (Europarl.europa.eu 2018Db).
Therefore, agentic is about Al triggering considerations and concerns of what
it means to be human in the digital age, even though the EU regards human
agency as an unconditional and monolithic principle. This is how agentic is
about the anthropocentric position that only humans have the right to retain
agency, and any other forms of agentic capacities are perceived as directly and
harmfully affecting that entitlement.

Security refers to what Didier Bigo (2001) proposed as a search for
established boundaries. Here, human-machine interaction is defined as
antagonistic, where boundaries are between humans as the Self and Al as the
Other, and security is understood as protection from technology taking over.
Through articulating risks of (potential) autonomy or (mis)uses to undermine
the human, the EU reveals fears that Al will rob human agency by usurping
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control, taking away the decision-making power and diminishing capacities
(Boddington 2023). As has been mentioned, conditions of possibility for harm
are not limited to a concrete domain, but focus on vulnerable groups and
vulnerabilities potentially amplified by Al. The use of risks and the suggested
shift towards the future and long-term mitigation, rather than immediacy and
extraordinary measures, also suggest that security here is the inscription of
boundaries between the Self and the Other, where, despite future uncertainty,
alternatives of distributed agency are considered lost technology
subordination.

The third characteristic, a widened understanding of security, can be
situated within broader discussions on the different dimensions of security,
particularly those that focus on the human and/or society. Jef Huysmans
(1998) pointed out that if we add different adjectives (environmental or
societal) to security, it is still to be discussed what security means in very
different sectors. Barry Buzan and Lene Hansen (2018) also claimed that new
security dimensions remain an area of controversy, considering whether they
fragment or produce a more nuanced conversation on security. At the same
time, Barry Buzan’s (1991; 1984) own proposal to split security into five
dimensions, political, military, economic, societal and environmental, is a
good example of a range of concerns that are not limited to power and peace,
and framed as security. In terms of technologies, analyses on cybersecurity
already signal that security understanding changes when new issues and/or
actors emerge, for example, asking of the role and impact of botnets or
malware (Liebetrau and Christensen 2021). Therefore, the examples
mentioned in Section 2.1. of some security scholars engaging with STS
concepts indicate that emerging technologies and related security practices
require corresponding ways to describe this intersection.

In this case, agentic security is crucial because the existing concepts, such
as human security and societal security, do not adequately address the
concerns raised by the EU. These concepts typically focus on interactions
between humans or groups, regimes, and political vulnerabilities, rather than
on the relationship between humans and machines. For example, a UNDP
report from 1994 identified four characteristics of human security: it is
universal and applies to all people; human security includes both military and
non-military sources of insecurity; the importance of prevention; and it is
centred around (Peoples and Vaughan-Williams 2020). These characteristics
align with the idea of human centrism, which involves universal concerns for
fundamental rights and the mitigation of risks that underpin the concept of
agentic security.
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However, the validity of human security as both a policy framework and
a category for research has been questioned (Florea Hudson, Kreidenweis and
Carpenter 2013). Its relevance is often seen as more closely related to
developmental goals, such as climate change, and issues concerning food and
water supplies (Methmann and Rothe 2012). In terms of societal security,
Barry Buzan (1991, 433) defines it as “the ability of societies to reproduce
their traditional patterns of language, culture, association, and religious and
national identity.” This concept focuses on threats to societal cohesion or the
clash of different identities that do not necessarily involve varying forms of
agencies and agentic capacities. In short, both concepts emphasize the
significance of the human element. Yet, they address different concerns than
those raised by the EU regarding Al, highlighting the need for the introduction
of agentic security.

Overall, agentic security is neither about the humanitarian challenges of
certain regions or violent regimes that require the protection of vulnerable
groups, as in the case of human security, nor about challenges to group
identities, coming, for example, from migration or globalization, as in the case
of societal security. It is, from the EU’s perspective, about antagonistic
human-machine interaction, where Al is viewed as Other, due to the potential
harm to human agency and concerns about maintaining human control and
decision-making power. The key issue here relies on the distinction between
humans and Al, based on anthropocentric assumptions that humans should
remain in a hierarchical position as superiors, while Al needs to stay
subordinated.

The relevance of agentic security, filled with various Al imaginaries,
ranging from automation to autonomy, highlights contradictions in the EU’s
position. While the EU is hesitant to embrace the ontological shift towards
distributed agency, it also acknowledges that human hierarchy and agency
may be challenged by Al, especially with growing concerns about Al’s
autonomy and the potential loss of control. Therefore, by emphasizing the
importance of human agency, this concept highlights the instability of these
distinctions and reiterates evolving concerns.

Conclusion

This chapter demonstrated that conditions of possibility for harm involve a
broad spectrum of concerns, from intrusion into private lives, to different
forms of discrimination and biases, increased disinformation, and weakened
democratic societies. Even though the list seems endless, the examples
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discussed demonstrate that the focus is on Al and uses of Al, which
undermine efforts to build liberal, democratic and inclusive European
societies by targeting individual freedoms, vulnerable and minority groups, or
democratic societal cohesion as such.

There is a clear link with both referent objects of fundamental rights and
a democratic political system, while Al and AI’s uses are presented as
contradicting democratic foundations. While the challenges identified may not
be entirely new in themselves, their articulation in the context of Al reflects a
perception of technology as a distinct phenomenon. This perception prompts
areconsideration of existing concerns — such as data exploitation, surveillance
— by framing them within a technological landscape that amplifies their
potential (negative) impact and complexity.

By merging the present and future through stages of automation,
autonomous or autonomy, and different levels of concerns, from individual to
humanity, the EU develops its security understanding by establishing and
defining AI as Other. In a contrast with the initial focus on technical
characteristics in defining Al, the emphasis remains on technology as an
enabler of intrusion and discrimination or detachment from human control.
Therefore, conditions of possibility for harm are driven by political
imagination, which merges different forms of using Al, and reiterates the
urgency to address these challenges.

Compared to securitization, where threats are immediate and need to be
confronted, the conditions of possibility for harm rely on the remaining
uncertainty of how technology may (or may not) develop and be used, and
what potential harm it might create. Therefore, human-machine interaction
highlights the undefined future, where the construction of security knowledge
becomes a way to set boundaries, while the conditions of possibility for harm
cannot be fully verified and remain a possibility. This means that even if the
EU’s Al strategic discourse refers to fundamental rights as a block, Al and
related imaginaries also construct how “European values” are shaped and
prioritized (Niklas and Dencik 2021, 22-23). For example, concerns about
intrusion into private lives, discrimination, disinformation, surveillance and
even human agency also affect the way human rights and democracy are
understood and interpreted in the context of emerging technologies.

Lastly, the concept of agentic security introduced here demonstrates how
the EU constructs this security dimension, focused on the protection of human
agency. This notion involves maintaining control, ensuring decision-making
capacity, and establishing a hierarchy that subordinates technology, all of
which are seen as inherent to human exclusivity and as a privileged position
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in antagonistic human-machine interaction. This approach to security is based
on Al as the Other, where concerns about the distribution of agency —
specifically, the potential for Al to assume human capacities — are viewed as
the main challenges.

In this context, agentic becomes the core element, highlighting the
importance of human agency, while security refers to the established
boundaries between humans and Al. As a result, agentic security aims to
safeguard both referent objects that are foundational to the EU itself, namely,
the protection of fundamental rights, and representative democracy, as
outlined in the Treaties (Eur-lex.europa.cu 2012b).

5.4. Normative and institutional governance programme

The previous two chapters focused on the question of what: what constitutes
a referent object, and what the conditions of possibility for harm are. This
chapter moves to the question of sow: how the EU proposes to address
identified Al-related security, and, following the HLEG, to “adopt adequate
measures to mitigate these risks when appropriate, and proportionately to the
magnitude of the risk” (Op.europa.eu 2019). It focuses on analysing an
introduced governance programme, by asking how the EU aims to manage
risks: what policy measures are proposed and characterized, and how a
governance programme is legitimized in the EU’s Al strategic discourse. As
has already been mentioned, the logic of risk does not require extraordinary
measures, but it is more oriented towards a long-term policy that addresses
and mitigates perceived concerns. It also relates to the concept of governance
(established structures, norms, rules and institutional rationalizations),
suggesting a spectrum of measures that can be involved under the name of
governance.

The analysis demonstrates that the EU combines multiple types of
measures: normative principles of human-in-the-loop and human centrism,
and regulation, as insurance that the development and uses of Al remain under
human supervision and needs. Section 5.4.1. shows that both principles
address agentic security, aiming to prevent Al from intruding on human
agency or detaching from human control. In addition, regulation, as discussed
in Section 5.4.2., becomes a part of normative measures, by putting suggested
principles in legally binding rules. Thus, these measures are not only about
long-term mitigation, but aim to proactively steer future Al developments to
increase their adherence with the EU’s approach.
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The second type of measure is more focused assessments and an
institutional ecosystem which are supposed to practically implement the
normative principles and regulation. Section 5.4.3. demonstrates that
debatable and complex questions, such as the decision on the level of risk, are
delegated to different institutions or external expertise, to make policy claims
assessable, explainable and transparent. The EU grounds these measures on
its experience of other policies, and claims their relevance as being impartial
and evidence-based, rather than political.

Based on the identified governance programme, Section 5.4.4. suggests
the notion of technocratization, which specifies the standardization of policy
measures, reliance on expertise, and dispersed responsibilities between
administrators and external stakeholders, for implementing the policy. By
proposing this conceptualization, I reiterate the shift from securitization and
high politics towards riskification and normalized routine, because agentic
security is to be ensured through technocratized governance rather than
extraordinary measures. What is specific to the case of Al is that
technocratization also reflects the EU’s tendency to mirror the chosen way to
define Al through technical terms, and focus on scientific knowledge as
providing guidance in the face of uncertainty.

5.4.1. Human-in-the-loop and human centrism

The normative elements of the governance programme relies mainly on two
principles, human-in-the-loop and human centrism, which prioritize both
referent objects and set expectations for future human-machine interaction.
They demonstrate a direct link with agentic security, because of the remaining
focus towards humans and the human role in relation to Al It is important to
specify the difference between them. A representative from the EC provided
the most concrete distinction:

“human-centric goes back to what I said about technology to serve people and
not the other way around. So that would just mean that we use Al in a way
that improves our society, improves our lives. The human-in-the-loop is more
sort of a safeguard in the system itself, to be sure that the outcome is human-
centric. Just the difference that the outcome should be human-centric
technology. The human-in-the-loop is one of these mitigation steps.”

Documents suggest similar interpretations. Human-in-the-loop is
introduced as a principle of human oversight, meaning that humans control
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Al. For example, Representative 2 from the HLEG argued that “the
requirements of human oversight and control are the means to mitigate the
risks of threatening human autonomy. For autonomous or semi-autonomous
systems, it is very clearly assigning accountability and responsibility to the
human.” The HLEG suggests that “human oversight helps ensure that an Al
system does not undermine human autonomy or cause other adverse effects.
Oversight may be achieved through governance mechanisms such as human-
in-the-loop” (Op.europa.eu 2019). This principle also refers to “the capability
for human intervention in every decision cycle of the system” (Digital-
strategy.ec.europa.cu 2020), and, according to the EP, “establish adequate
safeguards, including design systems with human-in-the-loop control and
review process” (Europarl.europa.eu 2020b). Governance, intervention,
control or review: all indicate a proactively established complex process
attached to human oversight as a solution that reduces Al-related risks.

The human role in decision making is articulated as a key element in
ensuring the human-in-the-loop principle. For example, the EP claims:

“it is of the opinion that any decision taken by Al, robotics or related
technologies within the framework of prerogatives of public power should be
subject to meaningful human intervention and due process, especially
following the assessment of those technologies as high-risk”
(Europarl.europa.eu 2020a).

Representative 1 from the HLEG claimed that “we were concerned that you
know [...] basically not having human in the decision-making process will
actually threaten, you know, a human”; while Representative 2 from the
HLEG pointed out: “we have to make sure that no application is threatening
human rights. We do not want to have that.” The EP similarly suggested that
“it is always up to a human to decide whether these decisions can be made
automatically, without further control, or if human intervention is needed”
(Europarl.europa.eu 2018b); while the Al Act claims that “high risk Al
systems shall be designed and developed in such a way [...] that they can be
effectively overseen by natural persons” (Eur-lex.europa.ecu 2024).

These varying articulations share similar points, by reiterating that
human-in-the-loop is about controlling technology and maintaining a
hierarchy towards Al. References to human oversight, intervention, control,
review processes, appropriate involvement and meaningful action show that
the EU searches for appropriate forms of Al control, while governing agentic
security. The point of the EP that there is a need to have “stop buttons for
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human intervention to safely and efficiently halt automated activities at any
moment and ensure a human-in-the-loop approach” (Europarl.europa.cu
2022a) illustrates that the human is also closely attached to responsibility, as
inherited in human agency. While Al is Othered, the reference to stop buttons
suggests that human involvement is expected to be inscribed in human-
machine interaction.

The importance of the human-in-the-loop brings us back to Section 1.3.,
where the same principle has been discussed in military terms. In that context,
maintained human control and responsibility are put as a life-death situation
on the battlefield, leading to continuous debates on how to ensure human-in-
the-loop in a meaningful way. Even though the EU does not discuss human-
in-the-loop in military terms, the same connotations and dilemmas are present.
For example, Representative 2 from the EU Council stressed this, by arguing
that there “also needs to be some sort of human-in-the-loop to make sure that
there is not only automated decision-making, but also human that needs to do
the checks and balances.” A representative from the EC also stressed that
“human agency comes in to supervize the system and to correct it, in case of
mistake.” Therefore, this conversation about the human role supports the idea
that agentic security extends beyond mere single market regulation, and raises
foundational concerns about human-machine interaction, which appear
central regardless of the policy domain. The focus on human agency once
again reiterates that the human is expected to dominate over Al, while control
and supervision is exercized by the agency as such.

When it comes to human centrism, this principle is defined as “a central
but multivocal concept that is mainly used to bundle together a set of ethical
and human rights principles” (Sigfrids et al. 2023, 3). Unlike human-in-the-
loop, which focuses on direct human involvement, human centrism
emphasizes outcomes in a rather ambiguous way, promising that human-
machine interaction will be more human-centred (Floridi 2021). For example,
the Commission President Ursula von der Leyen suggested that “Al must
serve people and, therefore, must always comply with people’s rights. This is
why we are promoting a responsible, human-centric approach to Artificial
Intelligence” (Ec.europa.eu 2020). The similar point by the EC that
“development, deployment and use should always be at the service of human
beings and never the other way round” (Europarl.europa.eu 2020a) implies
that Al must remain subordinate and oriented towards human needs,
representing the embodiment of rights and democratic ideals.
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Such expectations are detailed by suggesting that should be
understandable to humans and in line with human rights. For example, the
HLEG defines it as a way

“to ensure that human values are central to the way in which Al systems are
developed, deployed, used and monitored, by ensuring respect for
fundamental rights [...] all of which are united by reference to a common
foundation rooted in respect for human dignity, in which the human being
enjoys a unique and inalienable moral status” (Op.europa.eu 2019).

Other institutions articulate similar elements. The EC claims that “by striving
towards human-centric Al based on trust, we safeguard the respect for our
core societal values and carve out a distinctive trademark for Europe and its
industry as a leader in cutting-edge Al that can be trusted throughout the
world” (Digital-strategy.ec.europa.eu 2019a); and that “a human-centric
approach to development and use, the protection of EU values and
fundamental rights [...] are among key principles that guide the European
approach” (Eur-lex.europa.eu 2021b). References to societal and EU values,
fundamental rights, human dignity and moral status once again reiterate the
contrast between human and Al as a divergence between embodied human
ethics and disembodied Al

Consequently, this concept emerges as foundational but somewhat
abstract: what are the ways to measure if Al is human-centric enough, how
does the level of human centrism relate to different levels of risks? In public
policy and ethics debates, human centrism has received comments as
providing limited guidance to regulate Al, or even masking diverging
positions on exact meanings and challenges to adapt it to new rules (Ebers
2020; Rességuier and Rodrigues 2020; Smuha 2019; Schopmans and Cupac
2021). At the same time, the human role and decision-making in relation to
technology is not questioned, but presented as an undeniable virtue to contain
Al as Other, without assuming that what humans do is not necessarily meant
only for human benefit. Such a framing of human centrism concentrating on
technological wrongdoings overlooks the more critical point that issues of bias
or discrimination are not just technological, but have historical, political and
power aspects inscribed by humans while developing and using technology
(Ulnicane and Aden 2023).

Even suggesting normative guidelines to ensure agentic security, this
principle does not explain itself beyond the idea of people first as a response
to an antagonistic Other. It is formulated as something evident: if there are
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concerns related to human agency, then technology needs to be developed and
used in a human-oriented way without a reflection of limitations. For example,
existing evidence suggests that, even though these practices are put as high
risk and remain controversial, the EU supports financially diverse Al-driven
applications for border management and control which aimed to collect
biometric data, detect emotion, and conduct migrant risk assessment
(Desmarais 2025). Then the question is: to what extent are these evolving
practices human-centric, or to whom are these requirements applied? In short,
the Self is not scrutinized because of perceived concerns of the Other-Al, or
those who develop and use it require to be closely examined, limited and
subordinated. This tendency indicates an urgency, where Al is considered as
already present and challenging human agency, in the worry that future
developments and uses will outpace the capacity of policy-makers and the
public to grasp these implications (Suchman 2023).

In this light, both human-in-the-loop and human centrism are closely
related to agentic security, as they both refer to the need for human
supervision, maintained control, and orientation towards human good. These
principles as response measures to agentic security come as a promise and
insurance that Al will not undermine human agency, and will not be
compatible with fundamental rights and democracy. At the same time, both
human centrism and previously discussed human-in-the-loop remain
normative principles as guidelines and expectations defining the EU’s
priorities and aiming to steer future Al developments and uses in the preferred
and corresponding ways. They continuously reinforce the antagonism
between the Self and the Other, necessitating mechanisms, such as stop
buttons, to maintain the existing human dominant order, while the human role
in fostering Al-driven issues is not scrutinized.

5.4.2. Regulation

Regulation becomes an embodiment of the EU’s approach towards Al,
materialising in legally binding rules. The EC defines regulation as a way “to
create framework that shape the context, allowing lively, dynamic and vivid
ecosystems to develop” (Eur-lex.europa.eu 2020a), and “whereas European
citizens could benefit from an appropriate, effective, transparent and coherent
regulatory approach at Union level” (Europarl.europa.eu 2021b). The EP also
suggests that regulation is expected to set “common European standards for
European citizens and businesses to ensure the consistency of rights and legal
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certainty” (Europarl.europa.eu 2020c¢). Therefore, it sets the tone, inscribing
references to both fundamental rights and a democratic political system.

The need for regulation is also based on urgency, while the status quo is
presented as missing and lacking a response towards perceived concerns. The
EP claims that “current regulatory frameworks, both on EU and Member State
level, are too fragmented, too ponderous and do not provide for legal
certainty” (Europarl.europa.ecu 2022a); while a representative from the EP
suggested that “at the moment, there is nothing. So, my point is that it will
work only if we have standards very quickly.” Having standards and
regulation is in line with the already-discussed tendencies of the EU adopting
diverse rules on different matters and becoming one of the cornerstones of the
governance programme, confirming the EU’s reputation as a regulatory
power.

The Al Act is a way “to ensure a consistent and high level of protection
of public interests as regards health, safety and fundamental rights, common
normative standards for all high-risk Al systems should be established” (Eur-
lex.europa.cu 2024). References to appropriate, effective, transparent and
coherent regulation, certainty and consistency, and European standards,
demonstrate that regulation is presented as the antipode of uncertainty and
future unknowns. Like the described normative principles, regulation then
gives a promise and reassurance from the EU to mitigate that challenging
complexity and address conditions of possibility for harm, even if the
likelihood of potential harm is unclear. Compared to extraordinary measures
as an exception, regulation comes as a structured framework, established
control and guidance, which are constant and long-term.

Chapter 4 has already demonstrated that different regulations are the
EU’s modus operandi, from the famous GDPR to more recently adopted
regulations, such as DMA and DSA. The same logic is also proposed here, as,
for example, Representative 2 from the HLEG claimed that “we are the first
European region, the first large market that introduces such a comprehensive
regulatory law.” In this case, at least four interviewees directly mentioned the
“Brussels effect” as a self-evident characteristic and reasoning for the
regulation. For example, Representative 1 from the EU Council mentioned
that “the EU as such can promote this Brussels effect”; Representative 2 from
the EU Council argued for EU action, “that is why we need to move fast. And
we still have the Brussels effect”; a representative from the EC referred to the
pathway of “this famous Brussels effect, which started with the GDPR”; and
Representative 1 from the HLEG explained that “we tried to do the Brussels
effect.” This elevation of the EU’s regulatory influence positions regulation
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as a central element of a governance programme, reproduced across multiple
policy initiatives. Expectations to replicate the “Brussels effect” in the case of
Al also suggest that regulation and established rules represent the European
way of addressing security concerns in the digital domain.

At the same time, expectations that regulation is a guardian of rights and
democratic values could be challenged by controversy inscribed in the Al Act.
For example, it states that “the use of ‘real time’ remote biometric
identification systems” is prohibited. However, it gives exemptions that, in the
name of “a substantial public interest”, such systems can be used for “the
search for potential victims of crime, including missing children; certain
threats to the life or physical safety of natural persons or of a terrorist attack”
(Eur-lex.europa.eu 2021c). This example demonstrates that the declared
normative expectations and a concentration on fundamental rights are not
absolute.

Such an exception received external criticism for being inconsistent with
advocating for rights and leaving room for potential violations. For example,
Amnesty International responded to such a decision by stating that the EU
“chose to prioritize the interest of industry and law enforcement agencies over
protecting people and their human rights” (Amnesty.org 2024). This case
illustrates that moving from ambiguous normative principles to concrete
provisions and their implementation, the regulation itself remains subject to
controversy.

From the ways it is introduced, regulation should not be seen only as a
legislative process, but a manifestation of the EU’s chosen direction, which,
according to Anu Bradford (2023, 362), could be summarized as “rights-
driven.” References to fundamental rights, safety, protection, and mitigation
of'risks, demonstrate that regulation should be protective and oriented towards
the advantage of human democracy, and reinstate the EU’s reputation as a
creator of norms and rules in uncharted waters.

Regulation is not merely about protection, but also involves a desired
power position: to be the first to reproduce GDPR success, to export rules
where rights and democracy serve as legitimizing tools and expectations to
influence others. According to the EP, the EU’s own “regulatory framework
in the field of AI will have the potential to become a legislative benchmark at
international level” (Europarl.europa.eu 2020b). Therefore, this power
element involves a form of control not only towards Al, but also control of
others who are required to comply or follow the set directions for developing
and using Al in the future. By expecting that “any future regulation should
follow”, the EU signals that the previously discussed hierarchy involves not
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just relations between humans and Al in human-machine interaction, but also
the EU’s positionality towards others, which are expected to oblige.

5.4.3. Assessments and an institutional ecosystem

In this section, I move to assessments and an institutional ecosystem as they
are both expected to tramslate normative principles, regulation and overall
approach towards Al into something procedural, defined, measured, decided
and managed. As a representative from the EDA claimed, “risk analysis is
always part of every work that we are doing, and it makes sense that we need
to assess the risks for any new technology.”

An assessment is about analysis and compliance with established rules,
criteria, and the process of identifying and evaluating potential risks
associated with Al. For example, the Al Act talks about a conformity
assessment which is based on the process of verifying that an Al-driven
product or service meets specific requirements and criteria before it is placed
on the market: “high-risk Al systems must be assessed for conformity with
these requirements before being placed on the market or put into service”
(Eur-lex.europa.eu 2024). The EP also refers to “the assessment by the
Commission of whether an Al system posing a high-risk should start at the
same time as the product safety assessment” (Europarl.europa.eu 2020c).
Therefore, the governance programme includes different forms of assessment
which create different responsibilities and purposes.

In the case of risk assessment, for example, the Al Act suggests that it
“shall be established, implemented, documented, and maintained in relation
to high-risk Al systems” and “would require a full, effective and properly
documented ex ante compliance with all requirements of the regulation and
compliance with robust quality and risk management systems” (Eur-
lex.europa.eu 2024). The EP suggests that “obligatory ex ante risk self-
assessments [ ...] seem to be a sufficiently robust governance approach for AI”
(Europarl.europa.eu 2022a), and that “the determination of whether artificial
intelligence should be considered high-risk [...] should always follow from an
impartial, regulated and external ex-ante assessment based on concrete and
defined criteria” (Europarl.europa.eu 2020a).

An assessment is also put as an obligation to others, as the EC claims, “to
assess and mitigate the risks their models entail, comply with some design,
information and environmental requirements and register such models in an
EU database” (Europarl.europa.cu 2023c¢), and that the Member States are
urged to “assess the risks related to Al-driven technologies before automating
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activities connected with the exercise of state authority” (Europarl.europa.cu
2021Db). In short, these articulations do not define assessments in terms of their
implementation, but outline their purposes, which are oriented towards
making an informed decision about a level of risk.

The answer of how assessments are supposed to provide that knowledge
remains rather abstract. The EP refers to a “robust risk assessment”
(Europarl.europa.eu 2017), while the HLEG, in its Ethics Guidelines, stresses
that risk assessment should help to “minimize negative impact” (Op.europa.eu
2019). For example, the HLEG in the document entitled “The Assessment List
for Trustworthy Artificial Intelligence for Self-Assessment”, released in 2020,
lists seven requirements which are explained as ways to operationalize and
decide on risks, as well as their management through the assessing process.
The requirements are based on these broad directions: human agency and
oversight, technical robustness and safety, privacy and data governance,
transparency, diversity, non-discrimination and fairness, societal and
environmental well-being, and accountability (Digital-strategy.ec.europa.eu
2020). However, each requirement seems to be similarly normative, and
requires further operationalization of how they translate in assessing Al-
related risks and the level of riskiness.

The same impression comes from another document released by the
HLEG entitled “Sectoral Considerations on the Policy Investment
Recommendations for Trustworthy Artificial Intelligence”, which provides
guidelines for assessing risks depending on where Al might be used, and what
issues might be caused. For example, the public sector is advised that “civil
servants should be increasingly acquainted with the ethical, legal, social and
economic impact of Al while remaining wary of potential adverse impacts on
fundamental rights, democracy and the rule of law” (Op.europa.cu 2020). The
General-Purpose Al Code of Practice, a guiding document for providers of
general-purpose Al models to comply with the Al Act, was also developed
together with “independent experts”, consisting of 1,000 stakeholders. Its
purpose is to “clearly point out the obligations” (Digital-strategy.ec.europa.eu
2024b) reiterating the argument that the governance programme is driven by
endeavours to establish the assessable and competence-based process of
policy implementation. Thus, continuous references to rights, democracy,
transparency and other values reinforce the importance of assessment in
making judgments and decisions in addressing agentic security.

This point demonstrates that knowledge about the implementation of
assessments remains limited in the same way as established risk categories,
and their distinctions are based on imaginaries and political considerations of
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Al For example, Representative 2 from the EU Council revealed that “we are
still discussing how it will turn out to have the oversight and how it is applied.”
Examples from other policies applying risk assessment suggest that the
exercise of assessment is more important than operationalization or
clarification, because its use supports the EU’s point of grounding the policy
on scientific and expert evidence. For instance, in the case of health risk
assessment, the EC explains it as a way to assess the magnitude of risks and
determine possible options for a response, mobilising expertise to provide
robust scientific advice to feed into coordinating the response
(Health.ec.europa.eu 2025). The European Environment Agency suggests that
the European climate risk assessment is about identifying the environmental,
social and economic conditions that are most relevant for specific climate
risks, including those that require consideration for adaptation policies
(Eea.europa.cu 2024).

These tendencies reveal a paradox: political matters and normative
principles, such as fundamental rights, democracy and human centrism, are
supposed to be transformed into technocratic ways and operationalization
allowing us to assess them in terms of risk. For example, the EC claims that
“potential negative impacts of Al systems should be identified, assessed,
documented and minimized. These assessments should be proportionate to the
extent of the risks that the Al systems pose” (Digital-strategy.ec.europa.eu
2019a). However, the importance of different assessments reappears as a
policy measure in the same words as normative principles. This tendency
suggests that instead of measurable, quantified or objective criteria
representing the proposed technocratic nature of assessments, they remain
grounded on political imaginaries of Al

A proposed institutional ecosystem comes together with assessments
because it also contains expectations to clarify, evaluate and manage the key
elements of the emerging EU Al policy. The institutional ecosystem is
supposed to consist of three interrelated forms of institution: specifically
dedicated national authorities in each Member State, an EU-level coordinating
body, and diverse independent platforms which include different stakeholders.
Beyond these official institutions, the EC also claims ambitions to set up
networks of Al research excellence centres focusing on “explainability and
advanced human-machine interaction”, and digital innovation hubs to focus
on “Al in manufacturing and on big data” (Digital-strategy.ec.europa.cu
2019a).

At the beginning of 2024, the EC already established the Al Office as an
EU-level coordinating body of which the mission is to “support the
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development and use of trustworthy Al, while protecting against Al risks”
(Digital-strategy.ec.europa.eu, n.d.-c). However, it has already received
different reactions. For example, Representative 2 from the EU Council
claimed that “so there will be an Al board or an Al office and how will that
work together? And what kind of formulas do we want? So, we need to see in
practice, what will be the exact problem.” Publicly, the Al Office has been
criticized for being integrated into the EC rather than a separate independent
agency, and received calls for clarification in choosing its leadership and
transparency (Gkritsi 2024).

The documents outline that the institutional ecosystem is supposed to be
a guard of established rules and obligations. For example, the HLEG
discussed the need to

“institutionalize a dialogue on Al policy with affected stakeholders to define
red lines and discuss Al applications that may risk generating unacceptable
harms, including applications that should be prohibited and/or tightly
regulated in specific situations where the risk is for people’s rights and
freedoms” (Digital-strategy.ec.europa.eu 2019b).

The EP refers to responsibilities which also become dedicated to institutions,
such as national supervisory authorities “for ensuring, assessing, and
monitoring compliance with legal obligations and ethical principles”, or “an
independent administrative authority to act as a supervisory authority”
(Europarl.europa.eu 2020a).

References to red lines, compliance with obligations and ethical
principles, independent providers and authority, demonstrate that their main
role is institutionalized control. At the same time, independent bodies signal
endeavours to eliminate the political dimension and present institutions as
being predominantly expert-based, as the Al Act describes, “to exercise
enhanced oversight over those Al systems posing high risks to fundamental
rights” (Eur-lex.europa.eu 2024).

This reliance on institutions is not specific to the case of Al. The EU has
been establishing different instruments and bodies assigned with the task of
implementing newly developed policies. For example, the European Climate
Law established the European Scientific Advisory Board on Climate Change
to provide independent scientific advice. It also assigned the European
Environment Agency responsibility for producing regular reports, such as the
European Climate Risk Assessment, which is considered an “independent
scientific report” (Climate.ec.europa.eu, n.d.). Additionally, Member States
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were required to submit national energy and climate plans to trace progress.
Similarly, the European Space Programme demonstrates how multiple
institutions were established to support a policy framework. This includes the
EU Agency for the Space Programme, the European Space Agency, the EU
Satellite Centre, and the EU Space Support Office. Each of these entities has
been tasked with different responsibilities, ranging from security to business
engagement and research. Collectively, they illustrate how institutions
become integral to governance, taking on key roles in policy implementation.

What is important in the case of the emerging EU Al policy is that existing
institutional formats are not so different from other policies. The EU does not
seem to be searching for new forms of response to articulated concerns,
uncertainty and complexity. Addressing security is delegated to the routine
mechanism between institutions and advisory boards, and responsibilities
distributed between them, which are adopted to a specific issue.

As has been discussed, the risk-based approach and categories of risk are
relational, and could be further contested on their grounds and the perception
of potential harm. In this case, institutions, together with other policy
measures, are tasked with solving the political debate and turning into
something based on scientific evidence. In addition to this, through practices
of assessing, regulating, clarifying, monitoring and notifying, the EU can
claim action towards identified issues, and legitimize its own positionality of
being the first to regulate and set standards on how Al can be governed.

5.4.4. Technocratization

The proposed framework for the governance programme, which includes the
introduced policy measures, demonstrates that the EU frames its security
response not through extraordinary measures, but as a technocratized
governance plan addressing identified risks and conditions of possibility for
harm. This approach suggests a deliberate strategy to enhance security related
to AL I propose that the concept of technocratization defines this response.
By technocratization, I refer to a chosen mode of initiating and shaping
the governance programme, one that frames governance as a matter of
technical management rather than political deliberation. It establishes an
implementation logic grounded in expertise and rationalized authority,
offering both justification and structure for how, from the EU’s perspective,
governance should proceed. For example, the analysis on the issue of
migration across the Mediterranean demonstrated that the management of
security went through specific governing techniques and routines “despite
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public skirmishes at the political level” (Hegemann and Schneckener 2019,
136).

This analysis suggests that the EU reproduces the same logic for the
emerging EU Al policy as well, proving that the perceived transformation by
technologies and digitalization does not lead to new models of governing
them, but recycles existing frameworks. Technocratization could be
characterized by these points:

e First, the governance programme is grounded in the standardization of
how risk-focused issues are addressed. The EU reproduces policy
measures such as regulation, various forms of assessments and
institutions, noticeable in other policy domains such as climate and
migration. These are adapted to the emerging EU Al policy, claiming
efficiency and control, formalized through already-established
mechanisms. Then the policy, in turn, reinforces this strategy by becoming
another example where the EU applies its established governance logic,
further consolidating a technocratic approach across different policy
fields.

e Second, the EU emphasizes the authority of expertise, presenting
scientific knowledge as neutral and objective. This point is evident in the
introduction of assessments and the institutional ecosystem, where
references to scientific proof or independent authority become
unquestionable characteristics of these policy measures. Therefore,
arguing that the governance programme is expert-driven presumes its
legitimization, and treats expertise as a built-in guarantee of quality and
impartiality, rather than as a contestable element.

e Third, responsibility is delegated to administrators or private actors, such
as in the conduct of conformity assessments, even when the decisions
involve politically contested issues, like the level of risk. This delegation
reframes political questions as technical matters, dispersing responsibility
across established institutions at both EU and national levels, as well as
among external stakeholders such as Al developers. As a result,
opportunities for public scrutiny and debate are sidelined, embedding
implementation in adapted procedural and institutional routines, and
reinforcing a depoliticized mode of governance.

Taken together, these characteristics connect with wider discussions
around the EU’s way to frame the governance programme and its
implementation, which help illuminate their significance and implications.
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The first characteristic related to standardization suggests that
technocratization is a common approach used by the EU to address various
issues through established and recognized policy measures, such as regulation.
However, this analysis reveals that technocratization also applies to security,
a perspective that is not usually considered in the formulation of security
policies.

I argue that technocratization is a deliberate choice by the EU and is one
of the methods it employs to deal with concerns that have been the subject of
criticism for an extended period (Juncos 2017). While it can be argued that
technocratization is typical of the EU, this position can be challenged by
examples illustrating that the EU has also engaged in securitizing various
issues to “marshal its authority and its resources to act” (Sperling and Webber
2019, 254). For example, analyses reveal that the EU has securitized
cyberterrorism, defining its role within a threat environment (Baker-Beall and
Mott 2022). Similar trends have been observed in the securitization of
migration (Fakhoury 2016) and organized crime, which has been framed as an
increasingly dangerous enemy (Carrapico 2014). These examples, which
extend beyond conventional security issues, demonstrate that the EU employs
different strategies and is not hesitant to articulate threats and pursue
extraordinary measures. Consequently, in the context of Al-related security,
technocratization suggests that the EU seeks to address security, framed
through risks, by utilizing measures traditionally reserved for non-security
policies.

The second point of the importance of expertise and scientific knowledge
manifests in the already noticeable extensive number of expert-driven
formats. For example, the EC has established a platform called
Knwoledge4Policy, which is supposed to “bridge the science-policy gap by
bringing together for policy from scientists across Europe, fo policymakers
across Europe” (knowledgedpolicy.ec.europa.eu, n.d.). In 2023, the
Directorate General for Research and Innovation released its report entitled
“Futures of Science for Policy in Europe: Scenarios and Policy Implications”,
focused on “the dynamic interplay between science and policy” (Research-
and-innovation.ec.europa.cu 2023).

In the field of security, at least several expert-based formats were initiated
by the EC: the Group of Personalities on Security Research (2004), the
Community for European Research and Innovation for Security (2014), and
the Horizon 2020 Protection and Security Advisory Group (2014). These
formats demonstrate that reliance on expertise, even in the field of security, is
expected to yield uncontested, rational solutions. At the same time, this
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tendency can also be understood as a response to uncertainty, where scientific
knowledge and expert judgment are mobilized to provide guidance in a
context where the implications of Al remain largely unclear.

The third characteristic suggests that Al-related security should be viewed
as an issue that can be managed through dispersed responsibilities. This
approach contrasts again with the strategy of securitization, which leads to
political mobilization and immediacy. In this context, the distribution of
responsibilities implies that the reassurance of uncertainty rests in the hands
of experts. These experts are expected to make informed decisions and
translate them into probabilistic assessments, a practice already employed
across various policies and domains, such as climate, food, and product safety
(Balzacq et al. 2010). This distribution, even if argued as a positive
involvement of diverse representatives, emphasizes a critical shift in how
security should be managed: not as a contentious issue of high politics, but
rather as a routine process overseen by administrators and stakeholders.

Technocratization can be understood not only through its reliance on risk-
based frameworks and the reproduction of existing policy measures, but also
through its efforts to internationalize this mechanism. By framing the
governance as technocratized rather than politically contested, the EU
positions its security response as universally applicable. This approach
reflects a strategic attempt to make the EU’s proposed model acceptable and
agreeable beyond its borders, thereby reducing friction in global negotiations.
Unlike  securitization, which thrives on political contestation,
technocratization aims to avoid such tensions — especially internationally,
where ideological divisions and state-centric rivalries could impede
consensus. In this way, the technocratized governance programme serves not
only to mitigate risks and guide Al developments in preferred directions, but
also to export a model of Al-related security governance that bypasses
confrontation in favour of rules-based cooperation.

Overall, technocratization refers to the process by which the EU’s security
response is developed. Unlike securitization, which involves implementing
extraordinary measures in response to immediate threats, technocratization
focuses on addressing risks through the governance programme. This
approach suggests that security can be improved through policy measures,
detached from politically expressed urgency.

This tendency aligns with current analyses of riskification, which indicate
that the consideration of risk often leads to technocratic responses. These
responses are based on the assumption that issues can be managed using
existing risk frameworks and traditional risk instruments, such as risk-based
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approaches or risk assessments (Barquet et al. 2024). Consequently, the EU’s
proposed measures for regulation, assessments, and various institutional
formats to implement the policy and normative principles align with the
overall process of riskification.

The role of technocratization demonstrates that riskification not only
reveals how risks are constructed but also serves as a mechanism for
responding to them. By perpetuating the idea of Al through its technical
characteristics and asserting efforts to balance regulation with innovation, the
EU reflects this approach to technology within its governance programme.

Conclusion

This chapter has shown that the logic of the governance programme is based
on the assumption that it is possible to establish a routine process to target
spaces, populations and activities considered most risky (Goede 2012). The
proposed policy measures have appeared to meet typical elements of
governance: principles of human-in-the-loop and human centrism come as
expected norms and ideals that ground the proposed regulation; regulation is
supposed to establish the process of a legally binding mechanism that frames
decision making; and both the assessments and the institutional ecosystem it
includes are about the implementation and rationalization of the remaining
ambiguity of risk categories, normative principles and regulation. Compared
to securitization, these measures refer to long-term risk mitigation and
management, rather than the need for immediate extraordinary measures.

Being a response to risk and the conditions of possibility for harm, the
policy measures are directly connected with agentic security and its core
elements: maintaining human oversight through the human-in-the-loop
principle; steering Al in preferred directions via human centrism; ensuring
compliance with rights and democracy-oriented rules through regulation; and
enabling enforcement and control through assessments and the broader
institutional ecosystem. Therefore, in the context of riskification, the EU
makes security as a routine procedural matter. This approach is facilitated by
employing standard risk management tools, such as assessments, and
following technocratic governance practices. This shift can be discussed for
two key reasons: first, the uncertainty and unknowns associated with Al
require expertise and clarification to guide decision-making; second, the EU’s
political motivations lead to a reluctance to securitize Al, as that might create
divisions.
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Compared to other actors, the EU’s emphasis on human centrism, ethics
and human oversight as key principles of Al governance aligns with similar
proposals from others. However, as Section 4.3. has shown, these principles,
while widely promoted, are open to interpretation: what is considered ethical
by China, the USA or the CoE can lead to vastly different practices. While the
EU follows global trends by employing a similar wording, it distinguishes
itself by translating its principles into legally binding rules and ensuring their
enforcement through discussed policy measures.

At the same time, the EU’s governance programme could be seen not only
as directed towards the mitigation of internal risk but also as an external
dimension, because they involve and create obligations to others, especially
businesses developing Al. While aiming to portray itself as distinct from
others, the EU’s governance programme relies on familiar measures and
visions, such as regulation, that are expected to produce the same “Brussels
effect” in the case of Al

The concept of technocratization refers to a chosen mode of initiating and
shaping the EU’s governance programme, one that responds to Al-related
risks by framing governance as a matter of technical management rather than
political deliberation. It relies on standardized policy measures, the use of
scientific knowledge to justify action, and the delegation of decisions to
technocrats. Within this framework, policy measures are not presented as
politically negotiated or ideologically contested, but as rational, objective and
procedurally neutral responses to risks and conditions of possibility for harm.
This reflects a broader tendency in EU policymaking to reproduce these
measures, now extended to the emerging EU Al policy.

Overall, technocratization reveals the EU’s ambition to craft a globally
relevant, transferable governance model, which mirrors the technical
definition of Al, relies on scientific knowledge to manage uncertainty, and
embeds security in routine everyday practices. In doing so, it masks the
political stakes involved in defining risks, deciding how they should be
governed, and determining what counts as agentic security.

5.5. International engagement

This chapter examines how riskification intertwines with a reflection of the
international landscape and the EU’s participation there. As was mentioned
before, Olaf Corry’s proposed framework does not involve international
engagement as a separate element of riskification. I argue that it requires
attention and further develop the concept of riskification because the debates
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and policy-making on Al are not only about internal policy-making, but also
an internationally contested phenomenon discussed through global risks (as
was already demonstrated in Section 4.3.). Additionally, the international
engagement provides an important perspective on how the EU shapes the
response by internationalizing risks and their governance, alongside efforts to
reaffirm its subjectivity.

The EU’s Al strategic discourse suggests that that the international
dimension is an integral part of thinking about Al and formulating the
emerging Al policy. For example, the Commission President Ursula von der
Leyen claimed that “our Al Act will make a substantial contribution to the
development of global rules and principles for human-centric AI”, and that
“we want Europe to be one of the leading Al continents. And global leadership
is still up for grabs” (Ec.europa.eu 2025). Therefore, international engagement
involves questions of how the EU defines the international Al landscape, what
directions of international engagement are articulated, and what forms of self-
positionality emerge. By proposing empirical evidence, this chapter is also a
conceptual contribution to the process of riskification, because it demonstrates
that different forms of the EU’s international engagement are intertwined with
articulating risks and the overall approach towards Al.

The following analysis demonstrates that the EU claims its ambitions to
be an agenda setter in the international debate to influence Al standards. As
the EP claims, “it is necessary to create a clear and fair international regime
for assigning legal responsibility for adverse consequences produced by these
advanced digital technologies” (Europarl.europa.eu 2021b). Section 5.5.1.
argues that the EU highlights the importance of multilateralism and different
forms of partnership to assert the desired influence. At the same time,
partnership building becomes institutionalized, and reveals the EU’s
hierarchical position towards others. Section 5.5.2. suggests that the EU
perceives the international landscape as competitive, challenging its own
international role. However, despite presenting itself as different to major
powers, the EU aims to participate in the competition, and continues the
debates of how this policy serves the EU’s needs for influence and reinstated
international subjectivity.

Section 5.5.3. introduces the notion of a fortress to describe the EU’s self-
positionality in the emerging EU Al policy. This metaphor refers to a bounded
space defined through established rules and obligations for others to enter it,
reduced intersubjectivity from others, and expectations to persuade others to
accept its approach, in order to create even more secure space. A fortress
signals the EU’s more assertive way of claiming subjectivity by taking a more
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protectionist stance, where technology 1is not only strategically
instrumentalized, as in the case of digital sovereignty, but is the Other that
challenges the EU’s self-protection. This conceptualization highlights how the
EU internationalizes its Al-related risk considerations, embedding its
responses within and in relation to the broader international landscape.

5.5.1. Leadership and multilateralism

The EU formulates ambitions to become an agenda setter for international Al
governance and to achieve this goal through multilateral engagement with
like-minded partners. Representative 2 from the EU Council claimed that “we
want a global partnership on AI”, while a representative from the EC stated
that “we want to promote Al and our capabilities as Europe in AI”. Similar
positions are noticeable in the documents as well. The EC suggests that the
EU “can have a leading role in developing international Al guidelines” and
“contributing to  relevant standardization activities”  (Digital-
strategy.ec.europa.cu 2019a). While the Council Presidency suggests that the
EU is expected to participate “in the global debate on the use of Al with a
view to shaping the international framework™ (Consilium.europa.eu 2022).

Being an agenda setter interrelates with the previously discussed priorities
of the EU in constructing a policy framework. For example, the Council
Conclusions of 2022 and 2023, entitled “EU Digital Diplomacy”, refer to the
need to “actively promote universal human rights and fundamental freedoms,
the rule of law and democratic principles in the digital space and advance a
human-centric and human rights-based approach to digital technologies in
relevant multilateral fora and other platforms” (Consilium.europa.eu 2023).
The EC suggests that “Europe is well positioned to exercise global leadership
in building alliances around shared values and promoting the ethical use of
AI” (Eur-lex.europa.eu 2020d), and “the EU needs to shape international
standards in line with values and interests” (Ec.europa.eu, n.d.-a). Even
though these suggestions do not go into detail, the combination of universal
human rights and a human-centric approach with global leadership, promotion
and the shaping of international standards stress that the EU aims to export its
approach towards Al as universally applicable and suitable to the international
landscape.

Asking how that agenda is supposed to be set, and coalitions established,
multilateralism is reflected as a key framework. Generally, multilateralism
could be defined as a mode of cooperation and interaction which provides
guiding principles on how policy can be constructed among different actors.
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It also refers to the institutionalization of (security) communities by means of
multilateral dialogue and community-building practices, on the basis of
collective normative knowledge (Adler 1997). Then the proposed directions
of the EU’s international engagement suggest that the EU act as a multilateral
actor searching for consensus and common interest (Christou and Simpson
2011).

In this case, the EC states that “the EU’s cooperation with international
bodies has also proved effective in identifying risks and malicious uses
associated with AI” (Eur-lex.europa.eu 2021b), and that “the EU’s approach
will continue to be based on a proactive approach in various international
bodies to build the strongest possible coalition of countries that share the
desire for regulatory guardrails and democratic governance” (Eur-
lex.europa.eu 2021b). The EP stresses that “there is a need for a consistent
cooperation approach at an international level” (Europarl.europa.cu 2020a),
“under the auspices of the United Nations” (Europarl.europa.ecu 2017), and
that the EU “is also working at the multilateral level, including in the Context
of the Council of Europe, to develop common rules [...] based on a high-level
protection of fundamental and procedural rights” (Eur-lex.europa.eu 2020a).
These expectations show that the EU advocates a rules-based and pro-liberal
order, where concerns related to agentic security become an argument to build
coalitions based on the EU’s own preferences.

Another form of multilateralism comes with establishing partnerships and
alliances with like-minded actors which are also expected to follow the EU’s
self-claimed lead. For example, Representative 2 from the EU Council claims
that

“I think, we need to find like-minded and work with them. So that means US,
Canada, Japan, Singapore, those kinds of countries that also want to have a
similar perspective on how we can bring a new world I think, because and sort
of with the human-centric approach as well.”

Representative 2 from the EU Council suggested the same point, that:

“having in mind the economic weight that our like-minded have: the USA,
Canada, Australia, New Zealand, of course, the EU. If we succeed to get India
on board, there is no doubt that the rest of the world where the technologies
are being developed will have to meet those requirements naturally. And at
the same time, it gives us a stronger voice in international organizations that
are setting the standards.”
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In addition, a representative from the EC argued that “the Australians and the
Canadians and the South Koreans and the UK [...] the Americans are pretty
much on the same page [...] we are also promoting this human-centric vision
of technology on a global scale. So, it is not the point erecting a fortress Europe
here.”

These articulations are particularly rich: shaping the international
framework, cooperation with international bodies, exercising global
leadership and consistent cooperation, building alliances and the strongest
possible coalition cooperation at an international level, or developing common
rules, demonstrate that the EU does not explicitly put race or other more
assertive ways of international engagement but remains within the framework
of multilateral engagement. Although ambitions to lead are clearly declared,
they are still put in the language of cooperation, alliances and coalition, an
audience that also needs to accept the EU’s proposed approach towards Al
and Al governance.

The way the EU describes these partnerships and alliances (it wants to
have a similar perspective, like-minded, on the same page) indicate that the
EU mostly refers to the global West and pro-democratic countries, rather than
truly aiming for a universal agreement. For example, a representative from the
EC claimed that “we are not going to agree with China on how to do digital.
It is a lost cause. But we discuss with all the others around us.” Such a focus
on those who agree suggests that despite declarations of cooperation, the EU’s
position towards others is hierarchical. It means that agenda-setting and
partnering goals are possible only in these cases if others accept the EU’s
approach towards Al and follow the same priorities of rights, democratic
freedoms and normative-technocratic Al governance.

In this context, the EU has already been developing and institutionalising
various partnerships: the EU-USA and the EU-India trade and technology
councils, and Japan-EU, Singapore-EU, Korea-EU and Canada-EU digital
partnerships for “fostering a safe, secure digital space and to create a set of
standards that can be used globally” (Digital-strategy.ec.curopa.eu, n.d.-b). In
2021, the EU launched the Global Gateway, aimed at linking digital
development investment in lower-income regions of Africa, Asia and the
Pacific, and Latin America and the Caribbean. This move could also be
interpreted as the EU’s efforts to build multilateral reach-out and expectations
of EU influence in different regions by developing global partnerships. These
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formats relate to both ambitions of leadership but also pro-democratic
alliances, expecting that they will be based on the EU’s terms.

However, the outcomes of these partnerships, beyond the
institutionalization reached, are still to be considered. For example, the results
on Al from the Sixth Ministerial Meeting (April 2024) of the EU-US Trade
and Technology Council suggest a “reaffirmed commitment to a risk-based
approach to Al and support for safe and trustworthy Al technology [...]
announced a new Dialogue between the EU Al Office and the US Al Safety
Institute” (Commission.europa.eu, n.d.-a). One could say that references to a
“risk-based approach” and “trustworthiness” suggest that the EU’s vocabulary
is already embedded in the framework of this format. On the other hand, the
results of this format, a generic declaration of reaffirmed commitment or a
dialogue between Al offices, support the point that both the USA and the EU
remain “increasingly anxious to make strides together” (Scott, Chatterjee and
Volpicelli 2023).

Section 4.3. has demonstrated that most of the actors develop their own
emerging Al policies, with the same ambition to be leaders in the field.
Therefore, the EU is one among others sharing similar vocabularies, but acts
following its own perspective. Then why is the international engagement,
based on agenda setting and multilateral cooperation, so strongly articulated?
One point could relate to agentic security itself. The EU aims to advocate for
the protection of human agency, raising concerns related to conditions of
possibility for harm. Then coalitions that agree on the same issues and the
response can increase the chance that the same principles will be followed, not
only by the EU, but also by other partners, and increase overall security.

On the other hand, such positionality can also be seen as a political reason,
a reaction to criticism received for being a slow and reactive player, which
manifests in declared ambitious efforts at global leadership (Krarup and Horst
2023). For example, Representative 1 from the HLEG mentioned that “if the
global powers will follow the EU approach [...] then I think Europe could see
that they actually lead, you know, with this.” Therefore, this analysis suggests
that the EU’s self-positioning as a leader is not limited to establishing and
proposing pro-democratic Al governance, but also involves endeavours to
receive acknowledgment from others. Again, multilateralism here works to
the extent that others accept the EU’s approach, rather than an interest or
openness to inclusively integrate other proposals.
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5.5.2. International competition

Unlike the EU’s expectations of multilateralism, the international landscape
is perceived as competitive and dominated by major powers. The EC suggests
that “international competition is fiercer than ever” (Digital-
strategy.ec.europa.eu 2018), while the EP refers to international competition
as “strong” (Europarl.europa.eu 2021b). The phrases fiercer than ever and
strong indicate that the EU understands the status quo as being different from
its expectations of cooperation and multilateralism, where its own role is at
stake. As the EP reiterates, “if the EU does not act swiftly and courageously,
it will end up having to follow rules and standards set by others and risks
damaging effects on political stability, social security, fundamental rights,
individual liberties and economic competitiveness” (Europarl.europa.eu
2022a).

In this context, the EU’s self-assessment also evolves. For example, the
EP reports that “the EU currently does not meet any of the preconditions” and
“has not yet met its aspirations” (Europarl.europa.cu 2022a). Additionally,
the EP warns that the EU “has fallen behind in a new ‘winner-takes-most’ or
‘superstar’ economy””. This situation poses a risk that “European values will
be globally replaced” or that the EU might “end up becoming a digital colony
of China, the USA and other states” (Europarl.europa.eu 2022a). A negative
conclusion of the EU’s status in the international competition was also drawn
by Representative 1 from the HLEG, suggesting that “it is Europe that is
lagging behind in terms of making an industrial revolution on growth from
these technologies, we are still dependent on this massive use of tech
developed in the USA and China.”

Even compared to previous proposals for establishing like-minded
partnerships with the USA to “jointly lead the coalition of techno-democracies
challenging digital authoritarian norms and values” (Bradford 2023), both
China and the USA are reflected as competitors, narrowing down the abstract
notion of competition. A representative from the EC stated that “just imagine
now, we did not become strong in Al. And we just rely on what the Americans
and the Chinese are doing.” Therefore, this dynamic is not the EU’s preferred
scenario, but considerations of how the international competition is evolving:
if powers such as the USA and China refuse the European approach towards
Al, ambitions for leadership and agenda-setting in international Al
governance are lost.

The EU’s response to the competition could be seen through two
directions. One relates to reduced interdependence with powers.
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Representative 1 from the EU Council claimed that “it is building, as we call
it, a European fortress that we are independent of anybody anywhere in the
world.” Representative 1 from the HLEG suggested that “Europe has realized
that they have a chance [...] for leading in the digital decade, for digital
sovereignty.” In addition, a representative from the EUISS indicated that
“sovereignty as a term has the beauty of stressing the fact that the EU needs
to be in command of certain technologies, and have control over them, not
necessarily own them, but at least control the way they are used.”

References to independence, control and command of technologies reveal
an additional layer, because they demonstrate that the EU is not only focused
on principles and governance, but also on technology as a point for
competition with other powerful players. In this context, agentic security is
seemingly put away, because competition becomes another concern other than
Al-related risks. Here, the stress is on less interdependence and detachment
from others as a sign of subjectivity and also a way to enhance security.
Therefore, digital sovereignty and inscribed characteristics underscore the
expectations for the EU to establish a competitive stance, reiterating a point
of control and its hierarchical views.

Another interrelated direction is focused on the EU’s approach towards
Al as a competitive advantage against other powers. For example, the EC
suggests that “against a background of fierce global competition, a solid
European approach is needed” (Eur-lex.europa.cu 2020d), and that “Europe’s
diversity will stimulate healthy competition, rather than the fragmentation of
the Al community” (Eur-lex.europa.eu 2021b), while the EP argues for the
need to “secure the EU’s ethical principles in the global competition”
(Europarl.europa.eu 2022a). In this case, as analysis has shown, the EU’s
approach focused on the protection of fundamental rights, and democracy
remains the EU’s trademark in the context of competition as well. This self-
positionality reproduces the already-established role of being an advocate for
a free, open, accessible and secure internet, and to promote its understanding
of privacy and its application globally (Braun and Hummel 2024; Broeders,
Cristiano and Kaminska 2023). In the case of Al, it turns to ethical and human-
centric development and uses of technology, suggesting the importance of a
normative stance in the context of international competition. As Regine Paul
(2024) suggests, these aspirations for values and rights become an important
part for the EU to set itself apart in a globally competitive space, something
that the EU can claim as its trademark, if the competition with the USA and
China creates a sense of falling behind.
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In this context, where ongoing discussions seek to describe which orders,
marked by power ambitions, competition or collaboration, are taking shape
(Haddad, Vorlicek and Klimburg-Witjes 2024), the EU’s international
engagement reveals a tension. While advocating for its preferred liberal
international order, as grounded on pro-democratic values and
multilateralism, the EU simultaneously partakes in an evolving competition.
These two directions suggest that interacting with and/or distancing itself from
the international landscape is based not on the EU’s differing ambitions but
on how the EU sees itself within the context, as lagging behind or gaining a
competitive advantage and considering different strategies: partnership
building, or reducing interdependence.

The analysis has demonstrated that the main focus is on the EU’s attempts
to shape the international agenda, in the words of the HLEG, to “enable
Europe to position itself as a global leader in cutting-edge AI” (Op.europa.cu
2019). This tendency indicates that the EU articulates a power position
through influence and persuasion, even though it is justified for the importance
of pro-democratic rules and principles.

5.5.3. The EU as a fortress

This chapter has shown that the EU positions itself as an agenda-setter, an
advocate for multilateralism, and a participant in international competition.
These tendencies indicate that the EU employs both proactive and reactive
approaches in formulating its security response, including the
internationalizaation of risks, their governance, and the reinforcement of its
international subjectivity. Given this complexity, I suggest considering the
EU’s positionality through the concept of a fortress.

I propose the definition of a fortress as a bounded space, which is defined
through a boundary between the EU’s controlled, values-driven framework of
Al governance, and a more unpredictable external landscape. This metaphor
is important, because it demonstrates that the EU’s self-positioning is
entangled with agentic security as a response to perceived insecurity. It also
reflects the discussions of the EU’s more assertive position, suggesting that it
includes ambitions, the remaining relevance of values and rights, and
pressures from the competitive international Al landscape. Therefore, a
fortress is also about the EU’s more protectionist and competitive stance on
the global stage. Its key characteristics emerge as follows:
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o First, the space of the fortress establishes rules that apply equally to all
actors, Al developers, users, and state or corporate leaders, whether they
operate within the EU or seek to enter from outside. As the former
Executive Vice-President of the EC Margrethe Vestager claimed, “Al
uptake respects EU rules in Europe” (Ec.europa.eu 2024b). Therefore, a
fortress is detached from the conventional understanding of territorial
sovereignty, and refers to principles and rules which create obligations in
accordance with the EU’s approach towards Al

e Second, the protection of the fortress entails reduced interdependence
with powers. As the former Commissioner Thierry Breton claimed, “it is
about our dependencies, preserving European interests, and avoiding
technologies being used to destabilize our societies and democratic
values” (Ec.europa.eu 2023a). Therefore, considering the conditions of
possibility for harm, interdependence becomes a form of vulnerability,
suggesting that the EU needs to detach itself from hostile
actors/environments and undemocratic uses of Al that potentially
undermine the main elements of agentic security (Flonk, Jachtenfuchs and
Obendick 2024).

e Third, the influence of a fortress lies in persuading others to adopt the
EU’s approach towards Al This involves both the ambition to embed
Europeanness within what is framed as universal standards and the rules-
based order, in an otherwise unregulated and competitive international
landscape. Therefore, when others accept the EU’s proposed principles,
they not only affirm the supposed universality, but also reinforce the EU’s
role and sense of security through broader alignment.

These characteristics also invite further reflection on how the EU’s self-
positionality as a fortress in the emerging Al policy resonates with broader
discussions.

The first point of a fortress referring to establishing rules that create
obligations both inside but also to those who want to enter the EU gains
different meanings in different EU policies. In recent years, it has been
associated with migration and restricted access for asylum seekers,
considering that the EU’s “walls are constantly raised higher” (Klemp 2024).
A fortress, or fortification, has also been discussed in the context of the EU’s
industrial and trade policy embracing new instruments primed for intensified
competition and accumulating the weaknesses of interdependence (Lavery
2024). This metaphor has been suggested by several interviewees,
considering, in the words of a representative from the EC, that “the point is
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not erecting barriers. That does not make sense because, again, our industries
are global industries, and they export everywhere, we import, and so on and
so forth.”

As the analysis demonstrates, in the case of Al, the proposed dichotomy
between protectionism and openness as a trading strategy does not fully grasp
the complexity of the EU’s self-positioning, which justifies and legitimizes
expectations “to be a leading authority” (Baker-Beall and Mott 2022, 16).
Therefore, created rules that apply to all actors are not only about fostering or
limiting innovation and competitiveness, but also about security and a
combined response to risks and conditions of possibility for harm.

The second characteristic focusing on reduced interdependence with
powers signals multiplying connotations of otherness. The analysis has
already demonstrated that the EU constructs security knowledge by framing
Al as the Other. At the same time, articulations related to big tech, autocratic
or other actors that potentially misuse or exploit Al against the referent objects
suggest that they are seen as amplifying Al as the Other. Therefore, a fortress
is not only a response to Al-related concerns, but also to unfavourable
international competition and actors which challenge the EU through
autocratic practices and strengthen the relevance of self-protection.

Following the point of intertwined relations between the Self and the
Other (Campbell 2008), the EU’s self-positionality reiterates the type of actor
the EU aspires to be (pro-democratic, influential, competitive and safe) and
through what it differentiates itself from (autocratic, unregulated, power-
driven) (Baker-Beall 2014). This tendency can be seen both through more
conceptual lenses of defining the EU’s security knowledge, and in a more
pragmatic way, as a political stance to promise the protection of the digital
market and EU citizens’ rights challenged by powerful actors.

The third characteristic reflects the EU’s ambitions to persuade others to
accept the EU’s approach towards Al. The EU’s international engagement has
been more typically addressed by Europe as a power debate, an academic
discussion on the EU’s subjectivity and external participation, which proposes
different definitions of power: civilian, market, normative and military.'* Then

13 Civilian power focuses on the necessity for cooperation with others for
international goals and non-military means leaving military power as a residual
instrument (Orbie 2006). However, civilian power Europe has been criticized
because of a lack of a clear distinction when civilian ends that refuse of any military
capacity does not mean only peaceful action (Stavridis 2001). As a response to
civilian power Europe, lan Manners introduced the concept of normative power
Europe which is not about what the EU does or what it says, but what it is —
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influencing through rules and principles or advocating for rights has been
attached to Europe as a normative power. Even in the case of the emerging
EU Al policy, normativity remains important, because of the nature of referent
objects and policy measures, such as human centrism, human-in-the-loop and
regulation, grounded in liberal values and norms.

However, I argue that the fortress extends this conversation and detaches
from the power debate because it reproduces the same connotations or offers
combinations of different definitions containing the same meanings. In the
case of a fortress, normativity is far more strategic and security-focused than
extending norms into the international system; or, as put by lan Manners
(2024), the leading name in developing the concept of Normative Power
Europe, as empowering actions that reshape conceptions of what is normal,
including openness to non-Western perspectives. Here, normativity is a way
to withstand international competition, respond to practices amplifying Al
otherness, and claim the EU’s subjectivity through available measures in the
face of the pressures of lagging behind and becoming a digital colony. In other
words, the EU uses the persuasion of others to follow its approach towards Al
as universally applicable, to increase its own security and address multiple
concerns that are interrelated between developments and uses of Al and
related international dynamics.

To summarize, the concept of the fortress represents the EU’s efforts to
enhance protection in response to perceived risks and conditions of possibility
for harm. While the focus is on Al, this logic extends beyond just Al as the
Other and includes the competitive international landscape and actors that
amplify otherness. As a result, the fortress becomes a way for the EU to
internationalize its security concerns and governance, aiming to present its
approach to Al as universally relevant and to create a secure space that extends
beyond its borders. This vision remains complicated by both conceptual and
political factors regarding how the EU views Al and its position in the global
context. These diverse aspects suggest a complex interplay of the EU’s

transnational entity which aims to extend its norms into the international system
expecting others to follow them and shape what is normal (Manners 2002). Some
of the key characteristics of normative power Europe are presented as non-
coercive, positive, and focused on commitment to international law, justice, social
and political rights, and order in international relations (Scheipers and Sicurelli
2007; Merlingen 2007). In terms of market power Europe, it is also defined through
the three key elements: market size, institutional features, and interest contestation.
The power itself is revealed through externalization of these three elements
associated with the EU’s high levels of regulatory expertise, coherence, and
sanctioning authority as a possible power exercise internationally (Damro 2012).
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normative aspirations and strategic interests, alongside eclements of
protectionism and engagement.

Conclusion

This chapter has analysed international engagement as an element of
riskification: how the EU engages and positions itself within the international
Al landscape. This point has been added to the concept of riskification, as Al
appears to be framed as an international and geopolitical matter, as well as
reflecting the EU’s tendency to internationalize risk as a way of solving its
security issues and confirming subjectivity.

The analysis has revealed the EU’s ambitions to position itself as an
agenda-setter and a leader in global AI standards: through multilateral
engagement with like-minded, institutionalized partners; through competition
with other major powers; and through the pursuit of digital sovereignty as a
response to that competition. Then self-positioning also becomes a complexity
of different forms of engagement and involvement as a competitor, a leader,
an alliance-builder, and/or an advocate of norm. These proposals also suggest
that the EU remains committed to both referent objects. Indirect remarks about
building partnerships and alliances with the global West and pro-democratic
actors, while distancing itself from autocracies, demonstrate that the driving
forces of international engagement are ideological, and therefore political.
This claim once again questions the EU’s endeavours to portray the emerging
Al policy as based on science-based evidence and driven by objective metrics.

Coming back to the international Al landscape, claims of leadership are
not unique to the EU. As was discussed in Section 4.3., all actors present
themselves as leaders, particularly states, while organizations like the CoE and
the UN position themselves more as honest brokers. This suggests that
competition for leadership is largely state-driven, centred on power and
dominance, whether it be the UK as a powerhouse, China’s pursuit of global
supremacy, or the USA striving to win the Al race. In this context, the EU
appears to be involved in the same competitive dynamic. Even the concept of
digital sovereignty mirrors China’s centralized approach to sovereign power,
suggesting that the striving for increased control over digitalization becomes
a trend.

However, the EU’s emphasis on multilateralism and partnerships
indicates that its leadership is less about Al capability and more about setting
the agenda and influencing Al standards. Considering the international as
competitive and a power struggle, the EU grounds its vision on previously
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raised points of human centrism and rules-based order that are expected to
become widely applicable and leveraging the EU’s role.

The notion of the fortress refers to a bounded space defined by established
principles and rules that apply not only within the EU but also to those seeking
entry. It entails reduced interdependence with others while simultaneously
aiming to persuade the international landscape to adopt the EU’s approach
towards Al This concept responds to identified risks and conditions of
possibility for harm, in which international actors misusing or exploiting Al
are seen as amplifying its otherness. By pursuing different strategies for
protecting the Self, the EU seeks to create a secure space on its terms. Thus,
the fortress is not only oriented inwards but also outwards, integrating an
international dimension that both extends responses to risks and reinforces the
EU’s subjectivity.
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6. DISCUSSION

The analysis of riskification has led to three conceptualizations: agentic
security, technocratization, and a fortress. In this chapter, I problematize them,
and suggest that these concepts inscribe three controversies as persistent yet
contested viewpoints: 1) agentic security relies on anthropocentrism, which
prioritizes humans while sidelining the security challenges evolving from that
entanglement; 2) technocratization depoliticizes political contestation, and
ignores alternative positions by formulating security as a broad agreement and
everyday practices; 3) a fortress relies on Eurocentrism as the superior
position, and promotes its approach towards Al as universal. Figure 2
summarizes the problematization of the EU’s thinking and related
controversies that are further elaborated.
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Figure 2. Summary of the problematization of EU-driven concepts

1. Controversy of anthropocentrism. Anthropocentrism has different
interpretations. It could be defined through answers to the following
questions: (1) what humans are; (2) what morality/ethics are; and (3) how we
acquire knowledge about the world and ourselves (Droz 2022). The
anthropocentric position relies on the belief that only human subjects can be
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the subjects of security, while issues such as ecological crises, nuclear disaster
or biochemical weaponry are supposed to fit within these existing ontological
and ethical categories of human centrism (Mitchell 2014). Anthropocentrism
has been extensively criticized for being “egoistic and obsessed only with the
human” (Kopnina et al. 2018, 123), without acknowledging that non-human
forms (such as other living species) require protection or face harm from
human activities. This is why those concerned with climate change see
anthropocentrism as linked to the denial of the negative influence of human
activities, and the prioritization of human interests in sustainability
discussions (Doudaki and Carpentier 2025).

The controversy of anthropocentrism in the case of Al goes back to the
same question: what it means to be human. It also directly relates to agentic
security emphasising the hierarchy of the superior human position over
technology, which is expected to stay subordinated. As Vincent C. Miiller
(2025, 57) argues, “the standard criteria for me being the same person as that
little boy in the photograph are my memory of being that boy, and the
continuity of my body over time.” Even pain is taken as a distinguishing
element between the human and technology, “a subjective experience” that
involves both body and mind not necessarily replicable to non-human
(Sharkey 2024).

For the EU, anthropocentrism works as a political argument to maintain a
power position, by arguing that Al has intrinsic capacities to overpower
humans, and requires active intervention to avoid such a scenario. While
anthropocentrism carries negative connotations in the context of climate
change, signalling morally questionable human behaviour, in the case of Al,
anthropocentrism is justified because the EU inscribes anthropocentric views
in agentic security, and articulates humans as vulnerable, as organisms in need
of protection from technology as the Other.

The anthropocentric position, based on the distinction between humans
and technology, is problematic because it overlooks evolving security
challenges and practices that come from intensifying human-machine
interactions that extend human agency (Leese and Hoijtink 2019). For
example, drone operation has proven to result in risks of PTSD, stigma and
mental challenges, akin to those faced by ground-based soldiers (for example,
Enemark 2019; Holz 2023; Chappelle et al. 2014). Reports of the Israeli army
using Al targeting programs suggested that even though officials claimed to
follow the human-in-the-loop principle, the human decision came after the Al-
driven Lavender program made the decisions on targets, and served more “as
a formal rubber stamp” (Serhan 2024). These cases suggest that the distinction
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between decisions made by humans and/or machines is blurred, as both are
involved in the process. Therefore, the challenge emerges not necessarily
about technologies faking capacities from humans, as the EU suggests, but
also technologies being influenced and influencing how people understand
themselves and others (Nicholson and Reynolds 2020).

Even in less transformative ways, technology is seen as an extension that
allows for the observation of different or unavailable areas for humans, by
creating new forms of sensing and knowing (Rothe 2020). For instance, an
analysis focusing on the Ukrainian President Volodymyr Zelensky’s
communication by selfie videos during Russia’s full-scale invasion suggests
that the smartphone’s interaction with the human body enables new ways of
seeing, representing and interpreting the world, as well as exerting agency by
conditioning the actions of human actors (Markussen 2024). This interaction
signifies the intersection of culture and culture, instead of anthropocentric
culture and nature, where “human is integrated as an .exe file into
technological ecology that is largely invisible, and which operates far beyond
human capacities” (Schwarz 2021, 69).

However, the EU’s proposed distinction between humans and Al
eliminates the possibility of a voluntary human decision to delegate certain
properties of agency to technology, expecting the results that outpace human
capacity. This brings us to the question of control and human-machine
interaction discussed in sections 5.3.3. and 5.3.4.: if humans delegate certain
tasks or decision-making functions to technology in pursuit of particular
(including political) objectives, can technology still be seen as merely
subordinate to human, or does that delegation suggest a more complex
dynamic of agency and control?

Edward A. Lee (2022, 7) claims that “we never had control and we cannot
lose what we do not have.” Of course, this opens another broad conversation,
where the human ends and technology starts. Critical perspectives suggest that
such an anthropocentric perspective is not viable, because control manifests
at different levels, depending on individual situations when decisions are
distributed and mediated through technological interfaces, nodes and various
system components, which establish what is appropriate human control by
certain actors (Bode 2023, 109). For example, the analysis of Russia’s
approach towards military Al applications demonstrated that the definition of
human control is considered as a matter for a state and its own standards rather
than a common agreement at the international level (Nadibaidze 2022).

Control involves not only technical means but also political ideas and
interpretations, including the relations, rules, and principles that are
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envisioned and displayed through the establishment of control boundaries.
The EU’s position that control is about subordination and intervention in the
decision-making process defines its political stance that such a form of control
is possible while positioning Al as the Other. The point by the President of the
EP Roberta Metsola stressing the need for “constant, clear boundaries and limits
to AI” (Liboreiro and Sanchez Alonso 2023) stresses that this distinction
between the Self and the Other remains as defining human-machine
interaction. Then the claims that humans have already been transformed into
“a machine itself”, redefining the human body and/or mind to meet the needs
of Al (Wilcox 2015, 139), from the EU’s perspective, implies a loss for control
and a breakdown of the proposed hierarchy. This perspective woulve
necessitate a complete reevaluation of the EU’s stance on the matter.
Overall, anthropocentrism inscribed in agentic security comes as a form
of resistance to human-machine dynamics, and narrows down the focus by
aiming to reinstate hierarchy in a form of subordinated technology, as a
passive object of nature and positioned as the Other. The question, then, is
what effects the reliance on anthropocentric views will generate: whether the
EU will manage to identify and address security issues stemming from
dispersion, entanglement and the increasingly blurred distinction between
humans and machines in their intensifying interactions, or whether it risks
reinforcing rigid binaries that fail to account for the complexity of agency.

2. Controversy of depoliticization. Depoliticization emerges from the
dominant position of technocrats and technocratized governance relying on
scientific knowledge, alleged objectivity and technocratic neutrality
(Maertens 2018). In this way, policy and related issues are portrayed not as a
political debate, but as technocratic “self-evident” automatism, based on
“neutral” calculations to increase legitimacy and the scope of action (Paul
2017b, 704). In the case of the emerging EU Al policy, the controversy comes
not only in terms of a pretence to articulate a singular truth about both the
issue at hand and the appropriate way to address it. Depoliticization through
technocratization (see Section 5.4.4.) reflects the EU’s established way of
doing business: the reproduction of existing policy frameworks such as the
risk-based approach, the inscription of normative principles in creating legally
binding rules, the delegation of responsibilities, and policy implementation to
the institutional ecosystem.

Depoliticization could be seen in two ways: 1) technocratic policy
implementation while delegating responsibilities to external expertise; 2)
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exclusion of the political process as diverse contributions from different
actors, perspectives and arenas.

The first aspect raises questions about accountability. Even though the
EU’s proposed policy measures are defined as independent and expert-driven,
the responsibility for protecting fundamental rights delegated to established
institutional bodies also signals that the blame shifts from policy-makers to
these technocratic formats which become responsible for risk assessments and
decide on risk management (Macenaite 2017). Yet if responsibility and
potential blame are absorbed by institutions, it becomes unclear how the
public can scrutinize these processes, challenge the decisions made, or
understand the basis on which such assessments are conducted.

For example, the Al Act delegates crucial functions of conformity
assessment to external actors or tech industry experts: it imposes obligations
on providers to provide “meaningful information about their systems and the
conformity assessment carried out on those systems” (Eur-lex.europa.cu
2024). Then providers, conducting internal control to comply with high-risk
requirements, will make the judgment on risk from an engineering and
computer science perspective rather than expertise in fundamental rights,
democracy and the rule of law (Smuha and Yeung 2024).

The same tendency to rely on the expertise of computer science while
making decisions on risks to rights and democracy is fostered by EU
institutions as well. For example, the EC’s open call to set up “a scientific
panel of independent experts to support the implementation and enforcement
of the Al Act” by inviting applicants with a technical background and
expertise in risk assessment methodologies, emergent systemic risks,
computed measurements and thresholds, or Al technical risk mitigations and
best practices (Digital-strategy.ec.europa.eu, n.d.-a). The expected
composition and required expertise reinforce the observation that ethicists,
human rights lawyers and other professionals capable of evaluating the
broader implications for fundamental rights and democratic governance are
largely absent.

The predominant emphasis on scientific knowledge and objectivity once
again reflects the EU’s strategy to legitimize its governance programme and
its implementation through technocratic means. This approach raises further
questions about the capacity to address increasingly complex challenges,
especially given the continued reliance on expert knowledge, while the
decision-making process itself “remains invisible to the public” (Harijanto
2025, 264).
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The second aspect refers to depoliticization as the exclusion of diverse
actors and their positions from discussions on decision making and
governance. Here, it is defined as opening up for the political process to
include a broader variety of actors, arenas, arguments and viewpoints that are
debated and possibly fought over in public and show an interest towards a
specific issue (Hegemann and Schneckener 2019). For example, the Proposal
for the Al Act claims that it was built on an online public consultation which
received contributions from businesses, individuals, academic institutions,
public authorities and non-governmental organizations (NGO). Despite
outlining the variety of stakeholders involved and their positions, the
document states that “there were many comments underlining the importance
of a technology-neutral and proportionate regulatory framework”,
“stakeholders mostly requested a narrow, clear and precise definition for AI”,
and “most of the respondents are explicitly in favour of the risk-based
approach” (Eur-lex.europa.eu 2021c¢). These comments indicate that the EU’s
position and the policy framework closely intertwine with stakeholders’
views, and inclusively represent their major expectations steering towards
neutral and precise policy framing.

However, this supposedly broad agreement, as another point of
legitimization, does not represent the noticeable contestation between human
rights organizations, lobbies, industrial groups and associations publicising
their positions and advocating for their prefered provisions in the Al Act. To
be more specific, human rights organizations stressed different priorities
pushing for stricter rules. For example, Algorithm Watch, an NGO advocating
for the protection of human rights in using Al required to include an
obligation on deployers of high-risk systems to conduct a fundamental rights
impact assessment before they deploy the system (Algorithmwatch.org 2023).
The European Civic Forum, a pan-European network of nearly 100
associations and NGOs, argued that the Al Act “must prevent harm from Al
used in migration and border control” (Goodwin 2022). European Digital
Rights, a European network advocating for rights and freedoms online,
focused on the need to address the structural, societal, political and economic
impact of the use of Al (Edri.org 2021).

At the same time, associations representing businesses stressed the
importance of innovation, asking for less regulatory intervention in the
market. For example, Digital Europe, the trade association representing
digitally transforming industries in Europe, claimed that “in order for Europe
not to fall behind, we have to encourage innovation” (Digitaleurope.org 2023).
The European Tech Alliance, representing tech companies, referred to the
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need for support for “entrepreneurship and technological advancements in
Europe, while fully respecting the EU values” (Eutechalliance.eu 2023).
While the European Al Forum, an umbrella organization of national European
Al associations, argued that the industry needs a flexible, feasible,
understandable and future-oriented regulatory framework (Eaiforum.org
2023).

These examples are not exhaustive, and could be extended with even more
diverse positions; nevertheless, they demonstrate clearly that the emerging EU
Al policy was met with varied reactions, comments and pressures. The evident
tension between human rights defenders and business representatives (stricter
regulation or flexibility, protecting human rights or promoting innovation to
remain competitive) underscore the sensitivity of the debates. However, the
EU’s introduction of stakeholder consultations, through phrases like “there is
a general agreement”, “most of the respondents” or “a widespread and
common approach” (Eur-lex.europa.eu 2021c¢), reveals that the range of
contributions and arguments are involved only to the extent that they support
the EU’s position and overall technocratic nature of the policy-making.

Politicization as an alternative to technocratization means that these
positions are not necessarily fitted within the preferred policy framework, but
resonate with broader societal groups and audiences that express their
positions (Hegemann and Schneckener 2019). For the EU, the technocratic
framing of Al gives an opportunity to provide solutions, while avoiding
discussions about political, social and economic concerns (Ulnicane and Aden
2023). The question could be raised why depoliticization is considered
controversial, especially when objectives such as balancing innovation and
fundamental rights are explicitly articulated in the documents of the emerging
Al policy; and also if technocratic governance is already trademarked as the
EU’s preferred mode of addressing complex issues, enabling the EU to claim
results, such as global influence through GDPR and the role of a regulatory
actor.

The illustrative example is Copernicus, the EU’s Earth observation
programme, which links technology with the EU’s digital strategy. The visual
products generated by this programme are presented as apolitical services for
everyone’s benefit, suggesting that introducing technologies as technical
should eliminate the political dimension. However, such presentation does not
demonstrate all the flows of money, subjective and/or algorithmic decisions,
and acts of interpretation, scientific assumptions, legal norms or technical
constraints behind an image or data layer which has become black-boxed
(Rothe 2017).
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In the case of Al, the EU similarly aims to mirror the fechnical definition
of Al, and present security as an institutionalized and normalized everyday
practice. However, this presentation reduces different positions and priorities,
technological, economic and political pressures that arise internally and
externally. Criticism from human rights organizations of the already-
mentioned exemption allowing surveillance for law enforcement raises
“genuine concerns that not all harmful uses of Al have been effectively
guarded against” (Cabrera 2024), and suggests that the boundaries of
intervention and the interpretation of risk remain a political discussion.
Despite the illusion of depoliticized governance, a broad agreement and
distribution of responsibilities and politics shapes the policy outcomes, as
there is no actor or institution that could be defined as pure and depoliticized.

3. Controversy of Eurocentrism. Like anthropocentrism, Eurocentrism
contains various meanings and interpretations. The term Eurocentrism itself
comes as a criticism of Europe’s hierarchical positionality towards others, and
suggests that Europe defines itself as superior and distinctive, and focuses only
on the European perspective. Within a Eurocentric world-view, Europe is
visualized as being ahead, at the centre, and at the top all at once (Tolay 2021).

In the case of the emerging EU Al policy, the Commission President von
der Leyen’s references to “a distinct European brand of AI” and “our
European way” (Ec.europa.eu 2025) signal that the focus is first and foremost
on Europe and European, even though concerns of fundamental rights and
democracy are presented as universal. This is the main issue of Eurocentrism:
claiming universalism, while being predominantly focused on the ideal
European citizenship. Such a position does not necessarily respond to other
socially, culturally or historically different and vulnerable groups. For
example, Didier Bigo (2014, 221) suggests that the EU’s use of surveillance
in the case of migration and border controls creates processes where some
populations “end up being less human than others”, where individual human
beings crossing borders are less and less “real”, and more and more just
“numbers”. Thus, despite the pursuit to protect humanness, Eurocentrism
indicates that not all people are equally important and receive the EU’s
protection.

Eurocentrism also marks a lack of inclusivity of other perspectives, which
limits the EU’s ability to understand a broader picture of risks and challenges
to rights and democracy that may emerge in diverse contexts. For example,
Latin American scholarship suggests that Al use in governments helps
automate state control and surveillance, defining vulnerable and marginalized
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groups as dangerous, in contexts where democratic quality and institutional
solidity remain fragile (Ricaurte, Goémez-Cruz and Siles 2024). Joana Varon
and Paz Pena (2021) similarly claim that instead of seeking collective consent
reinforcing multiplicity and plurality, powerful actors exploit Al for their
interests, instead of protecting fundamental rights and accessibility.

In this context, the Eurocentric perspective overlooks the systemic
inequalities that Al technologies can reinforce, particularly for those outside
the dominant narrative: Al workers, resource supplies, lower-income
communities and non-EU residents affected by Al-driven exploitation
(Regilme 2025). Even though for the EU these issues could be seen as
external, the example of Hungary’s parliament banning Pride events and
allowing the authorities to use facial recognition to identify attendees (Kassam
2025) suggests that concerns of technologies being used to limit rights are not
related only to the Rest. Therefore, critically evaluating Eurocentrism in the
emerging EU Al policy would mean imagining and articulating alternatives
which are less anchored in race and power, but integrating already evolving
challenges to which the EU is not necessarily immune.

Similarly to how anthropocentrism is justified by presenting humans as
vulnerable, Eurocentrism is legitimized as a perspective to withstand global
Al competition. Self-positioning of being “a role model of decision-making
based on liberal values and free market principles” (Broeders et al. 2023,
1274) not only asserts its commitment to these principles, but uses them as an
argument for global competition and a justification for Eurocentric views
(Paul 2022a). Even the efforts to foster multilateralism and partnerships
discussed in Section 5.5.1. do not necessarily align with the idea of
multilateralism as a dialogue and community building among equals, but serve
as a way to re-impose the EU’s superiority. On top of this, Eurocentrism has
a clear ideological line, which is again introduced as a support for the liberal
international order, and a contrast with digital authoritarianism. This
positionality is presented as being on the right side, self-evident, and beyond
critique, while ignoring how this very order marginalizes voices that
potentially challenge Western hegemony.

This EU stance underscores the fact that technology is not neutral. Rather,
it is embedded in existing social and political frameworks, and often serves to
reinforce longstanding power asymmetries, such as the EU’s tendency to
frame its approach towards Al as universally applicable, while paying limited
attention to actors and perspectives outside the EU. In this way, the EU’s
efforts to inscribe its expectations for dominance reinforce the boundaries of
who is included or excluded from shaping the global Al landscape; “what
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counts as evidence, truth, and legitimacy, as well as determining who has the
right to speak, act, and even be recognized as human” (Aradau, Hoijtink and
Leese 2019, 199). In this context, the EU promotes its preferred order, rooted
in modernist-liberal views that uphold existing hierarchies.

To conclude, the discussed controversies have highlighted different
challenges, they have also revealed overlapping tendencies which give a
clearer picture of the EU’s views and expectations inscribed in the emerging
EU Al policy. First, a strong objectifying tendency emerges, treating human
hierarchy towards technology as fixed and the EU’s position as equally
beneficial to both humans and the international landscape. Second, liberal-
modernist assumptions — such as a reliance on evidence-based policymaking,
formal institutions, and the presumed universality of values — resurface
through the forms of anthropocentrism, depoliticization, and Eurocentrism.
Finally, these assumptions also reinforce boundaries and dichotomies:
between humans and machines, inside and outside, democracy and autocracy,
subject and object, values and interests, and ultimately between the EU and
the Rest.

Although anthropocentrism, depoliticization, and Eurocentrism have
faced long-standing criticism, the EU justifies their stance by arguing that they
help reverse the logic of vulnerability: it is humans, rights, democracy and the
EU itself, that must be protected and withstand the antagonism with
technology. However, the presented examples suggest that the EU’s self-
proclaimed role does not always lead to inclusivity or openness toward those
outside the EU or beyond the concept of the ideal European citizen. Thus, the
ability to understand new issues arising from the increasing entanglement
between humans and machines, to embrace diverse experiences, and to
propose suitable responses becomes limited.
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CONCLUSION

The thesis aimed to analyse the EU’s construction of security knowledge in
its emerging Al policy. This focus arose in response to existing analyses
revealing inconsistencies in the EU’s position on technology and security
matters, the risk heuristic for governing various policies, and the EU’s
increasingly assertive international stance. While the policy and the EU’s
interest in Al are primarily viewed through the lens of the single market, the
thesis argued that risk is a significant indicator in how the EU conceptualizes
Al: as a long-term challenge to the conventional understanding of what it
means to be human in the context of human-machine interaction.

By systematically exploring the process of riskification (chapters 5.1.-
5.5.), the analysis was driven by the two guiding questions outlined in Section
2.3.: what priorities and vocabularies are established by articulating risks, and
how should we address the identified concerns through the development of
multilayered responses? The analysis showed that the EU’s Al-related
security is focused on agentic security, framing Al as Other and defining
human-machine interaction as antagonistic. The proposed responses are based
on the technocratized governance programme, privileging mitigation and
regulation over emergency, and positioning itself as a fortress. The inclusion
of international engagement as an analytical element of riskification highlights
that the EU internationalizes risks and their governance within the contexts of
security and its subjectivity. While considering the differences between
securitization and riskification, empirical evidence revealed that Al-related
security is not perceived as a need for extraordinary measures. Instead,
security is framed as a domain to be addressed through normalized routine
practices and policy measures.

These points are summarized in Figure 3, which shows how the key
concepts are interconnected. Rather than being arranged in a linear or causal
order, these concepts are mutually related and represent a co-constitutive
process in the construction of security knowledge. This process involves
defining security issues, identifying responsible actors, and legitimizing
appropriate responses.
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Figure 3. Elements of the process of riskification
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Building on the analysis, the thesis presents four key insights, summarized
in Table 7.

Firstly, the analysis revealed that the EU actively employs risk and a risk-
based approach as a form of knowledge production in defining its position on
Al. The introduced categorization of risks — based on potential harm to
fundamental rights and a democratic political system — an ordering
mechanism: the more significant the potential harm, the higher the risk, and
the greater the need for regulatory intervention. This shift from threats and
immediacy towards risks and Al-related imaginaries reframes security not as
a matter of high politics but as a process of anticipating and mitigating
uncertainty. This process involves not only reactive responses but also
expectations to guide Al development and applications in a desired direction.

In this context, the concept of risk emphasizes the political decisions that
influence how security is defined and managed. The significance of a risk-
based approach in the emerging EU Al policy illustrates that security
encompasses not just conventional threats but also emerging and uncertain
challenges. Consequently, analysing the process of riskification is crucial for
understanding how the EU frames and addresses security issues related to Al,
as well as the strategies employed to respond to perceived concerns.

Secondly, based on the EU’s Al strategic discourse, the thesis proposed
the concept of agentic security, which refers to the protection of human
agency, understood through the capacity to sustain control and decision
making power vis-a-vis current and future related concerns. While
considering human-machine interaction as antagonistic and framing Al as
Other, the EU emphasizes the need to maintain the superior human position
over technology. Then even non-military uses of Al that potentially intrude,
disrupt, or limit human exclusivity become concerns of agentic security.

This notion differs from existing concepts, such as national, human or
societal security, which refer to relations between states, states and societal
groups, and their vulnerabilities and identities. The focus on human agency
widens the understanding of security by pointing to evolving considerations
of human-machine interaction and what it means to be human. This point
demonstrates that agency, which has been viewed as inherent to humans, is
challenged. Therefore, agentic security emphasizes the need for clear
boundaries between humans as the Self and Al as the Other, asserting that
human agency must remain a prerogative, regardless of future Al
developments and applications.
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At the same time, this position underscores the controversy of
anthropocentrism. By prioritizing human superiority, the anthropocentric
perspective overlooks evolving security challenges and resists engaging with
alternative forms of human-machine interaction that do not fit within
established boundaries. In this context, the effort to maintain a strict hierarchy
may limit the ability to fully comprehend and respond to the complex
technological entanglements that increasingly characterize security today.

Thirdly, the EU’s governance programme in its emerging Al policy is
marked by technocratization. This concept suggests that the process of
initiating and shaping governance is considered as a matter of technocratic
management rather than political discussion. To shape this governance
programme, the EU relies on standardized policy measures from other areas
(such as climate), highlights the importance of expert authority, and implies
that scientific knowledge will guide responses to uncertainty. Additionally,
responsibilities for policy implementation are dispersed among administrators
and stakeholders. These characteristics of technocratization indicate a shift in
how Al-related security is addressed, moving from a focus on survival to a
framework of technocratic governance, where security becomes normalized.

Technocratization is closely linked to the concept of riskification. When
issues are framed in terms of risk, they tend to promote technocratic forms of
governance. This tendency is particularly evident in the context of Al-related
security, where the presentation of technology emphasizes its technical
aspects while implying neutrality and objectivity. As a result,
technocratization gains legitimacy not only through the perceived importance
of risk but also through how technology is perceived and conceptualized. At
the same time, technocratization demonstrates the controversy of
depoliticization, which reduces the significance of differing viewpoints and
proposals in decision-making, despite their presence. The preference for
technocratized governance creates the illusion that political debate has been
eliminated and that chosen security responses have not faced opposition.

Fourthly, in terms of self-positionality, the EU positions itself as a
fortress, a bounded space which defines itself through established principles
and rules, and aims to embed Europeanness in international Al standards. The
fortress functions in several directions. It sets principles for all actors inside
and those who want to enter the EU. While perceiving the international
landscape as unfavourably competitive, the EU aims to reduce
interdependence with powers, while increasing control of both technology and
its governance. The EU expects to persuade others to accept its approach
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towards Al, and in this way create a more secure space based on the EU’s
terms.

A fortress offers a different perspective on digital sovereignty: technology
is not instrumentalized to enhance sovereignty, but appears as the Other that
compels the EU to fortify itself. The competitive international landscape,
including references to major powers, big tech and autocratic actors, amplifies
the perception of Al otherness, making reduced interdependence and
increased assertiveness shared, although differently motivated, elements of
both digital sovereignty and the fortress. However, the EU’s position
highlights the controversy of Eurocentrism. It demonstrates the EU’s
inclination to portray its approach towards Al as universally applicable and
beneficial for strengthening the liberal international order. These assertions of
universalism fail to take into account the challenges, groups, and perspectives
that lie outside the EU’s predominant focus on the ideals of European citizens.
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Table 7. Summary of the key insights

/‘

A referent object <

Conditions of
possibility for <
harm

A governance <
programme

International <
engagement

N~

*Fundamental rights and a democratic political system are those
that face high risks and consistently remain referent objects

*Safety focuses on products and services as insurance that Al does
not undermine referent objects, involving more complex
imaginaries of Al

*The main elements represent the human dimension in human-
machine interaction, where emerging concerns centre on who will
have control in the future

* Potential harm signifies a spectrum of issues related to intrusion
and discrimination which are caused either by Al or those
misusing it

* Al's autonomy is presented as the most radical concern
suggesting how Al-related imaginaries foster an urgency to act

* The EU's security understanding is summarised as agentic
security focused on protecting human agency, defined through
maintained human control and decision-making power in
antagonistic human-machine interaction framed as Self-Other
contestation

* A combination of normative and institutional measures which
establish a multilayered and diverse governance framework
*Policy measures of principles, regulation, assessments and the
institutional ecosystem are not only to control but supposedly
steer Al futures to ensure agentic security

*The EU technocratizes its governance through standardized
policy measures, reliance on expertise, and delegated
responsibilities to instutional procedures where security becomes
normalized routine practices

*The EU aims to be an agenda-setter and advocate for the rules-
based order through multilateral engagement and like-minded
partnerships

*The international Al-related landscape is considered as
unfavourably competitive where the EU also participates to
reinstate its role among powers

* Self-positionality becomes like a fortress, a bounded space,
which moves in directions of self-protection, reduced
interdependence, and persuasion of its approach towards Al as
ways to increase security and influence

Source: the author, based on empirical evidence
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These insights prompt further reflection on the evolving relationship
between technology, security and risk, and merit continued debate.

Firstly, Al is increasingly perceived as a source of power. As Section 4.3.
suggested, various actors, particularly states, frame Al in terms of capability-
building, where power is associated with winning the technological race and
securing access to the most advanced forms of Al development. For the EU, the
significance of Al as a source of power lies less in its technological capabilities
and more in the ability to influence international Al standards. This influence is
achieved when other entities recognize, adopt, and integrate the EU’s approach
towards Al through international agreements or other governance frameworks.
This desired form of power raises further questions: to what extent is the case of
Al different from the EU’s already-established reputation of a regulatory power
using the “Brussels effect”? In the context of international competition for Al as
power, the EU appears concerned with diverging practices, geopolitical pressures
and diverse actors involved in developing Al and amplifying Al otherness.
Therefore, the analysis demonstrates that persuasion of other actors and influence
of international Al standards are also about enhancing the EU’s security and
reaffirming its subjectivity.

Secondly, Al is about ideological tensions between democracies and
autocracies, where the battle is about whose vision will shape global norms
and practices. The integration of Al into the liberal international order
reinforces the political embodiment where the EU, also referring to the like-
minded global West, positions itself as countering digital authoritarianism and
alternatives to digital democracy. However, uncritically accepting the liberal
international order raises questions about the inclusion and exclusion of
groups and perspectives that are not necessarily defined by the dichotomy of
democracies and autocracies. The already-mentioned example of exemption
for surveillance in law enforcement in the Al Act illustrates that even what is
considered as a form of autocratic practices become justified in democracies
as technical solutions.

In this context, the tension between digital democracy and digital
authoritarianism is not merely a quest for ideological consistency. Rather, this
tension represents an ongoing struggle to integrate Al within conflicting
political, ethical, and governance frameworks that embody differing visions
of power, control, and societal order. This situation sharply contrasts with the
proposed technocratization, which depoliticizes Al-related security
governance and removes political contestation from the process. Thus, the
supposedly technical and technocratized approaches to Al and the ideological
battles surrounding technology expose a significant inconsistency within the
emerging EU Al policy that requires further examination.

170



Thirdly, Al operates as a political imaginary that, as the analysis has
demonstrated, complicates conversations about capabilities (both real and
imagined), technological limitations (whether Al is a functional product or a
representation of non-human agentic capacities), and appropriate responses
(ideological or technocratic). This imaginary is further shaped by the EU’s
conflation of different technological stages, automation, autonomous and
autonomy, which co-exist within its strategic discourse on Al: from Al-driven
biases to unspecified considerations of Al reaching autonomy. Therefore,
despite grounding its definition in technical characteristics, the EU’s approach
towards Al is ultimately driven by selective imagination and argumentation.
This strategy is designed to create a sense of urgency and justify the need for
a response, which is reflected in the emerging Al policy. This complexity
highlights how our understanding of Al is not derived solely from its material
or technical features, but from the way it is imagined, framed and located
within political agendas, even when those framings contain noticeable
tensions and inconsistencies with practices.

Lastly, the concept of emergence, which refers to new or different
developments from the status quo, complicates the intersection between
policy and Al. The thesis discussed the EU Al policy as an emerging
framework, being the first to regulate AI. While it is a new policy area, the
analysis demonstrated that it is rooted in established areas such as the single
market and the digital agenda, both of which are based on long-standing
regulatory and institutional frameworks. Thus, the policy is not created in
isolation but aligns with established patterns applicable to this case. The
tension lies in the fact that Al is still an emerging technology, characterized
by fluidity, unpredictability, and ongoing development.

These contrasting perspectives on emergence raise questions about how
adaptable the established policy framework will be in keeping pace with
technological change. As the EU constructs its security knowledge on
foundational principles such as human agency, its capacity to address
unforeseen Al-related challenges and adapt to a rapidly evolving landscape,
still marked by uncertainty, remains a topic for further discussion. At the same
time, the thesis shows that the meanings and interpretations of security and Al
within the policy framework are tied to the specific period and political
context being analysed. Although the key insights demonstrate how these
concepts are shaped and function at this stage of emergence, these
understandings may evolve as political, technological, and institutional
contexts change.
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Framework Convention on Artificial Intelligence and
Human Rights, Democracy and the Rule of Law (2024)
United Nations UNESCO Recommendation on the Ethics of Artificial
(UN) Intelligence (2021)

Principles for the Ethical Use of Artificial Intelligence in
the United Nations System (2022)

General Assembly Resolution Seizing the Opportunities of
Safe, Secure and Trustworthy Artificial Intelligence
Systems for Sustainable Development (2024)

Report Governing Al for Humanity (2024)

Source: the author
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Annex 3. List of interviews conducted

Interviewee Time/format Duration

1 | Representative from the European | May 2023/ live 60:57 min
Commission (EC)

2 | Representative from the European | June 2023/ online 46:17 min
Parliament (EP)

3 | Representative 1 from the Council of | May 2023 / live 41:52 min
the European Union (EU Council)

4 | Representative 2 from the Council of | September 2023 / online | 50:56 min
the European Union (EU Council)

5 | Representative from the European | June 2023 / online 50:58 min
Defence Agency (EDA)

6 | Representative 1 from the High | May 2023 / online 46:23 min
Level AI Expert Group on (HLEG)

7 | Representative 2 from the High | February 2024 / online | 49:44 min
Level Al Expert Group on (HLEG)

8 | Institutional expert 1 on Al and | May 2023/ live 44:59 min
security

9 | Institutional expert 2 on Al and | August 2023/ online 55:57 min
security

10 | Representative from the European | June 2023 / online 64:47 min
Union Institute for Security Studies
(EUISS)

11 | Representative of the EU research | June 2023 / online 59:09 min
initiative on technologies

Names and credentials have been anonymized in accordance with the requests
outlined in the consent form
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Annex 4. The questionnaire used for the interviews

Introduction to the questionnaire
The doctoral thesis “Fortifying Digital Europe: agentic security and
technocracy in the emerging EU Al policy”, Vilnius University, 2020-2024

I am inviting you to participate in the research of the doctoral thesis
“Fortifying Digital Europe: agentic security and technocracy in the emerging
EU Al policy”, which is conducted at the Institute of the International
Relations and Political Science, Vilnius University, Lithuania. The doctoral
thesis is under preparation as a monograph by myself, a PhD candidate, you
can find my profile here. It is expected to finish the research by the end of
2024.

The aim of the research is to explore the Al-related security perception in
the case of the EU. The research employs debates on risks as security and
emerging policy considerations on Al It is based on the discourse analysis
which includes both the Al-related documents released by the EU institutions
and interviews.

The information received from the interviews will provide additional
understanding of the main arguments and choices to frame the Al policy, to
employ the risk-based approach and taken directions for future Al governance.
The research is based on the qualitative analysis of the EU documents related
to the Al policy and interviews with representatives of the EU institutions.

The expected duration: up to 45 minutes. Depending on availability, the
interview can take place either online or live. In case of any additional
questions or comments regarding the research or the interview, please do not
hesitate to contact me: justinas.lingevicius@tspmi.vu.lt.

I would like to thank you for your cooperation in advance. Please find the
preliminary questions below.

Al policy and its relevance

1. To start with, what are the most important elements of AI? How would
you describe the currently developed EU approach towards AI? From
your perspective, what would be the main strengths and weaknesses of it?
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2. The Al policy appears mainly directed towards Single Market and socio-

economic matters. How would you describe various concerns raised,
particularly related to EU values, fundamental rights and a matter of
harm?

Risk-based approach

1.

The European Commission employs different risks of Al and uses them
as a major framework for the proposed Al Act. What is the reason to use
the concept of risk? How different categories - unacceptable risk — high
risk — transparency risk — minimal or no risk — have been introduced?

Risk symbolizes an issue of speculation, not exactly knowing the future
advancement and applications of Al. From your perspective, what does
the concept of risk talk about the EU’s approach towards AI?

Preferences of AI governance

1.

The overall EU approach towards Al introduces conceptual novelties such
as good Al society, trustworthy and human-centric approach towards Al.
From your perspective, what is the main purpose and role of inventing
these concepts? What is their relationship to risks and their different
levels?

There are various proposals of future Al governance — from the European
board to national authorities, legally binding regulation and international
standards or norms. How would you describe the model of Al governance
in the EU? Is there a cross-institutional agreement towards its main
measures?

220



SANTRAUKA

Tyrimo aktualumas

Dirbtinis intelektas (DI) tapo vienu i§ pagrindiniy Europos Sgjungos (ES)
strateginiy prioritety Europos skaitmeningje darbotvarkéje. Europos
Komisijos (EK) pirmininké Ursula von der Leyen pabrézé: ,,Atéjo laikas
suformuluoti vizija, atskleidzianc¢ia, kur, misy noru, DI turéty mus nuvesti
kaip visuomen¢ ir zmonijg [...] ir kokia turéty biiti konkreti Europos vieta
tarptautinése DI lenktynése™ (Ec.europa.eu 2025). Tad formuojama ES DI
politika pristatyta kaip pirmasis i§samus teisinis reguliavimas, skirtas DI
plétojimo ir naudojimo taisykléms. Si politika priskirta ES bendrajai rinkai ir
itraukta j skaitmenine darbotvarke, siekiant paspartinti skaitmenine
transformacijg ir nejtraukiant karinio démens.

Kartu politinis aktualumas ir tokie teiginiai kaip ,,miisy pozitris j DI
nulems pasaulj, kuriame gyvensime* (Digital-strategy.ec.europa.eu, n.d.-d)
kontrastuoja su pasirinktu techniniu ir, von der Leyen ZodZiais tariant, ,,visada
neutralaus® (Ec.europa.eu 2020) DI apibrézimu, anot kurio, tai yra
»technologijy, jungianc¢iy duomenis, algoritmus ir skai¢iavimo galia,
rinkinys® (Eur-lex.europa.ecu 2020d). Luciano Floridi (2021), dar buves
Auksto lygio eksperty grupés DI klausimais nariu, teigé, kad dirbtinis
intelektas néra ,.koks nors Franken$teino monstras® ir kad nemoksliniy
formuluoc¢iy, tokiy kaip ,dirbtiné samoné®, paSalinimas padés iSvengti
,mokslinés fantastikos pobiuidzio spekuliacijy, susijusiy su DI“. Taigi
pasirinkta kryptis signalizuoja, kad ES, nepaisydama iSorinio spaudimo ir
savo pacios politings iniciatyvos, daugiausia démesio skiria su DI susijusiems
techniniams procesams — funkciniams bruozams, lemiantiems, kaip
apdorojami duomenys arba kokios uzduotys atliekamos, — ir siekia ,,sutelkti
Europos DI bendruomene, kad biity optimizuotas §ios srities technologinis ir
pramoninis potencialas“ (Csernatoni and Lavallée 2020).

Taciau apibrézimas, gristas techniniy galimybiy ir bendrosios rinkos
interesy argumentais, technologija tarsi atsiejant nuo socialiniy, politiniy ir
kultiiriniy veiksniy (Ulnicane and Erkkild 2023), neatitinka akcentuojamy
rupesCiy. Skirtingos ES institucijos mini ,rizika, susijusia su naujos
technologijos naudojimu“ (Eur-lex.europa.eu 2020d) ir liukescCius
suformuluoti ,,j Zmogy orientuoto, skaidraus ir atsakingo DI plétrg*
(Ec.europa.cu 2023b). Sie teiginiai rodo, kad ES kalba apie ,,neatidéliotinuma,
pareiga zinoti, keisti ir kurti ateitj (Manners 2024). Tad net ir kitapus ES
bendros saugumo ir gynybos politikos (BSGP), skirtos tarptautiniam
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saugumui stiprinti, riby formuojamoje ES DI politikoje reikéty atsizvelgti |
suvaldyti dar neperprasta technologija (pavyzdziui, Csernatoni 2021; Bode
and Huelss 2023; Amoore and Raley 2017). Sitaip DI komplikuoja tiping
perskyra tarp saugumo ir nesaugumo ir skatina svarstyti, ,.kuo dar mes galime
tapti” (Amoore and De Goede 2012).

Sie, susije, technologijy, saugumo ir rizikos klausimai taip pat veréia
apmastyti pacig ES ir jos vaidmenj tarptautingje DI srityje. Kadangi valstybés
narés vis dar riipinasi saugumo sritimi, su DI susijusios rizikos akcentavimas
skatina klausti, ar ES turi jgaliojimy formuluoti su technologijomis susijusia
saugumo politika — tiek remdamasi savo oficialiai nustatytomis kompetencijy
ribomis, tiek jas perzengdama — ir, jeigu taip, kokiu mastu. Tuo paciu metu
formuojama ES DI politika sulauké diskusijy ir net iSorinio spaudimo atsakyti,
kaip priimtos taisyklés paveiks ES konkurencinguma, padés islikti atviru
regionu prekybai ir investicijoms visame pasaulyje (Justo-Hanani 2022). Sie
svarstymai atskleidzia sudétingus i$Stkius, neapsiribojancius technologiniais
neaiskumais, apimancius ir pacios ES politinj nesauguma, pavyzdziui, baime¢
dél vidinio susiskaldymo ir iSorinio spaudimo. Siomis aplinkybémis ES
atsiduria tarp konkuruojanciy imperatyvy ir strateginiy pasirinkimy:
vadovauti, kaip teigé von der Leyen, ,.kuriant naujg pasauling DI reguliavimo
sistema*“ (State-of-the-union.ec.europa.eu 2023) ir (arba) manevruoti tarp
savo jgaliojimy riby saugumo politikos srityje (pavyzdziui, Liebetrau 2024;
Csernatoni 2024).

Remiantis mokslingje literatiiroje aptinkamomis diskusijomis, Sie
klausimai gali biiti susieti su trimis pagrindinémis sgvokomis — technologija,
rizika ir saugumu. Jos susipina ir leidzia kalbéti apie jtampas, susijusias su
formuojamos DI politikos akcentais ir ES pasirinkimais tiek sprendziant
vidinius kompetencijos riby klausimus, tiek reaguojant j dinamiska tarptautine
aplinka. Toliau pristatomos skirtinguose tyrimuose iSskirtos tendencijos
liudija isliekancius klausimus ir tyrimy spragas, kurias galima nagrinéti toliau.

Saugumas tapo svarbiu ES jsiteisinimo matmeniu reaguojant j krizes ir
didéjancius pilieciy lukes¢ius (Hegemann and Schneckener 2019). Ivairis
tyrimai jau parodé, kad ES pritaré platesniam nei vien karinis pozitriui i
saugumg — pavyzdziui, apimanc¢iam klimato kaitg ir kibernetinius
nusikaltimus (Sperling and Webber 2014) arba kompleksinius klausimus,
susijusius su civiliy apsauga, zmogaus teisémis (Calderaro and Blumfelde
2022). Kibernetinio saugumo atvejis ¢ia ypac iliustratyvus, nes tai i$ pradziy
buvo laikoma ekonomine problema, susijusia su bendrosios rinkos plétojimu,
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ir ja sprendé EK, o véliau tapo saugumo politika, sprendziama ES lygmeniu
(Branddo and Camisdo 2022; Carrapico and Barrinha 2017). Vadinasi,
i8sitryné ribos tarp jprastiniy saugumo ir su saugumu nesusijusiy klausimy, o
skirtingos darbotvarkés ir jy tikslai vis labiau persidengia.

Technologijy atveju situacija pana$i. [vairls tyrimai atskleidé, kad
skirtingas su technologijomis susijusias sritis ar instrumentus — tokius kaip
Europos gynybos fondas ar dronai — ES linksta laikyti pramonés plétros
dalimi, o ne saugumo ar kariniy pajégumy plétotés pavyzdziu. Taciau dar
paaiskéjo, kad, nepaisant pasirinktos schemos, technologijos tampa
militarizuoty praktiky dalimi ir net problemy sprendimu (pavyzdZziui,
Csernatoni 2018; 2021a; 2019a; Csernatoni and Lavallée 2020; Lavallée and
Martins 2023; Martins 2023; Martins and Jumbert 2022; Martins and
Mawdsley 2021; Csernatoni and Martins 2024). Taip pat atskleista, kad,
technologijas pristatant kaip ekonomiskai pelningus ir politiSkai neutralius
produktus, pasitelkiami ir militarizuoti diskursai (Hoijtink 2014). Todél
oficialioji retorika vis labiau susipina su veiksmais, susijusiais su civilinés ir
karinés sriciy perskyra (Martins and Ahmad 2020). Minétuose tyrimuose,
ypa¢ virsmo technologijy, tokiy kaip DI, atveju, placiau neanalizuojama
civilinio ir karinio, arba ,,dvejopo naudojimo®, problema — klausimas, apie
kokj sauguma kalbama, kai ES, formuluodama savo pozitrj i DI, atsisako
tiesiogiai jtraukti karinj démen;.

Saugumo paiesky kryptj sitilo formuojamos ES DI politikos centre esanti
rizikos savoka. Ja vartojant kvestionuojama jprasta saugumo apibréZztis,
orientuota ] grésmes ir neatidélioting poreikj reaguoti. Taciau rizikos
apibrézimas ir jtraukimas, ypa¢ saugumo kontekste, néra vienareikSmis.
Remiantis teorine literatiira pastebimi du buidai kalbéti apie rizikos vaidmen;j
ir funkcija — arba kaip apie konkreciy valdymo priemoniy rinkinj, arba kaip
apie zinojimo konstravima reaguojant j neapibréztuma. Cia isry$kéja dar
vienas ES nenuoseklumas. Nors laikoma, kad rizika nurodo tam tikrus
politikos instrumentus — rizikos vertinimus, matavimo ir valdymo standartus
— tokiose srityse kaip klimato kaita, maisto sauga, potvyniai ar terorizmas
(pavyzdziui: Paul, Bouder, and Wesseling 2016; Rothstein, Borraz, and Huber
2013), taip pat galima manyti, kad ji atskleidzia ateities vaizdinius, kuriais
remiantis formuojama politika bei jos prioritetai. Apie tai raso, pavyzdZziui,
Regine Paul (2024; 2017b): ji teigia, kad rizika veikia kaip ,,episteminis
jrankis®, atskleidziantis biidus mastyti apie konkrety reiskinj. Kitaip tariant,
rizika padeda jvardyti aktualiausias problemas, lickancias klausimu ateiciai, ir
pasitlyti formuojamos DI politikos Zingsnius. [tampa tarp rizikos ir saugumo
lieka diskusijy klausimu: ar tai ,,dvi tos pacios monetos pusés® (Methmann
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and Rothe 2012), ar jos zymi skirtingas ontologines ir epistemologines
perspektyvas?

Siame kontekste nereikéty manyti, kad technologijos, saugumas ir rizika
Zymi jau nusistovéjusias sampratas. Sie zodziai veikiau perteikia skirtingas
pozicijas, prioritetus ir interpretacijas — veikéjy, Siuo atveju ES, logika ir
siilomg atsaka. Todél démesys skiriamas ne tik pacios sgvokoms bei jy
sgsajoms, bet ir jy reikSmes konstruojanciam veikéjui: klausiama, kaip
technologijy, saugumo ar rizikos reikSmés susipina su ES pozicija, ypac
atsizvelgiant ] pastebimus neatitikimus tarp oficialiosios pozicijos ir praktikos,
tarp iSorés spaudimo ir teiginiy, kad skaitmeninimas skatina ES saugumo
politikos pokycius.

Tyrimuose, atlickamuose zvelgiant j ES kaip tarptautinj veikéja, teigiama,
kad ES skaitmeninés ambicijos keifia nusistovéjusius civilings ir
normatyvinés galios apibrézimus, vertybémis grindziamo valdymo skatinimg
ir jtikinéjimo bei institucijy naudojima tarptautiniu mastu (McNamara 2024),
pasitelkiant | sauguma orientuota bei technologine galia (pavyzdziui, Raluca
Csernatoni 2019b). Todél vis dazniau pabréziama technologijy ir geopolitikos
svarba ES (Monsees and Lambach 2022). Siame kontekste démesys
daugiausia krypsta j diskusijas apie skaitmeninj suvereniteta kaip
besiplétojancias ES ambicijas, apimancias tiek taisykliy ir demokratijos
svarba, tiek saugumo, kintan€io santykio su kitomis tarptautinémis
veikéjomis, technologijy plétros kryptis ir stipresnés kontrolés siekj
(pavyzdziui, Roberts, Cowls, Casolari, et al. 2021; Seidl and Schmitz 2024;
Adler-Nissen and Eggeling 2024; Baur 2024; Bellanova and Glouftsios 2022;
Klimburg-Witjes 2024).

Suverenitetas Cia nesiejamas su tradicine teritorijos samprata — $ios
sampratos reik§mé, susijusi su technologijomis ir skaitmeninimu, islieka
kintama ir neapibrézta. Galima klausti: kaip technologijos ir su jomis
susijusios tarptautinés tendencijos prisideda prie ES subjektisSkumo steigties?
Ar nuorodos j ,,DI geopolitika™ gali reiksti kova dél DI technologijy reikSmiy,
valdymo ir kontrolés, kurig steigia diskursai, galios santykiai ir pasauliné
asimetrija? Sitilomos uzuominos, esa ES pozicijos kinta ir jvedamas
skaitmeninis suverenitetas, atrodo, iki galo nedetalizuoja sasajy su
formuojama DI politika ir (ar) i$ jos kylancia saves samprata. Tokios detalés
svarbios, nes, kaip jau minéta, DI, kaip tarptautinio proceso dalis, vercia ES
ne tik uzimti pozicija technologijos atzvilgiu, bet ir j §ig tarptauting aplinka
projektuoti save.

Sie tyrimai, kuriuose kalbama apie ES vaidmens ir saves pozicionavimo
kaitg, leidzia manyti, jog skaitmeninimo kontekste ES veikiau linksta ieskoti
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strateginius ir protekcionistinius prioritetus akcentuojancio vaidmens. Ta¢iau
kyla jspudis, kad pagrindiné ty tyrimy jzvalga ir yra poky¢io fiksavimas, o
pats jis néra placiau detalizuojamas konkreiame formuojamos ES DI
politikos kontekste. Problema lieka aktuali, nes DI ir su juo susijgs saugumas
yra ne tik vidinés, bet ir tarptautinés aplinkos dalis. Kaip jau minéta, ES siekia
ne tik apibrézti savo santykj technologijos atzvilgiu, bet ir reaguoti j iSorinj
spaudimg, susijusj su skirtingais interesais ir pacios ES DI politikos
sprendimais.

Remiantis pristatytomis diskusijomis, galima iSskirti tris aktualius
klausimus.

Pirma, teoring literattira rodo, kad tyrimuose neklausiama, kokio saugumo
siekiama kalbant apie DI: juose daugiausia démesio skiriama ES diskursy ir
praktikos nenuoseklumams atskleisti, pabréziant, kaip technologijos,
pristatomos prisidengiant civiliy naudojimu, vis daZniau jtraukiamos j
militarizuotas praktikas. Taciau Sios jzvalgos vis tiek daromos vadovaujantis
karine ir civiline dichotomija: démesys sutelkiamas j nykstancig ribg tarp
civilinés ir karinés srities. Kadangi karinis démuo bent jau oficialiai
nejtraukiamas i DI politikos taikymo sritj, lieka neaiSku, koks saugumas
konstruojamas, ypac kai démesys sutelkiamas j rizikos sagvokos vartojima.

Antra, rizikos savoka formuojamos ES DI politikos kontekste laikoma
savaime suprantama, plaCiau nenagrinéjamas jos vaidmuo formuojant su
technologija susijusia saugumo sampratg. Kaip teigia Louise Amoore (2023),
su DI susijusios rizikos diskursas veikia kaip biidas Zinioms rinkti ir sisteminti,
kartu keiCiantis valstybés ir visuomenés savivoka. Taciau vis dar kyla
klausimy, kg tokia savivoka reiskia ir koks vaidmuo tenka rizikai DI atveju,
ypac kai saugumas néra susij¢s su jprastesne grésmiy ir i§skirtiniy priemoniy
joms spresti logika.

Tre€ia, apzvelgtos diskusijos parod¢, kad ES doméjimasis
technologijomis — tai ne tik siekis iSvengti vidinio susiskaldymo. Jis rodo
tarptautinius ES uZmojus ir strateginius, jskaitant sauguma, siekius
skaitmeningje srityje. Kadangi tarptautinéje erdvéje daznai kalbama apie ,,DI
geopolitikg“, formuluojamos technologijy, saugumo ir rizikos reikSmés veikia
ne tik ES vidaus kontekste, bet ir siekiant uzimti norimg pozicija tarptautinéje
aplinkoje. Vis délto ligSiolinés diskusijos, sitilan¢ios regima poslinkj link
skaitmeninio suvereniteto kaip didesnés kontrolés siekio, labiau telkiasi j
paties pokycio jrodyma nei j jo vaidmenj konstruojant su DI susijusig
saugumo samprata.
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Taigi disertacijoje atliktame tyrime identifikuojama spraga, apimanti tris
dalykus — saugumo sampratos dviprasmiskuma, rizikos aktualuma ir saves
pozicionavima skaitmeningje erdvéje. Esami moksliniai tyrimai rodo, kad
virsmo technologijos, iskaitant DI, tebéra veikiamos civilinés ir karinés sriciy
perskyros keliamy jtampy, tacCiau tik nedaugelyje tyrimy kritiSkai
analizuojama, kaip DI kontekste perkuriamas ar i$ naujo apibréziamas pats
saugumas. Sis trilkumas tampa aktualus atsizvelgiant j naujausius kritinius
tekstus, kuriuose teigiama, kad rizika ne vien nurodo politikos priemones, bet
ir veikia kaip episteminés tvarkos elementas, atskleidziantis, kaip apmastoma
ir jsivaizduojama DI ateitis. Be to, sitilomas poslinkis prie strategiskesnio ES
vaidmens skaitmeninéje srityje taip pat ragina atidziau iSanalizuoti ES
pozicija, susipinancig ne tik su tarptautine jtampa ir spaudimu, bet ir su
saugumo klausimais.

Tyrimo problema

Disertacijoje démesys krypsta j pastebima nenuoseklumg dél saugumo,
susijusio su DI, apibrézimo formuojamoje ES DI politikoje. Nors
pripazjstama, kad DI kuria nauja vienove, bet ir kelia daug klausimy
(Rychnovska 2020), ES, pristatydama DI, linkusi pasitelkti techninius, o ne
grésmiy ir saugumo terminus. Galima teigti, kad tokia logika atspindi ES
kompetencija bei apribojimus, nes ir toliau visy pirma siekiama plétoti
bendraja vidaus rinka ir sukurti reguliavima, kurio privalés laikytis DI kiiréjai
bei paslaugy teikéjai.

Kartu formuluodama ambicijg tapti ,,nuoseklia saugumo srities veikéja“
(Carrapico and Barrinha 2017), ES reiskia uzmojj formuoti standartus ir
valdyti technologijas, kuriy poveikis iSlicka neapibréztas. Sie tikslai
atskleidzia platesnes diskusijas apie tai, koks skaitmeninimas laikytinas
tinkamu Europos visuomenéms vyraujan¢iy konkurencijos ir liberaliosios
demokratijos gynimo diskursy kontekste (Miigge 2025; Hoijtink and Van der
Kist 2025).

Taciau saugumo samprata, ypa¢ atsizvelgiant j karinio démens
nejtraukimg j politikos apimtj, Siy skirtingy veiksniy ir ambicijy kontekste
iSlieka neapibrézta. Nors tyrimuose pripaZjstama, kad saugumas yra svarbi ES
skaitmeninés darbotvarkés dalis — tiek militarizuotose praktikose, tiek
diskusijose apie skaitmeninj suvereniteta — iki Siol mazai démesio skiriama
tam, kaip ES konstruoja su DI susijusj saugumg ir kokias reikSmes suteikia
formuojamoje DI politikoje, pasitelkdama rizikos savoka.
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Tyrimo tikslas ir uZdaviniai

Disertacijoje siekiama istirti, kaip ES konstruoja ir apibrézia su DI susijusj
sauguma savo formuojamoje DI politikoje, pasitelkdama rizikos savoka. Siuo
tikslu analizuojamos diskurso pozicijos ir perspektyvos, daugiausia démesio
skiriant tam, kaip jos formuoja DI suvokima ir ES saves pozicionavima
tarptautiniame kontekste. Cia ES laikoma veikéja, turindia daugybe balsy,
kurie prisideda prie strateginio diskurso, susijusio su DI, ir bendro
subjektiSkumo skaitmeningje srityje. Nors instinktyviai norétysi kreipti
démes;j | institucijy galios dinamikg bei skirtingus prioritetus, disertacijoje
teigiu, kad zinojimo konstravimg imant domén saugumo ir saves
pozicionavimo aspektus galima apibendrintai laikyti budingu ES ir
atstovaujanciu ES pozicijai.

Kalbant apie skaitmening darbotvark¢ (nors EK turi kompetencija
inicijuoti skaitmenine politika), atrodo, kad dél pagrindiniy Sios politikos
kryp¢iy sutariama bendrai. Tai jrodo 2022 m. Europos deklaracija dél
skaitmeniniy teisiy ir principy — ja pasiras¢ EK, Europos Parlamento ir
Europos Tarybos pirmininkai, o wvalstybés narés jsipareigojo priimti.
Deklaracijoje teigiama, kad ES skaitmeniné transformacija turi atspindéti ES
vertybes, skleisti | zmogy orientuotg vizija ir skatinti pilieciy teisiy apsauga
(Digital-strategy.ec.europa.eu, n.d.-e). Todél stipréjantis ES vaidmuo
formuojant skaitmening darbotvarke ir prisiimant koordinatorés vaidmenj, o
ne ,,skirtingas* ar ,,fragmentiskas* nuomones (Af Malmborg 2023) rodo ES
subjektiskuma skaitmeninimo srityje kartu su kitomis jos politikos sritimis,
pavyzdziui, prekyba. Anu Bradford (2023) ES netgi pavadino viena i$
skaitmeniniy imperijy, greta JAV ir Kinijos, rodancios ambicijas formuoti
tarptautine skaitmenine tvarka. Be to, manoma, kad ES geba vis geriau atlikti
saugumo valdymo funkcijas ir jsitraukti j nuolatinj unikalaus savo vaidmens
saugumo srityje formulavimo procesa (Sperling and Webber 2014; Baker-
Beall and Mott 2022). Todél ir Siame tyrime daugiausia démesio skiriama su
DI susijusio saugumo konstravimui, dar karta teigiama, kad ES ir Sioje srityje
veikia kaip subjektas, integruojantis skirtingas darbotvarkes ir nuolat
kintantis.

Disertacijoje laikausi nuomonés, kad ES pozidris i DI pristato ES
mastyma apie technologija ir pasirinktg plétojamg strateging krypt;.
Formuojama ES DI politika yra konkretus, formalizuotas $io pozidirio
rezultatas ir iSraiSka — komunikatai, ataskaitos, rezoliucijos ar teisiSkai
privalomos taisyklés, grindziamos institucijy indéliu per 2018-2024 metus.
Apibudinimas ,,formuojama“ taip pat nurodo testinumg laike ir jvairius

227



institucinius jnasus ]} politika, skirta virsmo technologijai, kurios plétros

galimybés ir kryptys iSlieka ateities nezinomuoju. Tod¢l daugiausia démesio
skiriama reikSmiy konstravimui, matant steigiamajj rySj tarp reikSmeés,
praktiky ir bendros politinés ,,netvarkos* (Matejova and Shesterinina 2023a).

Atsizvelgiant | visas Sias pastabas, atliekant tyrimg buvo iSkelti tokie

pagrindiniai tikslai:

1.

I8skirti pagrindines akademiniy ir politiniy diskusijy apie DI tendencijas,
padedancias suprasti, kokios sgvokos dazniausiai vartojamos apibtidinant
DI ir su juo susijusius vertinimus.

Isitraukti j kritines saugumo diskusijas, atskleidziancias technologijy,
saugumo ir rizikos sgsajas, toliau plétoti konceptualyjj tyrimo pagrinda.
Apibrézti su DI susijusia saugumo samprata formuojamoje ES DI
politikoje ir taip pratesti diskusijas apie ES pozitirj ] sauguma bei jos
pacios saugumo politika.

Identifikuoti ES sifiloma atsaka jvardijamomis politikos priemonémis,
jtraukti jvardyta pasirinkima j platesnj ES valdysenos konteksta.
Nurodyti ES saves pozicionavima, susijusi su formuluojama saugumo
samprata, iSskiriant pagrindines jos ypatybes ir atsizvelgiant | esamas
diskusijas apie ES kaip galia.

Disertacijoje teigiama, kad ES turima su DI susijusio saugumo samprata

grindzia agentinio saugumo sgvoka, technokratizacija kaip valdymo btuidas ir

tvirtové kaip ES pozicija tarptautinéje erdvéje. Remiantis Siomis jZvalgomis,

sitilomi keturi ginamieji teiginiai:

1.

»Rizikifikavimo* procesas rodo, kad su DI susijusio saugumo samprata
konstruojama pasitelkiant rizikos savoka. [vestos rizikos kategorijos,
apibudinamos pagal galimas zalos salygas pamatinéms Zzmogaus teiséms
ir demokratinei politinei sistemai, atspindi ES nubréztas ribas, pagal
kurias vertinami su DI susij¢ klausimai ir prioritetai. Toks rizika
grindziamas pozitris rodo, kad saugumo samprata formuluojama kaip
ilgalaiké, orientuota j ateitj ir grindziama technologiniais vaizdiniais.

ES apibrézia DI saugumg kaip agentinj saugumg, suprantama kaip
zmogaus gebéjimas iSlaikyti kontrole ir sprendimy priémimo galig
sgveikaujant su DI, apibréziamu kaip Kitas. Agentinis saugumas ¢ia
jvedamas kaip papildomas Zmogaus ir visuomenés saugumo matmuo, nes
vartojant §ig samprata démesys sutelkiamas j zmogaus agentiSkuma
antagonistiSka laikomos Zzmogaus ir technologijos sgveikos kontekste.
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Tokig logika grindZia antropocentrizmas ir jo poreikis iSlaikyti
hierarching Zmogaus pozicijg.

3. ES siilloma valdysenos programa kaip atsakas j rizika ir galimos Zalos
salygas yra technokratizuota. Ja siekiama uztikrinti saugumg kaip
kasdiene¢ ruting: standartizuotas priemones, ekspertinio indélio svarbg ir
paskirstyta atsakomybe. Technokratizacijos samprata atspindi ES
pasirinkimag apibrézti DI tik pagal techninius bruozus, tikintis, kad
mokslinés zinios padés orientuotis neapibréztumo sglygomis. Pasitelkiant
technokratizuotag valdyseng taip pat siekiama jtikinti tarptauting
bendruomene priimti ES sitlomg pozidrj i DI, apibiidinamg kaip
universaliai tinkamas ir grindZiamas iSoriniu ekspertiSkumu, o ne
politiniais gincais.

4. ES saves pozicionavima formuojamoje ES DI politikoje galima
apibendrintai nusakyti pasitelkus metafora tvirtové. Tvirtovés vizija
atsiranda kaip atsakas j DI kaip Kito sampratg ir nepalankig tarptauting
aplinka, toliau stiprinancig DI kitoniSkuma. Tvirtové Zymi apibrézta
erdve, veikianCig trimis buidais: a) ES taisyklés taikomos ir tiems, kurie
yra viduje, ir norintiesiems pakliti | tvirtove; b) siekiama sumazinti
priklausomybe nuo tarptautiniy galiy; c) siekiama jtikinti kitus perimti ES
poziurj j DI.

Teoriné prieiga

Sioje disertacijoje, remiantis konstruktyvistine teorine perspektyva, démesys
krypsta j technologijy, saugumo ir rizikos sgveika ir svarstoma, kaip juos
formuoja galia, zinojimas ir valdysena (ir kaip jie savo ruoztu yra jy
formuojami). Siekiant atlikti i§samig analiz¢, formuluojamas daugiasluoksnis
konceptualusis modelis, grindziamas prielaida, kad saugumas néra objektyvi
salyga — jis konstruojamas per bendras reikSmes, diskursus ir praktikas. Todél
susiriipinimas ir riipes¢iai placigja prasme interpretuojami kaip nerimas dél
galimos problemos, kuri néra i$ anksto apibréziama kaip pavojus, bet vis tiek
reikalauja démesio, perZzengiancio jprastas politiniy praktiky ribas.

Siame tyrime laikomasi nuomonés, kad technologijas formuoja
socialings, institucinés, ekonomingés ir materialinés galimybés bei apribojimai;
skiriama démesio tam, kaip technologijos jsivaizduojamos ir véliau
jtraukiamos ] politinius sprendimus (Liebetrau and Christensen 2021; Leese
and Hoijtink 2019). Pana$iai zvelgiama | saugumo sgvoka. Remiantis
konstruktyvistine perspektyva, klausiama, kaip struktliruojamos ateities
vizijos ir su jomis susije riipescCiai, kokios ribos ir skirtumai nustatomi tarp

229



,vidaus® ir ,iSorés” (Huysmans 2008; Bigo 2001). Todél su saugumu
susijusios sgvokos, tokios kaip konkurencija, galia ir interesai, néra pastovios;
verta nagrinéti, kaip jos kuriamos, gin¢ijamos ir jtraukiamos i platesnj politinj,
technologinj ir normatyvinj kontekstg.

Saugumo ir rizikos sagvokos taip pat laikomos socialiai konstruojamomis
ir priklausan¢iomis nuo to, kaip ir koks antagonistiSkumas artikuliuojamas.
Pavyzdziui, remiantis saugumizavimo logika, grésmés siejamos su islikimo
klausimu ir neatitaisoma zala, reikalaujancia neatidéliotino atsako, o Sis
daznai pateikiamas kaip isskirtinés priemonés formuluojamai grésmei jveikti
(Methmann and Rothe 2012). O $tai rizika suprantama ne tiek akcentuojant
i8likimo klausima, kiek daugiau démesio skiriant galimai zalai. Rizika taip pat
nurodo kitokig laiko perspektyva, nukreiptumga j ateit] ir jos neZinomybe, siekj
suSvelninti galimas pasekmes. Politiniai sprendimai savo ruoztu yra nukreipti
] ilgalaikes galimos Zalos valdymo priemones, nepereinancias ] nepaprastosios
padéties ar iSskirtiniy priemoniy sritj (Backman 2023). Todél kalbant apie
rizikas klausiama, kokios situacijos suvokiamos kaip rizikingos (Matejova
and Shesterinina 2023b), kaip rizika pasitelkiama apibréziant numanomus
i8stkius, jeigu saugumas ima sietis ne tik su iSlikimo klausimu.

Rizikos, o ne grésmiy artikuliavimas ES formuojamoje DI politikoje
y. i8likimo, problemomis, dé¢l kuriy reikéty imtis iSskirtiniy priemoniy. Tad
tyrimui reikalingas tokig perspektyva atitinkantis konceptualusis pagrindas,
leidziantis plétoti minétg grésmiy ir riziky perskyra. Todél disertacijoje
pasitelkiama , rizikifikavimo* prieiga, kurios laikantis siiloma analizuoti,
kaip rupesCiai tampa rizika ir kokiomis priemonémis sitiloma jg valdyti
(Morsut and Engen 2022). Disertacijoje iSskiriami keturi analitiniai elementai:
referentinis objektas, galim0s zalos salygos, valdysenos programa ir
tarptautinis bendradarbiavimas. Galimos zalos salygos ir valdysenos
programa rodo esminj poslinkj nuo saugumizavimo elementy — grésmiy ir
nepaprastyjy priemoniy, nes abu elementai (galimos zalos sglygos ir
valdysenos programa) susije su ilgalaikiu valdymu, pateisinanciu politikos
priemones (Corry 2012). Tarptautinio bendradarbiavimo elementas
jtraukiamas kaip papildomas rizikifikavimo veiksnys, leidziantis nustatyti,
kaip ES jsitraukia j tarptautinius procesus ir sprendzia savo saugumo
rupeséius, susijusius su DI politika. Galiausiai rizikifikavimas padeda toliau
analizuoti minétgjg jtampag tarp saugumo ir riziky ir klausti, kaip
konstruojamos su DI susijusios rizikos, kaip Zvilgsnis krypsta nuo
neatidéliotinumo | neapibréztg ateitj. Taigi disertacija atliepia jvardyta tyrimy
spragg ir pagrindzia su DI susijusio saugumo analizg.
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Lenteléje nurodomi pagrindiniai  taikomy analitiniy  elementy
motyvuojami klausimai.

1 lentelé. Pagrindiniai rizikifikavimo analitiniy elementy klausimai

+ Kas formuojama kaip referentinis objektas?
+ Kokie pagrindiniai referentinio objekto bruozai?

» Kokie saugumo klausimai susij¢ su referentiniu
objektu?

Referentinis
objektas

» Kokia saugumo samprata formuojasi?

+ Kaip turéty biiti valdoma rizika?

* Kokios yra sitilomos politikos priemonés, kaip jos
apibudinamos?

+ Kaip legitimuojama valdysenos programa?

Valdysenos
programa

+ Kaip apibréziamas tarptautinis DI kontekstas?
» Kokios yra tarptautinio bendradarbiavimo kryptys?
» Kokios yra saves pozicionavimo formos?

Tarptautinis
bendradarbiavimas

» Kas tampa zala, atsizvelgiant i artikuliuotus pavojus ir
Galimos Zalos ateities neapibréztuma?
salygos * Kokios yra galimos Zalos salygos?

Saltinis: autorius, remiantis teorine prieiga.
Tyrimo strategija

Kadangi tiriant rizikifikavima svarbiis kalbos aktai (Harijanto 2025),
disertacijoje atlickama diskurso analizé, siekiama suprasti pagrindines
tekstuose atsiskleidziancias reikSmes. Tokia prieiga nenukrypsta nuo
pasirinktos konstruktyvistinés perspektyvos: démesys diskursui leidzia
suprasti ir nustatyti, kaip ir kokios idéjos, sgvokos, kontekstai yra
formuluojami, kokias politines funkcijas jie atlieka. Siame kontekste ES
laikoma ,,labai diskursyvia“ dél pareiSkimy ir jvairiy politiniy dokumenty
gausos, atskleidziancios institucinés kalbos ir veiksmy sistemos sgsajas
(Baker-Beall 2014). ES formuojama DI politika liudija ta pacia tendencija,
nes ji apima dokumenty, pozicijy ir pareiskimy jvairove, sudarancéig ES
strateginj DI diskursg. Jis ir tampa tyrimo aSimi.

Vadovaujantis interpretacine perspektyva, tyrime skiriama démesio ES
pasirinktoms sgvokoms, nusistovéjusiems apibrézimams ir formuluotéms,
grindzian¢ioms mastyma apie DI, ES tikslus bei su jais susijusias reikSmes.
Turint mintyje, kad diskurso analizés strategija daznai priklauso nuo
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konkretaus atvejo, ¢ia pirmiausia pristatomi pagrindiniai etapai, tokie kaip
duomeny atranka ir rinkimas, kodavimo schema ir interpretacija. Atlickant
diskurso analize taip pat biitina kruops$ciai apmastyti tyréjo pozicija ir per visa
procesg priimtus sprendimus, todél tyrimo strategija ir etapai pristatomi
reflektuojant iSkylancias problemas ir ribas. Pavyzdziui, pabréziama, kad
gauty rezultaty nesiekiama apibendrinti placiau nei formuojama DI politika —
linkstama koncentruotis j konkrety atveji ir apibréztas tyrimo salygas.
Vertinant surinkty Saltiniy skaiciy skiriama démesio jy jvairovei jtraukiant
skirtingy institucijy pozicijas | nagriné¢jamag ES strateginj DI diskursa.

Diskurso analizéje naudojami dviejy tipy duomenys: 1) ES formuojamos
DI politikos dokumentai ir 2) pusiau struktiiruoti interviu su ekspertais ir
ekspertémis. Vadovaujantis nustatytais kriterijais, atrinkti 75 ES institucijy
dokumentai (saraSas pateikiamas 1 disertacijos priede), paskelbti 20182024
metais. Pasirinktas laikotarpis nuo pirmojo komunikato ,,Dirbtinis intelektas
Europai®, skirto konkreciai DI, iki ES Dirbtinio intelekto akto jsigaliojimo
2024 m. rugpjuti — savotiskos politikos formavimo, deryby ir priémimo
proceso pabaigos. Jis atskleidzia intensyvias tarpinstitucines diskusijas ir
zinojimo konstravimg. Taip pat jtraukiami 11 pusiau struktiruoty interviu,
atlikti nuo 2023 m. geguzés iki 2024 m. vasario, su ES institucijy ekspertémis
bei ekspertais, taip pat dalyvavusiais formuojant politika (interviu sgrasas
pateikiamas 3 priede). Sie tekstai padeda iSplésti analize, nes juose isryskéja
formuojant politika dalyvaujanciy asmeny nuomonés ir perspektyvos.
Zinoma, klausimas, kas kalba, islicka metodologiskai jautrus, nes ES néra
monolitiska. Todél empiringje analizéje aptariami instituciniai balsai ir jais
remiamasi, kad buty parodytas esamas ES daugialypumas, liudijamas
daugybés dokumenty, saveiky ir persidengian¢iy Zodyny.

Apskritai tokia tyrimo strategija atitinka pagrindinius interpretacinés
analizés lukesCius, be to, ja galima taikyti tolesniuose tyrimuose, kuriy
akiratyje atsidurs su DI susijgs zodynas ir diskurso praktikos. Interviu,
pradedant potencialiy respondenty bei respondenciy paieSka ir baigiant
pokalbiy analize, buvo atliekami laikantis pagrindiniy tyrimy etikos ir dalyviy
apsaugos reikalavimy. Todél visg procesg — nuo pagrindiniy strategijos punkty
apibrézimo, teksty atrankos, interviu, teksty segmenty ir jy kodavimo iki
interpretavimo — grindé bendros gairés ir pavyzdziai, rodantys, kaip atlikti
diskurso analize ir neperzengti jos riby, kaip ja pritaikyti prie disertacijos
zingsnius, grindziamus tyréjo mastysenos ir diskurso bei pagrindiniy jo
elementy sampratos. Tai ne trikumas, o veikiau analitinio proceso dalis,
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struktiiruota ir patobulinta remiantis esama literatiira ir metodologiniais
pasirinkimais.
Svarbiausios jZvalgos

Pristatytas disertacijos tikslas (analizuoti, kaip ES konstruoja saugumo
sampratg formuojamoje DI politikoje) iSkeltas reaguojant j jau atliktus
tyrimus, kuriuose kalbama apie pastebétus neatitikimus tarp technologijy
jraSymo | bendrosios rinkos konteksta ir militarizuoty praktiky, taip pat i
tendencijas pasitelkti rizikg kaip jvairiy politikos sri¢iy priemong. Nors ES
vengia tiesiogiai kalbéti apie sauguma, susijusj su DI, tyrime sitiloma manyti,
kad rizika tampa svarbiu veiksniu, parodanciu, kokiu DI vaizdiniu
zmogaus ir jo reikSmés sampratai.

Pritaikius iSskirtus analitinius ,rizikifikavimo® elementus, tyrimas
parodé, kad ES formuluoja ir laiko DI Kitu — sudétingu, kintanciu ir riipestj
kelian¢iu reiSkiniu, kuriam reikia ilgalaikio technokratizuoto valdymo.
Riipestis pamatinémis zmogaus teisémis ir demokratine sistema bei galimos
zalos salygomis parodé¢, kad ES suvokia DI sauguma kaip agentinj, o atsakg j
ji grindzia technokratizuota valdysenos programa, pozicionuodama save kaip
tvirtove. Tarptautinio bendradarbiavimo jtraukimas kaip dar vienas analitinis
rizikifikavimo elementas ne tik atskleidé ES pozicija, bet ir parodé, kad ES
siekia spresti rizikos klausimus tiek viduje, tiek perkeldama jy aktualuma |
iSore. Todéel ES politinés preferencijos ir poziiiris j DI susipina formuluojant
su DI susijusio saugumo samprata, apimancig reikSmes, sitilomas priemones
ir praktikas, — nuo DI apibrézimo kaip Kito iki savo pozicijos
konkuruojancioje tarptautingje aplinkoje nustatymo.
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2 lentelé. Pagrindiniy jzvalgy santrauka

Referentinis _<
objektas

Galimos Zalos _<
salygos

Valdysenos <
programa

Tarptautinis
bendradarbiavimas

\

» Pamatinés Zmogaus teisés ir demokratiné politiné sistema
susiduria su didele rizika ir tampa referentiniais objektais.

» Sauga yra orientuota j produktus ir paslaugas kaip garantija,
kad DI nepakenks referentiniams objektams.

* Démesys Zmogaus vaidmeniui jam saveikaujant su
technologija atskleidzia, kad daugiausia rGpinamasi tuo, kas
ateityje turés kontrolg.

* Galima zala reiskia jvairias problemas, susijusias su
isibrovimu ir diskriminacija ir sukeliamas DI arba ji
netinkamai naudojanciy veikéjy.

* DI autonomija pateikiama kaip radikali problema, rodanti,
kaip turimi DI vaizdiniai skatina imtis veiksmy.

* ES saugumo sampratg galima apibendrintai laikyti agentiniu
saugumu, orientuotu j zmogaus veiklos apsauga, apibréziama
kaip nuolatiné Zzmogaus kontrol¢ bei sprendimy priémimo
galia Zmogui sgveikaujant su technologija ir tai suvokiant kaip
itampa tarp Saves ir Kito.

* Normatyviniy ir instituciniy priemoniy, kuriomis kuriama
daugiasluoksné ir jvairiapusé valdysenos sistema, derinys.

* Politikos priemonés, susijusios su principais, reguliavimu,
vertinimais ir institucine ekosistema, skirtos ne tik
kontroliuoti, bet ir kreipti DI ateit], siekiant uZtikrinti agentinj
sauguma.

* ES technokratizuoja valdysenos programa taikydama
standartizuotas politikos priemones, remdamasi eksperty
ziniomis ir paskirstydama atsakomybe institucinéms
procediroms, kuriose saugumas tampa jprasta rutina.

* ES siekia formuoti tarptauting darbotvarke ir ginti taisyklémis
grindziama tvarka, dalyvaudama daugiaSaliuose formatuose ir
plétodama bendraminciy partneryste.

» Tarptautiné su DI susijusi aplinka laikoma konkurencinga; ¢ia
taip pat dalyvauja ES, siekianti jtvirtinti savo vaidmenj tarp
kity galiy.

 Save ES pozicionuoja kaip tvirtove — ribota erdve, judancia
savisaugos, priklausomybés mazinimo ir kity jtikinimo savo
poziiiriu j DI kaip biido stiprinti sauguma link.

Saltinis: autorius, remiantis atlikta analize.

Sioje lenteléje apibendrintos keturios pagrindinés disertacijos i§vados.
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Pirma, analizé parode, kad ES, apibrézdama savo pozicija dél DI, aktyviai
pasitelkia rizikos ir rizika grindziamo poziiirio sampratas. Pateikta rizikos
kategorizacija, grindziama galimu pavojumi pamatinéms zmogaus teiséms ir
demokratinei politinei sistemai, iliustruoja tvarkos mechanizma: kuo didesnis
galimas pavojus, tuo didesné rizika ir tuo didesnis reguliacinés intervencijos
poreikis. Jeigu saugumizavimg palygintume su rizikifikavimu, peréjimas nuo
grésmiy ir neatidéliotinos biitinybés prie rizikos ir su DI susijusiy vaizdiniy
sauguma kaip ,auks$taja politikg perorientuoty prie neapibréztumo
numatymo ir mazinimo, siekiant pageidaujama linkme nukreipti DI plétrg ir
panaudojima. Todé¢l vietoj ypatingy priemoniy ES rengia valdysenos
programg, grindziamg saugumo normalizavimu ir rutina. Kartu su tokiais
klausimais kaip klimato kaita ir kibernetinis saugumas DI prisideda prie
saugumo sampratos plétros — parodo, kad technologijos ir su jomis susij¢s
nezinojimas kei¢ia grésmés diskursus. Todél ,,rizikifikavimo* proceso analizé
tampa konceptualiai svarbi dekonstruojant ES mastyma ir politika, susijusia
su DI saugumo apibrézimu ir formavimu, kur rizika reiskia politinius
pasirinkimus bei prioritetus apibtidinant ir sprendziant saugumo klausimus,
nukreiptus | ateitj bei su ja susijusj neapibréztuma.

Antra, remiantis ES strateginiu DI diskursu, disertacijoje pasitilyta
agentinio saugumo savoka. Ji reiSkia Zmogaus agentiSkumo apsauga,
suprantamg kaip gebéjimas islaikyti kontrole ir sprendimy priémimo galig
esamy ir biisimy su DI susijusiy problemy atzvilgiu. Zmogaus ir technologijos
saveika laikydama grijsta prieSiSkumu, o DI traktuodama kaip Kita, ES
pabrézia butinybe i§laikyti Zmogaus virSenybg technologijy atzvilgiu. Tuomet
agentinio saugumo klausimais tampa netgi nekariniai DI naudojimo atvejai,
galintys paZeisti, sutrikdyti ar apriboti Zmogaus i3skirtinuma. Si savoka
skiriasi nuo jau vartojamy, tokiy kaip nacionalinis, Zmogaus ar visuomeneés
saugumas, ir zyminciy santykius tarp valstybiy, valstybiy ir visuomenés
grupiy. Démesys zmogaus agentiSkumui i$pleia saugumo sampratg, nes
manoma, kad DI atkreipia démesj | svarstymus apie tai, ka reiskia buti
zmogumi technologijy atzvilgiu, — tai, kas anksc¢iau laikyta savaime
suprantama prerogatyva. Tad saugumas €ia susij¢s su siekiu nustatyti ribas ir
skirtumus tarp Zmoniy kaip Saves ir DI kaip Kito, atsizvelgiant | tai, kad
agentiSkumas turi likti Zmogaus iSskirtinumu nepaisant (biisimy) DI plétros ir
naudojimo etapy. Sykiu tokia pozicija liudija antropocentrizmo
ir technologijos saveikos, taCiau atsisakoma svarstyti alternatyvias S$ios
sgveikos formas, veikiancias Zmogaus vieta hierarchijoje.
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Trecia, technokratizacija reiskia, kad valdysenos programos formavimas
laikomas techniniu, o ne politiniy svarstymy klausimu. Technokratizacija,
grindziama riziky sprendimo standartizavimu, eksperty autoritetu ir
atsakomybés paskirstymu administratoriams bei suinteresuotosioms Salims,
reiSkia pasirinkta strategija, kuria vadovaudamasi ES pateisina ir struktiiruoja
esamais kity politikos sri¢iy modeliais — pavyzdziui, reguliavimu, vertinimais
ir institucijomis — ir kartojant sitiloma techninj DI apibrézima pabréziamas
ekspertiniy ir moksliniy ziniy aktualumas sufleruoja likescius, kad tos Zinios
pasitlys objektyvias ir veiksmingas gaires, rodancias, kaip reaguoti |
neapibréztuma, susijusj su DI. Todél ES, atrodo, teikia pirmenybe tikétinam
nesaliSkumui, o ne atviroms politinéms diskusijoms. Toks mastymas atitinka
rizikifikavimo logika, kai nuo mobilizacijos ir iSgyvenimo klausimy
pereinama prie technokratinio valdymo, kur saugumas jgyvendinamas per
kasdienine ruting. Technokratizacija rodo depolitizacijos prieStaringuma, nes
mazina skirtingy pozicijy ir pasiilymy svarbg priimant sprendimus, o
pasitlytas politikos priemones pristato kaip savaime suprantamas.

Ketvirta, ES pozicionuoja save kaip tvirtove — apribota erdve,
apibrézianc€iag save pagal nustatytus principus ir taisykles, siekiancia
tarptautiniuose DI standartuose jtvirtinti savo pozitrj. Tvirtové veikia keliais
budais: ji nustato principus visiems veikéjams ES viduje ir norintiesiems
patekti 1 ES; tarptauting aplinkg laikydama nepalankiai konkuruojancia, siekia
sumazinti priklausomybe nuo tarptautiniy galiy, sustiprinti technologijy bei jy
valdymo kontrolg; tikisi jtikinti kitus laikytis jos pozitrio j DI ir taip sukurti
saugesne erdve, vertinant pagal ES. Tvirtové numano ir kitokj pozitrj |
skaitmeninj suvereniteta: joje technologijos néra naudojamos suverenitetui
stiprinti, jos pasirodo kaip Kitas, verCiantis ES stiprinti savo apsauga.
Konkurencinga tarptautiné aplinka, jskaitant didzigsias valstybes, didzigsias
technologijy jmones ir autokratinius veikéjus, sustiprina DI kaip kitonisko
sampratg, todél mazesné priklausomybé ir kontrolé tampa bendromis, nors ir
skirtingai motyvuotomis skaitmeninio suvereniteto ir tvirtovés dalimis.

Tokia ES pozicija atskleidZia eurocentrizmo priestaringuma. Ji liudija ES
tendencijg sitilyti savo pozitirj § DI kaip visuotinai taikomg ir priimting,
neatsizvelgiant i i$Stkius, grupes ir pozicijas, nepatenkancias i ES démesio
centrg — Europos pilie¢iy ir demokratinés politinés sistemos idealus.
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Mokslinis reikSmingumas

Si disertacija siiilo ketveriopa akademinj jna$a. Pirma, joje plétojamos
akademinés diskusijos apie ES formuojama DI politika, sutelkiamas démesys
1 saugumo, susijusio su DI, samprata. Disertacijoje reaguojama j esamus
tyrimus, kuriuose pabréziama jtampa tarp to, kaip ES civiliniu, nekariniu budu
apibrézia technologijas, ir militarizuoty praktiky. PerZengiant literatiiroje
Iprasta civilinés ir karinés sri¢iy dichotomija, disertacijoje sitiloma agentinio
saugumo savoka — saugumo matmuo, kurio centre atsiduria antagonistiska
zmogaus ir technologijos sgaveika, DI suvokiant kaip Kitg. Ji sutelkta j
zmogaus veikimo apsauga, suprantama kaip gebé&jimas iSlaikyti kontrole ir
sprendimy priémimo galig, atsizvelgiant | dabartinius ir biisimus su DI
susijusius klausimus. Be to, Sis tyrimas iSplecia su DI susijusio saugumo
analizg, daznai sutelkiamg j karinj konteksta, ir parodo, kad ripestis dél
zmogaus ir technologijy saveikos bei kontrolés perzengia karing sritj. Taigi
agentinis saugumas tampa atskaitos tasku, padedanciu suprasti zmogaus
veikimo apsaugg jvairiose sociotechninése aplinkose, ir pleCia saugumo
studijy diskursa.

Antra, disertacijoje plétojama technokratizacijos sgvoka, susijusi su DI
saugumu, kartu parodoma, kaip siekiama uztikrinti saugumg — latentiskai,
ilgalaikiskai ir procediiromis mazinant rizikg bei galima zalg. Disertacijoje
parodoma, kaip veikia technokratizacija: standartizuojant politikos
priemones, pasitikint eksperty ziniomis ir perduodant atsakomybe
administratoriams bei suinteresuotosioms $alims. Taip pat svarstoma, kokios
yra ES poziiirio j DI kaip saugumo klausima ypatybés. Si disertacija prisideda
prie saugumo studijy ir mokslo ir technologijy studijy diskusijy, daznai
sutelkian¢iy démesj ] tai, kaip | saugumo praktikas yra integruotos
technologijos. Disertacija parodo, kad DI laikomas ne tik priemone, bet ir
saugumo problemy Saltiniu bei technokratizuoto atsako pateisinimu. Daroma
prielaida, jog mokslinés zinios ir ekspertiniai vertinimai gali pasiiilyti aiSkumo
ir veikimo gaires neapibréztomis salygomis.

Disertaciijoje pritaikoma ir plétojama rizikifikavimo prieiga, jau
atskleidusi, kad démesys valdysenos programoms tiesiogiai siejasi su
technokratiniais problemy sprendimais. Disertacijoje teigiama, kad rizikos
logika — ne tik tipiskas ir jau jrodytas ES politikos formavimo biidas, bet ir
strategija, skirta jtvirtinti saugumo klausimams, sprendziamiems
technokratizuotomis valdysenos programomis. Rizikifikavimo sgvoka taip pat
iSpleCiama: svarbia analitine dalimi tampa tarptautinis bendradarbiavimas. Jis
parodo, kad su DI susijusiy riziky tarptautinimas tampa neatskiriama ES
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saugumo logikos dalimi ir prisideda prie mastymo apie technologijas ir rizikas
kaip neturincias sieny. Taip siekiama jtvirtinti ES subjektisSkuma.

Trecia, disertacija prisideda prie diskusijy apie ES saves pozicionavima
pasaulyje. UZuot pritaikius jau nusistovéjusias sampratas, pavyzdziui, ES kaip
normatyviné galia ar technologijos kaip priemoné siekti skaitmeninio
suvereniteto, Siame tyrime laikomasi prielaidos, kad ES pozicija formuojama
vaizduojant DI kaip Kitg, o tai lemia saves kaip tvirtovés apibrézima.
Skirtingai nuo tyrimy, kuriuose ES subjektiSkumas apibiidinamas kaip
grindZiamas ne saugumo prioritetais (tokiais kaip rinka ir vertybiy
skatinimas), ¢ia ES pozicija apibréziama kaip atsakas i saugumo problemas,
kur saugumui stiprinti pasitelkiamos jvairios strategijos (daugiaSalis
bendradarbiavimas, jtaka ir konkurencija). Todél, uzuot sutelkus démes;j j
diskusijas apie skaitmeninimo skatinama pokytj ir pozitirio | ji formulavima,
disertacijoje rodoma, kad ES wuzima protekcionisting pozicijg DI ir
nepalankios tarptautinés aplinkos atzvilgiu, o su DI susijusig valdyseng laiko
kova dél galios.

Galiausiai tyrime nagrinéjamos platesnés diskusijos, veikian¢ios
formuojama ES DI politika, grindziama dilema ,kaip parengti DI taisykles
atsizvelgiant | etikos ir Zmogaus teisiy darbotvarke, nevarzant inovacijy ir
nekenkiant DI technologijy diegimui Europoje“ (Brattberg et al. 2020).
Disertacijoje teigiama, kad jau atliktuose ES pozitirio tyrimuose daugiausia
démesio skiriama ekonominiams ir reguliavimo klausimams bei svarstymams
apie ES rinkos konkurencinguma, nepaisant ES formuojamoje DI politikoje
itvirtintos saugumo sampratos. Disertacija jtraukia Sig perspektyva ir parodo
ne tik jos aktualuma, bet ir tai, kaip siekis apsaugoti pamatines Zzmogaus teises
bei demokratines vertybes yra pristatomas kaip iSskirtinai europietiskas,
taciau kartu ir universaliai taikytinas poziiris, tapes neatskiriama ir integralia
ES formuojamos DI politikos dalimi. Tai skatina kompleksiskiau diskutuoti
apie tai, kokie yra ES prioritetai ir kaip jie nusako ne tik ES pozicija, bet ir jos
pozitrj j DI, neapsiribojant vien tik bendrosios rinkos ir konkurencingumo
logika.
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