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Abstract

Currently majority of research in automatic text summarisation focuses on creating new or
improving existing text summarisation models. However, this trend is rather dangerous as they do
not ask a question: if the algorithm they are trying to improve suits the data in the first place?
This master’s thesis tries to fill in this gap in the literature by assessing if different types of text
summarisation algorithms perform equally well with academic papers from different scientific
disciplines. More specifically, it applies Pivoted QR Decomposition, Naive Bayes, Decision Tree,
Hidden Markov Model, and Support Vector Machine (SVM) text summarisation algorithms on
academic papers from the fields of medicine, biology, computer science, and economics (including
finance), and compares the results. According to the research, the academic field does not have an
influence on the accuracy of summarisation. By applying different algorithms on different texts,
independently of the text type the same algorithms (Naive Bayes and SVM) performed the best.
However, at the same time, when applying different algorithms on aggregated data, in general the
accuracy achieved was smaller than when applying it on separate texts. Hence, it can be concluded
that though the type of text does not influence the summarisation that much, it is better to use
separate data than an aggregate in order to achieve higher summarisation accuracy.



Santrauka

Automatinis teksto apibendrinimas:
ar svarbu Zinoti teksto tipa renkantis teksto apibendrinimo algoritma?

Siuo metu dauguma tyrimy apie automatinj teksty apibendrinima bando sukurti naujus arba
patobulinti jau egzistuojancius algoritmus. Bet jie ignoruoja labai svarby klausima: ar sitilomas
algoritmas apskritai tinka tyrinéjamiems duomenims? Sis tyrimas bando uZpildyti $ia spraga
akademine¢je literatiiroje iSsiaiSkinant ar skirtingi algoritmai veikia vienodai gerai su skirtingais
teksto tipais. Atsakymas yra pasiekiamas apibendrinant medicininius, biologinius, ekonominius ir
kompiuterinio mokslo akademinius darbus, naudojant pasukimo QR suskalbima, Naivaus Bajeso,
Sprendimo MedZius, Paslépto Markovo Modelio ir Vektoriaus Palaikymo MasSinos (SVM) algorit-
mus. Tyrimas parode, kad teksto tipas neturi dideles jtakos apibendrinimo tikslumui. Nepriklauso-
mai nuo to kokie algoritmai buvo taikomi kokiems tekstams, visados tie patys algoritmai (Naivusis
Bajesas ir Vektoriaus Palaikymo MaSinos) apibendrino duomenis geriausiai. Taciau, taikant algo-
ritmus ant agreguoty duomeny daZniausiai apibrandinimo tikslumas maz¢jo. Tai reiSkia, kad nors
teksto tipas nedaro jtakos algoritmams, viStike galima rekomenduoti, kad teksto apibendrinimas
turétu biiti daromas su neagreguotais duomenimi, kad iSgauti auks$ciausiag tiksluma.



Introduction

Due to a huge information overload that was brought by the invention of the internet, currently
there exists a large demand for systems that can accurately summarise the available information
[4, 14]. In recent years, the academia met this demand by creating several complex and accurate text
summarisation models (e.g., MEAD [19], WebInEssence [18], GISTExter [21], etc.). In addition,
large number of researchers proposed several improvements to already existing models. Suanmali,
Salim & Binwahlan (2009)[11] and Babar & Patil (2015)[20] proposed to use fuzzy logic when
deciding which sentences should be extracted, while Alguliev (2009)[16] recommends using an
evolutionary method based on clustering to improve the quality of summaries.

However, currently majority of research focuses on creating new or improving existing text
summarisation models, without answering a question to what types of texts any particular model
should be applied in the first place. For example, Hiraeo et al (2002)/citeHirao applied Support
Vector Machine text summarisation algorithm and Kim et al (2006) [22] applied Naive Bayes
algorithm on news reports, without distinguishing them by type. Similarly, Conroy and O’leary
(2001) /citeConroy used a Hidden Markov Model to summarise an aggregated data set that included
different types of documents, without separating them by type. Hence, with my master’s thesis I
will try to check, if such an approach of ignoring the type of data is a sound one. This will be
checked by assessing if different text summarisation models perform equally well with academic
papers from different scientific disciplines.

The answer is provided by comparing the quality of summaries applying Pivoted QR Decompo-
sition, Naive Bayes, Hidden Markov Model (HMM), Decision Tree, and Support Vector Machine
(SVM) text summarisation algorithms on academic papers from the fields of medicine, computer
science, biology, and economics (including finance). According to the research, the type of aca-
demic discipline does not have a substantial impact on the quality of the summary. More specifi-
cally, in all cases Naive Bayes and Support Vector Machine performed the best, without any huge
differences between the two, independently on the type of document. After performing sensitivity
analysis, this conclusion was further strengthen, though it also showed that in some cases SVM
loses its accuracy and Naive Bayes becomes the dominant algorithm.

However, at the same time, the research also shows that better accuracy is achieved when
academic papers from different disciplines are summarised separately rather than using their ag-
gregates. In other words, when the data was aggregated, it almost always performed worse than
when it was separated. Hence, this implies that though the best algorithms stays the best indepen-
dently on the text type, it is better to summarise texts from different disciplines separately rather
than aggregating them.

In this paper, the first section provides a short overview of text summarisation. This includes
an explanation on what type of text summarisation exists, what text summarisation algorithms
will be used in the analysis and how they work, and how currently majority of text summarisation
algorithms are applied in practice. Second section explains the methodology that is used in the
research, which includes explanation how the data is cleaned and prepared for the research, a short
overview of the algorithms, and how the results are further checked in order to add robustness.
Third section elaborates on the experiment that is used to check if the type of text has an influence
on summarisation results. The master thesis ends with a conclusion to the whole work as well as a
short discussion on the future work that could be done in this field of research.



1 Overview of text summarisation

According to Hovy (2005)[7] a summary is a text that: (i) is created from one, or more, document,
(i1) contains a significant portion of information found in the full text, and that (iii) is at least
two times shorter than the original text (most often it is much more shorter then that). In other
words, a summary is a short text that retains all the important ideas of the original document.
Which ideas are important often depends on the aims of the researchers that are summarising the
documents. For example, if an academic wishes to build an algorithm that could help medics to
diagnose diseases, for a medic important idea in this paper could be “for what diseases this model
can be used”, while for a computer scientists the important idea could be “how the model works”.
Nevertheless, the main point of any summarisation algorithm is to skim the fat from any text and
only reveal what really matters.
In general, there are two ways to skim the cream and create a good summary of a text:

e Extract based - constructs the summary by extracting the most prevalent / important phrases,
sentences or words from the text [6].

e Abstract based - automatically finds the most relevant parts of the text and paraphrases them
in to a summary [8].

As can be seen from the short explanation of the two methods, there are quite a lot of difference
between them. On one hand, extract based method does not alter the original text in any way. It
only finds which sentences are important and which are not. On the other hand, abstract based
method uses the words and ideas found in the text, but it creates its own text by paraphrasing them.
Hence, for the abstract based method to create good summaries it is very important that it does
not misinterpret the ideas found in the original text, which is very difficult to do. Because of this
difficulty, many scholars choose to use extract based rather than abstract based methods in their
work.

This research will follow in the footsteps of the masses and use extract based approach to
summarise academic papers. In other words, due to the abundance of literature and its relative
simplicity extract based methods will foster a more transparent research. As the main goal of this
paper is not to improve an already existing model, but to check how they perform on different
data, the relatively simplicity of extract based models becomes a strength rather than a weakness.
In addition, as one of the goals of this research is to provide a guideline how the quality of a
text summarisation model could be checked, by using a simpler approach the guidelines become
accessible to more people.

The remainder of this section names and explains concrete algorithms that will be used to
summarise texts as well as elaborates on the already existing applications of defined extract based
text summarisation models.

1.1 Extract based text summarisation models

Majority of extract based text summarisation models come from data mining. The most well-
known and widely used text summarisation models are Naive Bayes, tree based algorithms (e.g.,
Decision Tree), Support Vector Machine, and Hidden Markov Models. However, there are also
algorithms that do not use data mining approaches to find which text is a good summary. One of
such algorithms is Pivoted QR decomposition. The remainder of this section elaborates on all of
these models mentioned prior and explains how they will be applied in this work.



1.1.1 Pivoted QR decomposition

Pivoted QR decomposition is a method of text summarisation where sentences that have many
ideas are considered as good summaries for the text. This approach assumes that the level of
importance of each sentence heavily depends on the number of topics it covers. Sentences that
have a large number of ideas are more important than those with a small number, and hence, are
extracted as summaries. In addition, the pivoting aspect of this model means that each time a
sentence with a particular set of ideas is extracted as a summary, the ideas extracted do not play a
role when deciding which other sentences should be extracted. This means that each new sentence
extracted following this approach talks about different topics found in the text.

Keeping what was discussed in mind, the most important question of this text summarisation
approach is the definition of an idea. Conroy and O’leary (2001)[13] use this model to summarise
text and they defined an idea as any term in the document. In other words, each word in a document
is an idea, and hence should be used to estimate the importance of each sentence. This approach is
very simple and because of that has several major issues.

First, not all words are equally important in a text document. For example, importance of any
stop word in a document should be zero, as they do not add any additional information to the
text (though they make reading documents much simpler). In addition, if a paper is about some
statistical model, words that describe the model are much more important that those that only have
a seldom relationship to it (e.g., words that are used to explain the model through examples).

Second, the approach used by O’leary and Conroy (2001)[13] has a positive bias toward longer
sentences. Though it can be speculated that long sentences have more ideas in them this is not
always the case. For example, a sentence that is used as an example could be very long, but at
the same time it is mainly used to clarify some other idea. In other words, though the example
sentences could be very long, it often has only a very small number of unique ideas in it.

Hence, to combat the issues discussed previously the idea is defined in this paper as follows: an
idea of an academic paper is a word that was mentioned in the abstract at least once, ignoring any
stop words. By using this approach: (i) only words relevant to the main topics of the documents are
accounted for and (ii) the model becomes unbiased towards longer sentences that only talk about a
small number of ideas. The following pseudocode contextualises the ideas describe prior:



Algorithm 1. Pivoted QR Decomposition

terms < import all uniquel words (excluding stopwords) that appear in the abstracts
terms.df < term matrixz with terms as col names and sentences as row names
n <= number of sentences that will be used as a summary

for i in 1 : neol(term.matrix) do
which.have < grep(col.names(terms.df)[i], row.names(terms.df))

if length(which.have) > 0 then
terms.df [which.have, i] <= term.matriz|which.have,i] + 1
end if
end for

summary < c()
foriin1l:ndo
summary < which.max(rowSums(terms.df))
terms.df < terms.df[, —(which)(terms.df[summary,]! = 0)] {Removing terms that were
used}
summaries < c(summaries, which.max(rowSums(terms.df)))
end for

Here the first part of the script imports the terms mentioned in the abstracts of documents for
one of the four fields of science as well as create a data frame which uses the important terms as col
names and sentences from the texts as row names. After that the first for loop counts the number of
times each of the terms appears in each sentence. Second for loop, finds which sentences have the
largest amount of information, but also at each iteration the algorithm removes which ideas were
represented in the sentence that was deemed as the best at each step.

1.1.2 Naive Bayes

Naive Bayes is one of the most popular text summarisation techniques due to its simplicity and
its relatively good summarisation capabilities [22]. It uses the Bayes rule in order to classify
each sentence in a text as worthy of extraction or not [4]. However, for Naive Bayes to work,
first each sentence has to be described in terms of features (e.g., length, number of keywords in a
sentence, cosine distance between the sentence and the title, etc.). That is, it cannot operate with
unstructured data. Naive Bayes algorithm uses these features to calculate the probability that the
sentence is worthy of extraction (or not). The function below is used to decide the aforementioned
worthiness of a sentence. In the function F are the features, s is a sentence identifier and S is a set
of all sentences in a document:

[l P(Fls€S)-P(s€S)
[T P(F)

After assessing the worthiness of all sentences, some predefined number of sentences is ex-

P(s € S|F, By, ..., F}) (1.1)

tracted and used as a summary. The number of sentences that will be extracted depends on the
compression rate. Compression rate is how long is the summary compared to the original text. If
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the compression rate is 50%, that means that the summary is two times shorter than the original
text.

In addition, Naive Bayes is a supervised learning method. This means, it has to have a dataset
on which it can be trained. The training data is a dataset in which some sentences are already
classified as worthy and others as not worthy. In the research, this kind of dataset will be created
by finding the sentences in the text that are most similar to already existing man made summaries
of said text. More on this can be found in the subsection 2.4 Creating the training data set.

1.1.3 Tree based methods

One of the major drawbacks of the Naive Bayes approach is that it cannot identify which features
really matter for sentence reduction, and which do not. In other words, every feature is treated
equally, ignoring the fact that some of them could have a more substantial effect on classification
than others. This problem is solved by tree based methods. Their name stems from the fact that
they create hierarchical structures in order to classify the data. Majority of them work by using
entropy measures (i.e., measure of homogeneity of a dataset according to the variance of some
variable) to find which features really matter. More specifically:

1. Tree based methods assume that the whole dataset is the root of the tree.

2. The data set is then split in to two, or more, parts using every variable and value of each
variable (e.g., if one variable is number of words in a sentence, first split could be "all
sentences that have more than 0 words", second could be "all sentences that have more than
1 word", etc.).

3. For each split, the newly created groups are evaluated based on their purity level (i.e., what
is the balance of the two, or more, classes in each of the newly created groups).

4. The variable and value of said variable that produces the most pure split is considered as the
best split.

5. After creating the first split the process is repeated (step 2 through 4) on every newly created
group, until the algorithm does not create splits with high purity level (i.e., if the algorithm
cannot find a split that would separate the data in to two groups where at least one of the
newly created groups is dominated by one of the target classes).

Hence, at each level new rules are created as the data is divided, where in the end of each
branch of a tree there is a subset of the original dataset. How any new observation will be classified
depends on the ratio of classes in the final subset to which it belongs. That is, dominant class is
the class to which any observation belonging in the subset will be assigned. Figure below provides
a visual representation of this idea. In addition, the figure shows one of the main advantages of
decision tree compared to other methods. That is, it can use the same feature several times at
different levels of a tree. This trait of tree classifiers often allows it to outperform more simple
classification methods such as Naive Bayes.

10
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Figure 1. This graph represents a hypothetical example of a tree classifier that can be built to find
which sentences should be classified as summary sentences and which as non-summary. At the
root of the tree (first question) the full dataset is used. It is divided in to smaller groups as it moves
down the decision tree. At the terminal nodes (a.k.a. leaf nodes) there is only a small set of the

original data. The terminal node is assigned to be summary or non-summary based on the ratio
of summary to non-summary sentences in the data set at the terminal node (i.e., if there are more
summary sentences than non-summary the terminal node is classified as summary and vice versa).

This research will use the tree based method called Decision Tree. It was selected due to its
simplicity, difference from the Naive Bayes approach as well as the algorithms good track record
in text summarisation. In addition, decision tree approach is a backbone behind the Random Forest
classifier that is considered as one of the best out-of-the-box classifiers (i.e., a classifier that does
not require a lot of tuning) currently available. Hence, future research could easily compliment this
research by growing a forest from the decision tree classifier.

1.1.4 Hidden Markov Chain

Hidden Markov Model (HMM) is an algorithm that can find hidden states of some observation
by observing the features of each state. In recent years, this model gained prominence in the
text summarisation community as it, unlike other models discussed previously, does not assume
independence between sentences. In other words, it assumes that the probability that a particular
sentence is important partially depends on the fact if the previous sentence was important or not.
Main proponents of this model are Conroy and O’leary (2001)[13] that found that HMM can create
very respectable results when applied to text summarisation problems. Figure below provides
a graphical representation on how HMM can be used to extract summary sentences from a six
sentence text.

11
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Figure 2. Summary extraction via Hidden Markov Model. Here The bubbles represent sentences,
yes means sentence is extracted and no means it is not extracted; Fy,...,F,, are the features of each
sentence. HMM looks at each sentence through the features and estimates if a sentence is a good
summary or not. Here the hidden part is the state (summary and non-summary).

In this paper I will use the approach proposed by Conroy and O’leary (2001)[13] to summarise
academic papers. Any HMM consists of three parameters: (i) the probability p that the first sen-
tence is or is not a summary, (ii) the transition matrix M between the states, and the emission matrix
E of observable features. In this research the probability p will be calculated by dividing the num-
ber of times the first sentence was classified as important by the total number of documents. The
transition matrix M will be estimated by calculating how many times a sentence transitioned from
a summary state to non-summary state, from a non-summary state to a summary state, and how
many times it stayed the same (summary-summary and non-summary-non-summary). Then the
estimates are divided by the total number of transitions to create the transition matrix M. The emis-
sion matrix E is estimated by calculating the covariance of all features in each group (i.e., summary
and non-summary sentences). Important to note that in majority of cases the emission matrix is
estimated by looking how each feature interacts with each state (e.g., by looking at the probabilities
or correlation). However, following Conroys’ and O’learys’ (2001)[13] I will be using the covari-
ance matrix instead. Important to note that by using the covariance matrix it is assumed that the
features have a multivariate Gaussian distribution. However, this assumption is not farfetched, as
Conroys’ and O’learys’ (2001)[13] showed in their work.

1.1.5 Support Vector Machine

Support Vector Machine (SVM) is a strong classification algorithm that often outperforms both
tree based and Naive Bayes text summarisation algorithms [10, 24, 2]. However, it is also much
more computationally intensive. SVM is based on the Structural Risk Minimization principle,
which tries to find a hypothesis with the lowest error. In more general sense, SVM tries to find
an n-dimensional surface (hyperplane) that would separate the data the best according to some
variable. The plane is constructed by selecting several points (i.e., observations) that are called
support vectors [2]. Figure 2 below visualises this idea graphically.

The idea that the figure below demonstrates is that SVM finds a hyperplane that allows to divide
the data in to two groups the best. After it finds this plane, any new point that would be added to
the dataset would be classified to one or another group, depending where in relationship to the
plane this point would appear. One of the main strengths of SVM is that this plane does not have to
be straight. In other words, it can be wavy, which allows for more precise classification. However,
because of this aspect of the hyperplane also it can make SVM over fit itself too strongly to the
data.

12



(a) Two group example scatterplot (b) Point seperation after SVM

Figure 3. The two plots provide an example how any numeric data set can be separated via SVM.
Figure (a) on the left shows a scatter plot of random variables that are divided in to two groups. First
group is represented as blue squares and the second group as red circles. Second figure (b) on the
right shows how the provided data could be divided in to the aforementioned groups. The black
line in the middle is the 2-dimensional surface discussed prior (hyperplane), which essentially
divides the data points in to two groups. Shapes that have their respective collar filled in are the
aforementioned support vectors.

1.2 Applications of text summarisation methods

Currently, majority of researchers in text summarisation focus on summarising news reports [23],
legal documents [3] and medical documents [1, 17]. One of the main reasons why the focus is on
these types of documents is that there are several large text data sets in these topics that already
have summarised sentences. For example, TIPSTER data set, has a large number of news reports
spanning the years of 1989 and 1992. The news reports also include short summaries and each of
them i1s classified according to some topics. Hence, by using these types of data researchers can
easily both apply their models on them as well as check the quality of summaries by comparing
them to manmade summaries.

In addition, researchers rarely use different types of documents to test their created or im-
proved text summarisation algorithms. For example, Hiraeo et al (2002) evaluated their Support
Vector Machine algorithm solely using news reports [24]. Similarly, Kim et al (2006) evaluated
the changes that they proposed to a standard Naive Bayes summarisation algorithm by also using
news reports [22]. Alternatively, Conroy and O’leary (2001) used a variety of different text in order
to check their Hidden Markov Model text summarisation algorithm [13]. However, they did not
separate texts by type and simply aggregated all the results.

Finally, researchers that try to propose new or improve existing text summarisation algorithms
almost always only look at the algorithms themselves, ignoring the data. Though currently this
approach is not seen as problematic, in reality it could have several negative implications. For
example, if the type of document does in fact influence the results of summarisation, to an extent
that one algorithm performs better with one type of documents while another with other type,
the current approach could be a poor estimate of the quality of a new or improved algorithm.
More specifically, by only applying text summarisation algorithms on one type of document, the
algorithm that is deemed better, could be simply better for a particular data set. In other words, this

13



type of comparison does not allow to answer if algorithm A is better than algorithm B with any
certainty.

Keeping this in mind, this master’s thesis tries to fill in the gap in the literature by testing if
in fact the type of document does have an impact on results of summarisation. In total five text
summarisation models will be used, namely: (1) Pivoted QR Decomposition, (ii) Naive Bayes, (ii1)
Hidden Markov Model, (iv) Decision Tree, and (v) Support Vector machine. The five algorithms
will be applied on eighty academic papers from four scientific disciplines, namely: (i) medicine,
(i1) biology, (iii) computer science, and (iv) economics (including financial papers). By doing so,
the research tries to provide an answer to the question, which is also the main hypothesis: Can
the quality of text summaries be improved by selecting different text summarisation models for
different types of texts?

In addition, the master thesis also provides a guideline on how the quality of new or old but
improved text summarisation methods can be checked. The approach provided here, unlike the
one mentioned prior, does not rely on simply using an aggregate dataset to test algorithms. It uses
several datasets, as well as it includes sensitivity analysis. In other words, the approach described
in this paper circumvents the issue of not knowing if an algorithm truly works better than others,
or it simply works well with particular data.

Hence, the master thesis not only checks if the quality depends on the type of text, but also
provides a guideline on how the quality of any algorithm should be checked. Though the approach
described in the master thesis is only applied on academic papers, it can also be applied on other
type of work. For example, it can be applied to find an algorithm that best summarises sci-fi books
or romantic comedies and if the same algorithm performs the same way with both of these types of
books. It could be the case that in both of these cases the same algorithm will perform the same.
However, without performing a deep analysis it is impossible to say if this is the case.

The next subsection (2 Methodology) elaborates on the approach that was used in the research
to check if the quality of summaries depend on the type of text. It also provides an in depth
explanation on how text summarisation algorithms could be checked using different types of text.

14



2 Methodology

This section is divided in to seven parts:

1.

2.

Data - elaborates on the data (i.e., academic papers) that will be used in the analysis

Data processing - explains how data is cleaned and processed before using it in the analysis

. Estimating features - defines the features of sentences that will be used to find collection of

sentences that can serve as a summary for the whole text

Creating a training data set - this section elaborates on how by using the abstracts and
cosine distance measure it is possible to find sentences in the text that are good summaries,
and in turn create a training data set for the algorithms

. Finding summary sentences - explains the technical aspects of the five text summarisa-

tion algorithms (see 1.1 Extract based text summarisation methods) that will be used in the
research

Calculating accuracy - provides an overview of the approach that will be used to estimate
the quality of summaries

Sensitity analysis - elaborates on the approach that was used to check the sensitivity of the
results

In addition, figure below provides a short overview of the methodology, while the rest of this
section elaborates on it in more depth.

15



Academic papers in text format -\

Biology Medicine Economics Cmf' puter
| I I science |

20 academic papers
from the same
scientific discipline

Type A:
Paper #1

L/

Processing full texts and abstracts of papers

~

] 3 LiRemoving | L5
Removing Removing Extracting paragraphs And more
stop words punctuation stems of words| | shout figures
[ Estimating features of sentences from the selected academic papers ]

]

Finding which sentences in the text are good summaries

Creating term Calculating Finding Only keeping
document matrix of sentences that are
abstracts and text

distance between sentences closest
abstractand full text to abstracts different from others

\/

s Finding summary sentences using five algorithms ™
1] Balancing the | Dividing the EN Finding | 4 ] Calculating
data according to data in to training | |[Summary sentences | [the accuracy of

summary sentences | | and testing using five algorithms| |summaries

* Repeating 100 times
/_ Presenting results \1

. Calculating the average accuracy N Plotting the ROC curve of the
of 100 iterations, standard deviation, hest estimates
max, and min

-

Figure 4. This graph presents the methodology of thr research in a stylised form. It in no shape or
form elaborates on every aspect that was done in the research. Hence, it only should be used as a
reference tool to the methodology.

2.1 Data

In the research academic papers and articles from four different disciplines were used in order to
assess if the type of text has an influence on summarisation results. Namely academic papers and
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articles from the fields of: (i) Biology, (ii) Medicine, (iii) Computer science, and (iv) Economics
(including papers from the field of Finance). In total eighty academic papers are used in the
research. For the full list of academic papers see the Appendix.

The reason why academic papers were selected as the target of the analysis is because they often
are written in a technical manner. In other words, they rarely have ambiguous sentences, which
is often the case with fictional literature. In addition, because they often have to follow similar
structures, stylistically they tend to be similar. All these aspects foster an easier summarisation
process. Finally, in the academic literature on text summarisation, often these types of documents
are rarely used in the research (see section 1.2 Application). Hence, by focusing on academic
papers this research also fills in the gap in the literature.

The four types of academic papers were selected as they allow for all rounded research. The
remainder of this subsection discusses this in more depth.

2.1.1 Academic work in the field of Biology

These works mainly explore different biological phenomenon such as: (i) DNA, (ii) role of glycine
betaine, (iii) exploration of psychogenetic signals, etc. Hence, quite often these types of papers
overlap with papers in the field of Medicine, though there are still some differences between the
two. However, because the similarity exists, by including papers in this field and the field of
medicine it is possible to assess how different types of algorithms perform with very similar papers.
At this stage, it is expected that the accuracy of summarisation of these two types of papers will be
similar. However, it is also expected that the quality of summaries will not be very large, as these
kinds of papers often use complex statistics and/or computer models in order to convey, predict,
and describe different biological phenomenon. This is especially the case with phenomenon that
can be expressed in signal form, such as psychogenetic signals.

From the descriptive perspective, the average number of sentences that the selected papers in
biology have is 196.75 with a standard deviation of 107.04. The large standard deviation shows
that these papers heavily differ in terms of length. Paper with the largest number of sentences had
501 sentences, while the shortest paper had 61 sentences. These results strengthen the assumption
that papers in the field of Biology heavily vary in terms of length. In addition, average length of a
sentence in the papers was 15.49 words, with the standard deviation of 7.43. The longest sentence
in the paper had 166 words. This sentence is this long because it is an introductory sentence with
4 bullet points separated by a semicolon.

2.1.2 Academic work in the field of Medicine

These types of papers are similar to those in the field of biology. However, unlike papers in biology,
these works mainly focus on biological phenomenon related to people. For example: (i) psychical
activities of people, (ii) illnesses, (iii) diagnostic tools, etc. In addition, it is also expected that the
summarisation results of these papers will be better than papers in biology, as they have a narrower
scope as the formal. However, the fact that these papers often include complex mathematical
equations and formulas will also make summarisation more difficult.

Average number of sentences in a text is 145.7, with the standard deviation of 58.3. Maximum
number of sentences was 264, while the minimum was 49. These results show that these papers
are on average shorter than those in the field of biology. In addition, this also implies that these
types of papers will have better summaries as the extract based text summarisation algorithms will
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only have to select sentences from a smaller pool of sentences. The average number of words in a
sentence was 15.33, with standard deviation of 7.09. These results are very close to papers in the
field of biology. The longest sentence in these types of works had 69 words.

2.1.3 Academic work in the field of Computer Science

These papers are related to different types of computer models, including but not limited to: (i)
information systems, (i1) object detection, (iii) face recognition, etc. Similarly to the paper types
before this one, there should be some overlap between them. This is because often both papers in
the fields of biology and medicine use computer models to research and explain different biological
and medical phenomenon. However, the overlap should not be too large. In addition, it is likely that
these types of papers will be the most difficult to summarise as they almost always include complex
mathematical formulas and pseudo code, which the extract based algorithm cannot reliably extract.
The average number of sentences was 286.75, with standard deviation of 142.23. Maximum
number of sentences was 541, while the minimum was 38. These results again strengthen the
assumption that these types of works will be the most difficult to summarise as they are also the
longest. The average length of a sentence was 13.78 words, with the standard deviation of 6.54. The
longest sentence had 104 words. This sentence is this long because it had over twenty references.

2.1.4 Academic work in the field of Economics (including Finance)

These papers explore issues related to economics and finance, such as: (i) the stock market, (i1)
different policies (especially fiscal), (ii1) natural resources, etc. These papers are the most different
from others as they have the least amount of overlap. In addition, they are the most likely to have
the largest accuracy, as these types of papers often do not define economic phenomenon using
complex mathematical functions. For example, impact of any policy on the economy is often
estimated using a simple ordinary least squares regression or the variant of one.

Papers in the field of economics (including finance) had an average number of sentences of
268.65, with the standard variance of 86.6. This means that, in length they are very similar to
papers from the field of computer science, though the standard deviation here is smaller. Hence,
this nuance of the data will allow to somewhat estimate what influences the results of the sum-
marisation more, the length of the document or its complexity. Maximum number of sentences
was 455 and the minimum was 157. The average number of words in a sentence was 14.68, with
the maximum number of words of 83.

It is important to point out that even though the papers from different disciplines are of different
length, this does not have a huge adverts effect on the research. This is because in the research the
most important thing is to see how different algorithms perform with different types of texts. More
specifically, the point of interest is that if one algorithm performs the best with one type of text,
while another with another types of text. Hence, it is unnecessary to compare algorithms between
types of texts. It is enough to simply look at the performance of algorithms inside each text type.

2.2 Data processing

Before analysing the academic papers, the data went through a process of cleaning, where any
unnecessary information that could have an adverse effect on the results of summarisation were
removed. However, by removing unnecessary information it would be quite difficult to interpret
the created summaries (e.g., it is more difficult to read a text that does not have stop words, than
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those with them). Hence, before processing, the original sentences were saved. In other words,
the estimation of features and selection of sentences that should be classified as summaries will be

done using the clean sentences, while the summaries themselves will be constructed using original
(i.e., not cleaned sentences).
The papers were cleaned using the following approaches:

1.

Removing stop words (e.g., a, an, and): the stop words found in the text rarely carry any
crucial contextual information. In addition, the amount and position of stop words is not only
dictated by good grammar, but also by the style of the author. Hence, by removing them, the
differences in style of different papers are mitigated, at least to an extent.

Removing punctuations (excluding commas): similarly to stop words, punctuations rarely
carry any crucial contextual information. They help readers to grasp the concepts and ideas
described in the papers, however they do not influence if a sentence is a good summary or
not. In addition, similarly to stop words, they often are influenced by the style of the author.
Hence, by removing them, it becomes easier to analyse the texts. However, it has to be also
mentioned that punctuations themselves can help to identify different ideas. This is because
often one sentence has several ideas, where each of them is divided by different punctuation
marks, but analysis of the texts in such a way is already beyond the scope of this master’s
thesis, and hence it will be omitted.

Removing sentences that describe figures, plots, and tables: because the extract based
method only extracts text and not figures, plots, or tables, the sentences that describe them
will lose their meaning. In other words, even if these sentences describe profound ideas,
without the reference point they are not very useful. Hence, they are removed.

Only keeping the stems of words: by only keeping the stems of words, words that use
different affixes but talk about the same idea will be treated equally. For example, words
such as mathematician and mathematicians in the research would be treated equally. Though
these two words describe different things, the idea behind them is very similar (a person or
several people from the field of mathematics). Hence, by stemming the words, words will
not be separated simply because of the affixes.

. Additional cleaning: a number of additional steps were performed in order to clean the data

throughout. For example, all plots were removed, as well as acknowledgments, reference,
and similar from the documents. The reason why all of this was removed before the analysis,
is that these parts of the documents do not have any useful contextual information. Though
it has to be mentioned that references can be used to pinpoint the topic of the document, this
task is beyond the scope of this research.

In addition, for easier analysis the text documents are transformed in to a tabular data set. More
specifically, first of all, paragraphs from each document are extracted and placed in to a tabular data

set. This step is necessary as one of the features that will be used in the research is the position
of a sentence in a paragraph (see section 2.3Estimating features for more information). After that,
the cleaned sentences are extracted from the paragraphs and placed in to a final tabular dataset.
For each document type the algorithm created by the author creates a separate tabular dataset. The

final tabular datasets are later used for feature selection, which is described in the next subsection.

The cleaning process was performed using an R script written by the author and employing tm
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package to remove stop words and RWeka to extract word phrases (around 95% of the cleaning
script is authors own work).

2.3 Estimating features

As majority of the mentioned text summarisation methods use features in order to select sentences
that should be extracted (this does not apply to the Pivoted QR Decomposition as it simply uses
terms) it is important to define features that describe each sentence in great detail. However, the
features should not be overcomplicated as often a small number of relevant features is enough to
accurately identify important sentences [4]. Hence, in the research a total of six different features
is used:

e Sentence position - the position of a sentence in a paragraph. The position is expressed in
a value from O to 1. First sentence of a paragraph is denoted as 0, last denoted as 1 and the
sentences in between are estimated by calculating the relative position of the sentence in a
paragraph. This feature was selected as it is assumed that first and the last sentence in the
paragraph are the most important once.

e Sentence length - number of words that are in a sentence. Here, only words that are not stop
words are accounted for. Sentences that are longer could have more information, and hence
could be more often selected to be in a summary.

o Level of difference between the title of the text and the sentence - estimated by calculating
the cosine distance. More specifically, both the title and the sentence that is analysed are
transformed in to vectors that show the frequency of each word found in both of them (a.k.a.
Term Document Matrix). The similarity between the two texts is estimated through the
following equation:

N
tn n
similarity(t, s;) = 2 n=i tn (2.1)
N N
Zn:l t%L n=1 S%L

where ¢, and s,, are the components of word frequency vectors of the title and the analysed
sentence respectively. It is assumed that the title of the text also represents the main topic.
Hence, sentences that talk about the main topic are most likely are the important once.

e Number of times keywords appear in a sentence - almost all academic papers at the
start of the text have several keywords that represent the document. Hence, it is likely that
sentences that have large number of these keywords also carry a lot of information about the
text as a whole.

e Number of times the five most prominent words in the text appear in the sentence -
again, here only words that are not stop words are accounted for. Words that appear most
often in the text are likely the once that represent the text the best. Hence, sentences that
have a large number of these words are likely to be important.

e Number of times the three most prominent 2 or 3 word phrases in the text appear in
the sentence - the logic of including this feature is the same as is for the previous feature.
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2.4 Creating a training data set

All the aforementioned text summarisation algorithms can be classified as supervised learning
methods. This means that in order for them to estimate the parameters that will help to find im-
portant sentences, they have to have a data set on which they can be trained. Such data set in data
mining is called a training data set. The main feature of this data set is that it has a variable that
already classifies each sentence in a paper according to if it should be saved or not.

In the academic literature, most often this data set is created by experts [5]. That is, experts
read each document and evaluate each sentence as worthy or not worthy of extraction. Though this
approach provides very good results, it is very time consuming and often the summaries depend on
the people that write them. In other words, two experts reading the same document often classify
different sentences as important as they often understand the text differently. In addition, when
highly technical documents are evaluated, as is the case with this master’s thesis, it is even more
difficult to find people to summarise them all. Hence, in the thesis the summary sentences will be
identified using an algorithmic approach.

Sentences that summarise the document well were identified by finding which sentences in
the text are closest to sentences in the abstract. In other words, it was assumed that the abstracts
of the academic papers, which were written by the authors, are good quality summaries, and the
sentences in the text that are most similar to them are the most important. By using this approach
the both issues cited previously are mitigated. More specifically, first of all, it is very likely that
the author understands his work the best, and hence the abstract includes only information that
is crucial. In addition, by using an algorithmic approach there is no need for experts in all four
fields of science from which the papers are analysed. Distance between sentences in the full text
and abstracts were estimated using cosine distance measure. It was selected as it is heavily used
by researchers to compare texts [12]. Table below provides a comparison of an abstract of a paper
titled The Curse of Natural resources, which is from field of economics with the summary created
using the cosine distance measure. As can be observed from the illustration, by using the cosine
distance it is possible to find very similar sentences in the full text to the sentences found in the
abstract.
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Abstract

Created summary

This paper summarizes and extends previ-
ous research that has shown evidence of a
‘curse of natural resourcesa countries with
great natural resource wealth tend neverthe-
less to grow more slowly than resource-poor
countries. This result is not easily explained
by other variables, or by alternative ways
to measure resource abundance. This pa-
per shows that there is little direct evidence
that omitted geographical or climate vari-
ables explain the curse, or that there is a
bias resulting from some other unobserved
growth deterrent. Resource-abundant coun-
tries tended to be high-price economies and,
perhaps as a consequence, these countries
tended to miss-out on export-led growth.

Therefore, one explanation of the resource
curse is that resource abundance tended to
render the export sectors uncompetitive and
that as a consequence resource-abundant
countries never successfully pursued export-
led growth. It is not easily explained by other
variables, or by alternative ways to measure
resource abundance. This paper shows that
there is little direct evidence that omitted ge-
ographical or climate variables explain the
curse, or that there is a bias resulting from
some other unobserved growth deterrent.We
also show evidence that resource-abundant
countries tended to be high-price economies
and that, partly as a consequence, these
countries tended to miss-out on export-led

growth.

Table 1. The first column shows the text found in the abstract of a paper titled The Curse of Natural
resources, while the second shows the summary created through cosine distance estimates.

In the initial stage of research twenty sentences from the text that are closest to abstracts are
classified as important while the rest as unimportant. The number twenty was selected as abstracts
generally have half of that many sentences. In addition, because abstracts often carry vary com-
pressed information, while text do not, by using twenty sentences it is possible to accurately convey
all the information in the abstracts using sentences from the full texts. By selecting twenty sen-
tences, the final data set for each of the scientific fields will have a total of 400 sentences that are
classified as worthy of extraction (i.e., sentences that summarise the texts well), while the rest are
classified as unimportant. However, also in order to ensure robustness of the results, the summari-
sation will be performed several times using different number of sentences each time (more on this
see 2.7 Sensitivity analysis).

2.4.1 Keeping unique sentences

One issue by simply finding sentences that are the closest to abstracts is that some sentences could
repeat themselves. In other words, if two sentences in the full text are very similar to one another,
but also are very similar to one of the sentences in the abstract, it is possible that these two sentences
will be deemed as worthy of extraction. Hence, it could be the case that virtually the same sentence
will be extracted as a good summary. In order to ensure that this is not the case, the algorithm also
checks if the sentences that are worthy of extraction are relatively different from one another.
This is done through a loop that estimates the cosine distance between all extracted sentences and
removes all sentences that have a cosine distance with at least one other sentences of 0.8 or larger.
In addition, when two sentences are close to one another, the sentences that appears latter in the
text is removed, and the one that appears first is retained. This is because almost all academic
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papers start with an introduction that often summarises some information found in the text. Hence,
by keeping the first sentences, this important information is not removed from the analysis.

In addition, by simply removing similar sentences the number of summary sentences could
become very small. Because of that, after removing any sentence that was deemed as a summary
sentence, a new one is added in its place. Then the process of finding similar sentences is repeated
again, until there is no more sentences that are very close to one another. At all time, the number
of sentences that are evaluated is twenty, as was defined prior in the master’s thesis (see section
2.4 Creating a training data set). The pseudo code below elaborates on the algorithm in a more
technical manner:

Algorithm 2. Removing similar summary sentences

n <= sentence to extract

order.df <=order(cosine.distance)
take.n <= order.df[1 : n]
how.much.to.remove < 1

while how.much.to.remove > 0 do
cos.dist <= dist(take.n)
remove.df < which(cos.dist > 0.8)
remove <= NULL

if(length(remove.df) > 0) do
for i in 1 : length(remove.df) do

remove < add(remove, remove.df [which.max|(remove.df|i])])
end for

remove <= unique(remove)

n.old <=n+1

how.much.to.remove < length(remove)

n <= n + how.much.to.remove

taken.n < (add)(taken.n|—removel, order.df n.old : n|)
end while

First part of the algorithm imports all the necessary information that will be used in the re-
search. More specifically, it takes n sentences from the full text that are closest to the abstracts.
The second part of the algorithm is a while loop that tries to find if there are any sentences that
are very close to one another and removed them as well as adds additional sentences instead of
removed ones. More specifically, the for loop, finds which sentences are very close to one another
and selects the one that appears second in the text, while the end of the algorithm removes the
identified sentences, adds new sentences, and prepares for the next while loop (if it is necessary).

2.5 Finding summary sentences
2.5.1 Balancing the data and creating the training and testing data set

In order to improve the quality of the summaries the data set that is analysed was balanced ac-
cording to sentence classification. In other words, the data set that is summarised has a relatively
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equal amount of sentences that are deemed as worthy and those that are deemed as irrelevant. The
balancing was performed by randomly removing sentences that are deemed as unimportant until
the number of unimportant sentences was relatively similar to the number of important once. This
was done as several academics stipulate that the quality of data mining models improves drastically
when a balance data set is used [9]. Some might argue that this could make the results of research
lose their robustness. Hence, to mitigate this possibility, the summarisation of texts was performed
not once but 1000 times. More on this see subsection 3.1/ Experiment. In addition, in order to fur-
ther check the robustness additional sensitivity analysis was performed where unbalanced data was
used (for more on this see 2.7 Sensitivity analysis).

In addition, before the training of the algorithm the data was split in to two data sets, testing
and training. The training data set includes 60% of the balanced data, while the testing includes
40%. The following pseudocode provides a more technical explanation on how the data set was
first of all balanced and then split in to a training and testing data sets:

Algorithm 3. Balancing and dividing the data in to a training and testing data set

df < .csv files of a paper created after theprocessing step
df true < df [df $Should.be.saved == "Yes” ]
df.false < df [df $Should.be.saved == "No”,|

for : in 1 : 1000 do
random.sample.true < df [df $Should.be.saved == "Yes” |
random.sample. false <= df [df $Should.be.saved == "Yes” ||
sample.df. false < sample(c(0, 1),
prob = c(nrow(df.true) /nrow(df. false),
1 — nrow(df .true) /arow(df. false))) {Balancing the data}
df to.split < rbind(df .true, sample.df.false == 0)
split < sample(c(0, 1), nrow(df .to.split), prob = ¢(.6, .4)
df train < df to.split[split == 1,]
df test < df .to.split[split == 0, |
Find summary sentences { Algorithm of this step is not provided here}
Save the accuracy { Algorithm of this step is not provided here}
end for

Several aspects of the code should be mentioned. First, as can be seen from the code, sentences
that are worth extracting and those that are not are processed separately. This is done in order to
create a relatively balanced data set. However, after processing both data set they are merged in to
one data set that is later split in to training and testing data.

Second, by performing all the steps defined in the pseudocode the first sentences that appear
in both df.train and df.test are those that worth extracting. Only after all sentences that are worth
extracting appear, sentences that are not worth start appearing. In other words, the sequential nature
of the documents is completely lost. On one hand, this is not an issue for majority of algorithms, as
they use features and do not care about the sequence of sentences. On the other hand, for Hidden
Markov Model this is a huge issue as it relies on the sequential nature of a text. Hence, Hidden
Markov Model uses a different way to create a training and testing data set. In it, the training data
set includes all-but-two of all documents, while the testing data the remaining two documents. This
approach is a variation of a frequently used cross-validation method of classification algorithms
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called leave-one-out. Using this approach the sequential nature of the texts is not violated, as the
training is done using full texts which have sentences appear in a correct sequence.

However, and argument can be made that because Hidden Markov Model uses a different ap-
proach to create training and testing datasets, this model is not comparable to others. Hence, during
sensitivity analysis, the other classification algorithms will be also divided in to a training and test-
ing data sets using the HMM approach in order to check if this approach influences the results of
summarisation.

2.5.2 Using algorithms

The extraction of sentences that are good summaries was performed using the algorithms described
prior in 1. Overview of text summarisation. All the algorithms were realised in R using the authors
own script and the following R packages: party, e1071, and mhsmm. It was decided to use pre-
existing packages rather than build algorithms from scratch as the main aim of this study is not to
improve existing algorithms, but to explore how different data effects the algorithms. In addition,
by using pre-existing packages it can be assumed that they are optimised and hence bad code does
not influence the final results. All the algorithms were used as they are (i.e., without any pruning).
Again, this was done in order to make the study as unbiased as possible. However, this does not
imply that there was no training involved. Each algorithm was trained using the training data set
described prior and tested on the testing data set.

In addition, though majority of algorithms use similar data (i.e., features described prior) and
work similarly, there are some nuances that have to be addressed. First, pivoted QR decomposition,
unlike other models, is not considered as a standard classification method. This is because unlike
other classification methods, it does not require any kind of training to select which sentences are
summary and which are not. More specifically, it finds relevant sentences by finding which have
the largest number of ideas. However, in this paper the pivoted QR decomposition had pseudo
training in a form of finding the relevant ideas. As was mentioned prior, in order to account for
ideas that are relevant to the text, only words that appear in the abstracts were used. However,
even with this pseudo-training this model most likely will perform much worse than other models.
Hence, in this paper this model is used more as a baseline. In order for other summarisation models
to be considered viable, they have to outperform the pivoted QR decomposition algorithm.

Second, as was mentioned prior Hidden Markov Model, unlike other models, when selecting
summaries takes in to account if the previous sentence was selected as a summary. Because of this
the same kind of data used with Naive Bayes, Decision Tree, SVM, and Pivoted QR Decomposition
cannot be applied to HMM. More specifically, as was mentioned prior in order to improve the
results of the summary the data was balanced. During the balancing process some sentences were
removed from the analysis. For other models this is not a problem, but for HMM this means
that the integrity of a document is ruined (i.e., it cannot always take in to account if the previous
sentence was a summary as sometimes the previous sentence is missing). To mitigate this problem,
for HMM model full texts were used in the analysis. More specifically, the training dataset was
created using 90% of all texts, while the testing was one on the 10% that was left (i.e., in each
iteration 18 texts will be used while two remaining texts will be used in testing). In addition, in
order to allow for a better comparison between algorithms the accuracy was estimated by including
all the texts in a training and testing datasets at least ones. Even so, the aforementioned limitations
have to be kept in mind during the analysis, as because of the aforementioned limitations, it is very
likely that HMM will perform worse than other algorithms. Though, the results created by it can
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be still used, as they will allow to see if HMM performs different with different types of texts.

2.6 Calculating accuracy

Quality of the summaries created by the algorithm were assessed employing the accuracy measure
known as area under the ROC (Receiver Operating Characteristic) curve. The ROC curve that eval-
uates how well a binary classification algorithm works at different thresholds. More specifically,
the curve shows the true positive and false positive rate of the classifier at different cut-off points.
Area under the ROC curve (AUC) was chosen as a measure of accuracy as unlike other measures,
such as sensitivity/specificity, out-of-bag error rate, etc., it estimates accuracy not with a point but
with an area under a curve, making it more robust than the alternatives [15]. AUC was calculated
employing the ROCR package in R. In addition, after estimating the average AUC the best ROC
cure (i.e., the one with the largest AUC) was plotted for each algorithm in order to allow for more
visual comparison between different algorithms. However, the ROC curve will not be plotted for
HMM, as the results of this model are too volatile and the best result can simply represent random
luck (more on this see 3.1 Experiment).

In addition, to provide robustness to the quality check, the AUCs created by different classi-
fication models were compared statistically through ANOVA (analysis of variance). ANOVA is a
statistical model that compares if two or more groups differ from one another. The comparison
is done by comparing the means of the groups. Hence, ANOVA is often considered as a gener-
alised form of a t-test. However, one of the ANOVA’s drawbacks is that as the number of groups
grows the probability that it will be statistically significant exponentially grows as well. Hence,
to ensure that any significance uncovered is due to groups being different and not because of the
number of the groups ANOVA will be complimented by the Tukey’s range test. Tukey’s range test
is often used together with ANOVA to find which groups differ (statistically) from one another and
which do not. By combining the two statistical models with AUC, it will be possible to state if the
differences observed between different classification models are statistically significant.

2.7 Sensitivity analysis

In order to ensure the robustness of the end results a sensitivity analysis will be performed. First
of all, during the sensitivity analysis, different number of summary sentences will be tried out. At
the initial step 20 sentences in the full text are classified as summaries. However, during sensitivity
analysis this number will range from five to forty sentences. Five was selected as there are several
texts with this number of sentences in their abstracts. While forty was selected in order to see what
will happen with the algorithms at extreme values. Second, in the initial stage, as was describe,
the data is balanced in order to improve the quality of summaries. Hence, in the second stage of
sensitivity analysis the data will not be balanced in order to see if this will have an influence on the
results. Third, at the initial stage the training and testing data sets are created by selecting sentences
from texts at random. Hence, the sensitivity will also be checked by creating the training data set
using 90% of the texts (not sentences) and testing it on the rest 10%. In other words, the algorithms
will be tuned using sentences from one group of documents, while the testing will be performed on
texts from completely different group of documents. In addition, to ensure consistency of results
and robustness of the research, after changing one of the parameters of the model the model will
be iterated 1000 times and the average will be presented in the end results.
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3 Results of the research

3.1 Experiment

The hypothesis that different text summarisation models perform differently with documents from
different academic disciplines was tested by comparing the AUCs and ROC curves. More specifi-
cally, the experiment was carried out using the following steps:

1. For all the sets of academic papers a distinct data set was created, where each row was
a sentence from a document and the data sets had the following variables: (i) document
name from which the sentence was extracted, (ii) original sentence, (iii) cleaned sentence,
(iv) classification of the sentence according to its importance, (v) sentence position, (Vi)
sentence length, (vii) level of difference between the title of the document and the sentence,
(vil) number of times keywords appear in a sentence, (ix) number of times the five most
prominent words in the text appear in the sentence and (x) Number of times the three most
prominent 2 or 3 word phrases in the text appear in the sentence.

2. All datasets were split in to a training and testing dataset randomly. The training dataset had
60% of all observations, while the testing data set had 40%. Here the data sets that were split
were balanced data set discussed previously (see section 2.5 Finding summary sentences).

3. Pivoted QR Decomposition, Naive Bayes, Decision Tree, Hidden Markov Model, and Sup-
port Vector Machine text summarisation algorithms were ran on the training data sets in
order to create the text summarisation models.

4. Models were tested by applying them on the testing data set and calculating the AUC of the
results.

5. In order to add robustness to the end results, steps two through four were repeated 1000 times
(190 for HMM), each time saving the AUC of the results in a separate file.

6. At each iteration if the new AUC was higher than any previous one, the statistics were saved
in order to later create ROC curves.

7. The AUCs of 1000 iterations (190 times for HMM) were saved in to a separate file and
compared in the next section.

8. The statistics of best AUCs was saved and from them ROC curves were created

3.2 Results

This subsection describes how the accuracy of text summarisation changes by using different al-
gorithms with academic papers from different scientific disciplines.

3.2.1 Medicine

According to the table 1 below, the best algorithm for Medical papers is Naive Bayes. Close
second is SVM, while others are trailing behind. However, even though other algorithms did
not perform as well, it is interesting to note that all of them performed better than Pivoted QR
Decomposition (the base case). In addition, even though HMM used unbalanced dataset, it still
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managed to have an AUC that is around 10% higher than Pivoted QR Decomposition. Even more
interesting, if we look at the max AUC for all algorithms HMM managed to outperform others by
at least 4%. However, because HMM also has the largest standard deviation, this results can simply

be attributed to randomness.

Naive Bayes Decision Tree SVM Pivoted QR HMM

Mean AUC 0.767 0.742  0.765 0.552  0.651

Max AUC 0.826 0.827 0.861 0.611  0.907

Min AUC 0.594 0.561 0.621 0.030  0.502
Standard deviation 0.032 0.026  0.030 0.030  0.101

Table 2. Area under the ROC curve for different models and academic papers from different fields.
Results demonstrate that Naive Bayes outperformed SVM, but only by a very small margin.

According to ANOVA and Tukey’s rank test (a.k.a. Tukey’s honest significance test), the dif-

ferences between all of the algorithms are statistically significant at p=0.01.

The ROC curve below demonstrates that generally there is no huge difference between different
algorithms when applying them on the papers in the field of Medicine. This is true for SVM,
Naive Bayes, and Decision Tree algorithms. In addition, as can be observed the ROC curve of the

Decision Tree algorithm has small number of angles, which implies that the best decision tree is
quite short. In other words, this algorithm uses only several features when creating classification
rules. In addition, HMM is omitted from the plot as can be observed in the table below, it has a
very huge variation (3 times larger than any other model) and also the AUC for HMM varied from
0.502 to 0.907, which is huge. Hence, as the AUC of this model varied too much, it is unwise to
compare it to other models as it is likely that the best HMM result was due to randomness.
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Best ROC curves of algorithms for papers in Medicine
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Figure 5. The graph presents the ROC curve of the iterations of each algorithm that performed the
best. In other words, the plot above shows the best result that each algorithm managed to achieve
through 1000 iterations. It shows that there is no major difference between Decision Tree, Support
Vectors Machine, and Naive Bayes. However, the result here should be interpreted carefully, as
each algorithm achieved their best result with different training and testing dataset. Even so, the
ROC curve here presents some interesting insides about which algorithm is the best for papers in
the field of Medicine.

3.2.2 Biology

Summarisation of papers in biology provides very similar results to the medical papers. SVM al-
gorithm performs better than Decision Tree or Naive Bayes. However, here SVM outperformed
Naive Bayes algorithm, by a very small margin (less than 1%). This implies that both of these
algorithms summarise the text similarly. In addition, this is the second time already that Decision
Tree algorithm was outperformed both by Naive Bayes and SVM. This is interesting as Decision
Tree is often considered a more robust algorithm than Naive Bayes. Another interesting observa-
tion is that majority of the algorithms performed better with Biology papers than Medical papers.
Though the difference is not huge between the two. This result is interesting as papers in Biology
are less focused than those in the fields of Medicine and hence should be more difficult to sum-
marise. However, it seems this fact does not influence the accuracy of summarisation in any major
way.

The difference between results is statistically significant at p=0.01 according to both ANOVA
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Naive Bayes Decision Tree SVM Pivoted QR HMM

Mean AUC 0.781 0.749 0.784 0.552  0.676

Max AUC 0.851 0.824 0.862 0.581  0.858

Min AUC 0.702 0.658 0.711 0.499  0.501
Standard deviation 0.023 0.027  0.025 0.013  0.107

Table 3. According to the descriptive statistics of the AUC, here SVM algorithm performs better
than the alternatives. However, it outperformed Naive Bayes only by a very small margin.

and Tukey’s rank test.

The ROC curve below supports the results in the table. Namely that there is no huge difference
between the algorithms. Even though SVM in majority of cases outperforms others, the difference
is not huge. It also has to be mentioned that with small cut-off points Naive Bayes outperforms
SVM by quite a margin, though this good performance does not last long.

Best ROC curves of algorithms for papers in Biology

=
[acm ]
= -
x
o o
a =
=
w
o
O
ab) = _
= o
|_
o SVM
o | = QR
[ ]
I I I I I I
0.0 0z 0.4 0.6 0.3 1.0

False positive rate

Figure 6. Similarly to the ROC curve for the papers in the field of Medicine, this plot shows that
algorithms in general perform very similarly. However, here it can be observed that SVM in several
instances outperforms others by a small margin.
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3.2.3 Economics (including Finance)

Here the difference between using the Naive Bayes or the SVM algorithm is less than 1%. In
addition, for papers in the field of Economics (including Finance) decision tree algorithm performs
almost as well as SVM and Naive Bayes (the difference between them is less than 2%). Finally, yet
again the HMM maximum AUC outperformed other algorithms. Though this result is most likely
due to randomness, as was stated prior, it is still an interesting observation.

Naive Bayes Decision Tree SVM Pivoted QR HMM

Mean AUC 0.799 0.785 0.804 0.547  0.660

Max AUC 0.844 0.837 0.843 0.584  0.900

Min AUC 0.677 0.649 0.662 0.511  0.488
Standard deviation 0.026 0.028 0.027 0.012  0.119

Table 4. Results show that papers from the field of economics are the easiest to summarise. This
can be attributed to the fact that these papers often have smaller amount of formulas and calcula-
tions and this discipline is less exact. In addition, here SVM outperforms all other methods, though
only by a small margin (around 0.5%).

The differences between algorithms in the table are statistically significant at p=0.01 according
to both statistical tests.

Similarly to the papers in the field of Medicine, there is no huge difference between algorithms.
More specifically, in majority of cases SVM outperformed other algorithms, but the difference
between them was very minor.
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Best ROC curves of algorithms for papers in Economics
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Figure 7. The ROC curve demonstrate that there is only minor differences between algorithms,
except for Pivoted QR decomposition.

3.2.4 Computer science

According to the results (see table below) algorithms have the most difficulty summarising com-
puter science academic papers. Though on average the difference between these types of papers
and others is not huge (from 2% to 6%). Here, similarly to papers in Medicine, Naive Bayes
managed to outperform SVM and similarly the difference between it and SVM is relatively small.

Naive Bayes Decision Tree SVM Pivoted QR HMM

Mean AUC 0.749 0.709 0.746 0.531  0.653

Max AUC 0.823 0.783 0.845 0.570  0.812

Min AUC 0.653 0.621 0.645 0.483  0.452
Standard deviation 0.025 0.028 0.027 0.013  0.085

Table 5. It is clear that the algorithm has the largest difficulty with computer science papers. This
can be seen by looking at the average AUC, which is smaller than for other kinds of papers.

Results are statistically significant at p = 0.01 with both statistical tests.
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Similarly to others, algorithms performed relatively similar, though SVM in majority of cases
outperformed other algorithms. In addition, similarly to the papers in the field of Medicine, in sev-
eral cases (i.e., at several cut-off points) Naive Bayes outperformed SVM. However, there number
of such cases was relatively small.

Best ROC curves of algorithms for papers in Computer Science
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Figure 8. ROC curve shows that majority of algorithms perform relatively the same.

3.2.5 Aggregated data

In addition, for further research all the texts were aggregated in to one data set in order to see if
better result could be achieved. According to the table below, the answer is not clear cut. First of all,
there is no best algorithm for this type of data. SVM, Naive Bayes, and Decision Tree in general
performed very similarly. Interesting enough that here decision tree managed to achieve similar
performance as other algorithms, which implies that it is more dependent on the sample size than
others. Second, aggregated data managed to get higher AUC than papers in the field of Computer
Science, it had a similar average AUC as with papers in the field of Medicine, though algorithms
performed a bit better here, and it performed worse with aggregated data than with using papers in
the field of economics and biology separately. Keeping in mind that aggregated data was four times
larger than any other dataset used, the results achieved here are surprising. However, they fall in
line with the hypothesis that states that the type of text matters in summarisation. In other words, it
implies that to achieve better results it is much better to summarise different text separately rather
than group them together.
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Naive Bayes Decision Tree SVM Pivoted QR HMM

Mean AUC 0.773 0.771  0.773 0.511  0.669

Max AUC 0.811 0.807 0.812 0.520 .887

Min AUC 0.733 0.717 0.733 0.501  0.473
Standard deviation 0.012 0.012  0.013 0.003  0.104

Table 6. According to the table, aggregated data only performed clearly better than Computer
Science data separately.

The ROC curve below supports the conclusions achieved prior. That is, there is no huge differ-
ence in performance between Decision Tree, Naive Bayes, and Support Vector Machine.

Best ROC curves of algorithms for papers in Aggregate
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Figure 9. The figure above shows that there is no major difference between the aforementioned
algorithms, though Pivoted QR decomposition here performed worse than with other types of
papers.

Currently looking at the results it can be speculated that the type of the text does have an impact
on the quality of summaries, though it is low. In addition, it does not seem that one algorithm
perform better with one type of document, while others with other types of documents. However,
in order to further support or disprove this claim, sensitivity analysis was performed.
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3.3 Results of sensitivity analysis

This section provides results of the sensitivity analysis described in 2.7 Sensitivity analysis. More
specifically, this section elaborates on how would the average AUC changes if some of the parame-
ters of the algorithm would be changed. First parameter that is changed is the number of sentences
that are deemed as summary sentences. In the original algorithm, this number was set to twenty
sentences, while in the sensitivity analysis it ranges from five to forty. Second, the original data
set used balanced data in order to improve the accuracy of the algorithm. Hence, second sensitiv-
ity analysis looks at what happens with the AUC if the data is unbalanced. Finally, the model is
checked further by selecting the training and testing dataset not at random, but by selecting some
documents to serve as trainers, while others as testers (i.e., similarly how HMM was trained prior).
In addition, to add robustness, the second and third sensitivity tests are combined in order to see
how the result change if both unbalanced data and non-random training/testing data slets are used
together.

3.3.1 Diffrent number of summary sentences

In order to test how the results would change if a different number of sentences would be deemed as
important, the 1000 iterations of the algorithm were ran again using 5, 10, 20, 30, and 40 sentences
as summary sentences. The table below provides the average AUC of the 1000 iterations of the
algorithm for each document type. As can be observed from the table by changing the number
of sentences the results do not change drastically. In majority of cases Naive Bayes outperforms
other algorithms, though SVM often reaches the same level of accuracy as the number of sentences
increases. In addition, Decision Tree, similarly to SVM, improves in accuracy as the number of
sentences grows, though it never reaches the same results as Naive Bayes or SVM. Pivoted QR
Decomposition, in general, performs as well with small number of sentences as it does with a large
number. HMM independent on the number of sentences used did not manage to reach the same
level of accuracy as other algorithms. However, as other its accuracy (measured via average AUC)
increases as the number of sentences grows.
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Papers # of papers Naive Bayes Decision Tree SVM Pivoted QR HMM

Medicine 5 0.789 0.721  0.780 0.551  0.648
10 0.787 0.738 0.798 0.553  0.645

20 0.767 0.742  0.765 0.553  0.651

30 0.777 0.755 0.773 0.551  0.655

40 0.780 0.765 0.780 0.550  0.679

Biology 5 0.784 0.679 0.763 0.541  0.625
10 0.782 0.709 0.771 0.541  0.645

20 0.781 0.749 0.784 0.542  0.676

30 0.788 0.760 0.783 0.538  0.672

40 0.802 0.783 0.795 0.536  0.695

Economics 5 0.767 0.684 0.756 0.551  0.598
10 0.799 0.758  0.795 0.547  0.650

20 0.799 0.785 0.804 0.547  0.659

30 0.801 0.789  0.800 0.545  0.674

40 0.744 0.720 0.738 0.532  0.682

CS 5 0.754 0.660 0.724 0.532  0.638

10 0.743 0.668 0.724 0.528  0.644

20 0.749 0.709 0.748 0.531  0.653

30 0.748 0.718 0.743 0.530  0.670

40 0.802 0.797 0.803 0.544  0.515

Table 7. This table elaborates on what happens with the average AUC when different number of
sentences is used as summary sentences. It can be seen that by changing the number of sentences
the results do not change drastically, though the accuracy of the algorithms tend to improve when
a larger number of sentences is used.

3.3.2 Unbalanced data

As can be seen from the table below (table 8), the average AUC of unbalanced data is almost
the same as for balanced dataset. However, this result is not surprising. Because the data set is
unbalanced, algorithm can simply predict that every sentence will be a bad summary sentence and
have an accuracy level of 95% or even higher. Figure 10 below, which is a random confusion matrix
created by using the decision tree algorithm and unbalanced data, show this idea in more detail.
Namely, as can be observed, there is much more sentences that are non-summary than summary in
the data frame. In addition, as can be observed SVM performed much worse than other algorithms
in all cases. This is because it is much more complex than other algorithmes, it tries to predict much

36



more often that a sentence will be a summary sentence, while other algorithms simply almost
always predict that every sentence is a bad summary. What is more, HMM here performed the
same as prior as it originally used unbalanced data. However, even after equalizing the playing field
between algorithms, HMM performed worse than other algorithms. Finally, by using unbalanced
data the results of the research are almost the same. That is, Naive Bayes is the best algorithm and
it performed the best with papers from the field of Economics and the worst with papers from the
field of Computer Science. The only major difference that is observed by using the unbalanced
data is that here the Decision Tree algorithm almost always performed just as well as Naive Bayes.

Naive Bayes Decision Tree SVM Pivoted QR HMM

Medicine 0.766 0.754  0.650 0.526  0.648
Biology 0.783 0.773  0.649 0.520  0.676
Economics 0.802 0.801 0.592 0.516  0.659
CS 0.750 0.726  0.611 0.505  0.653

Table 8. Table shows that the accuracy of classification of unbalanced data set is very similar to
balanced. However, this is due to the fact that a very large number of observations are classified as
non-summary sentences.

Reality
Yes No
-§ Yes 16 13
%
£ No 133 948

Figure 10. The confusion matrix demonstrates that even though algorithms had high AUC, this is
due to the fact that they almost always predicted that a sentences is a bad summary sentence. The
accuracy of this random confusion matrix created during one of the iterations was 86.8%.

3.3.3 Data from diffrent documents

By using different documents rather than different text the results do not change much, as can be
seen in the table below. As was previously, the best algorithm is Naive Bayes, while the worst is
Pivoted QR Decomposition. However, similarly to unbalanced data, here decision tree algorithm
has comparable accuracy to the Naive Bayes approach. In addition, similarly here SVM does
not reach the same level of accuracy as it does with balanced data set. What is more, as was
previously, the economic papers are the ones that are easiest to summarise, while papers in the
field of computer science are the most difficult. Finally, by looking at the situation with balanced
and unbalanced data, the accuracy does not change that much. However, as was elaborated prior,
this does not mean that unbalanced data set performs just as well. They simply classify more
sentences as non-summary sentences and do more mistakes while finding which sentences should
be considered as summary sentences. In other words, the ease of randomly picking non-summary
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sentence balances out the difficulty that these algorithms have when trying to find a real summary
sentence.

Naive Bayes Decision Tree SVM Pivoted QR HMM

Balanced Medicine 0.771 0.761 0.671 0.549  0.648
Biology 0.785 0.770  0.701 0.528  0.676

Economics 0.801 0.797 0.731 0.528  0.659

CS 0.754 0.712  0.673 0.532  0.653

Unbalanced Medicine 0.772 0.762 0.632 0.537  0.648
Biology 0.785 0.767 0.632 0.517  0.676

Economics 0.803 0.801 0.577 0.512  0.659

CS 0.755 0.713  0.567 0.520  0.653

Table 9. Table shows that the accuracy of classification of unbalanced data set is very similar to
balanced. However, this is due to the fact that a very large number of observations are classified as
non-summary sentences.

3.4 Result conclusions

The results in the research allow to stipulate two things. First of all, one type of algorithm does not
perform better with one type of document, while another with another. From the research it can be
observed that in most cases the same two algorithms (Naive Bayes and Support Vector Machine)
were the algorithms that performed the best with all types of text. Though in some cases on of
the two performed better while in others another one performed better, the difference between
them was too small to reliably state that such a difference exists. Hence, the research did not find
any support for the first hypothesis. In addition, this also means that the approach of evaluating
the quality of new and improved text summarisation algorithms by applying them to one type of
texts is sound. However, one aspect has to be mentioned, that by using unbalanced data set some
algorithms tart to perform much worse than others (e.g., SVM). Hence, even if there is no support
for the first hypothesis, it is wise to check the algorithm with both balanced and unbalanced datasets
in order to make sure that this aspect of the data does not have an adverse effect on the algorithms.

Second, in general, text summarisation algorithms perform better with texts of one type than
with text of aggregated types. As was observed, in most cases algorithms performed better while
using documents of different types rather than using the aggregated documents. Though this was
not the case always, keeping in mind that the aggregated data was four times larger than any
other data set, and that larger data sets tend to produce results with better accuracies, it can be
concluded that it is better to use separate data sets. This finding does not really influence the
way the algorithms are tested, as the best algorithms in separate data sets were also the best in
the aggregated case. However, from the application perspective, this finding is important, as it is
possible to build a better algorithm by separating the documents by the type.

Finally, the approach of testing text summarisation results provided in this master thesis serves
as a good guideline on how algorithms could be checked. In other words, though it was not found
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that algorithms perform much differently with different text types, this finding might not apply to
all types of documents. For example, if the algorithms would be applied on books from different
genres maybe the results would be different. Hence, some researchers might find it useful to adapt
the methodology defined in this thesis to check the quality of their algorithms and to add robustness
to their end results.
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Conclusions and Recommendations

There are several findings from the research. First, it seems that the type of text does not influence
the quality of the research. In general, Naive Bayes and SVM performed the best with all types
of papers. Though in some cases, one outperformed the other, the difference between them was
very minor. This observation is also supported by sensitivity analysis, where the summarisation
models were changed by changing the number of summary sentences, changing the balancing
of the data, and changing how training and testing data sets are created. More specifically, in
sensitivity analysis, the same algorithm (in this case Naive Bayes) was the best with all documents,
though decision tree algorithm came as close second.

Second, it seems that it is better to separate documents by type rather than to aggregate them
before performing summarisation. This is because, as was observed in the results, by aggregating
the data, in majority of cases the summarisation quality dropped. More specifically, for papers in
the field of Biology and Economics, the accuracy drastically dropped when aggregating the data,
for papers in the field of Medicine the quality stayed relatively the same, and for paper in the field
of Computer Science, the aggregated data performed better. This, taken together with the fact that
the aggregated data was four times larger than any data set, it can be concluded that there are some
nuances in the different types of text that the algorithms cannot catch when using the aggregated
data set.

Third, though the research did not manage to find a link between the type of text and the quality
of summarisation, it still provided useful guidelines how different summarisation algorithms could
be evaluated. More specifically, currently in the academic literature algorithms are simply evalu-
ated by applying them to one type of data and this approach is sound as was shown by the research.
However, it has to be kept in mind that the research was only applied to a relatively limited number
of academic papers from relatively limited number of disciplines. Hence, it could be the case that
the conclusions reached in the paper do not apply to all types of documents. Because of this, any
researcher that wishes to evaluate any algorithm should take in to account that the type of text
might have an impact and should perform a thorough analysis of his/her algorithm by applying it
to different texts as well as performing sensitivity analysis.

For future work it is recommended to further test the hypotheses described in this master’s
thesis by expanding the number of algorithms and expanding the dataset in both scope and type.
In addition, further research could also try to build on this master’s thesis by creating an algorithm
that finds which algorithms performs the best with what kind of data. More specifically, though
the research did not show that the type of text has a large impact on summaries, it managed to show
that by changing the data some algorithms that performed very well prior tend to lag behind (e.g.,
SVM when unbalanced dataset was used). Finally, further research could also try to expand the
number of features as well as try different approaches in identifying which sentences in the text
can be considered as good summaries. For example, by employing expert opinion.
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