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Introduction

1 Formulation of the problem

In this thesis, we investigate linear differential and discrete problems with
nonlocal conditions of a one variable. Since many mathematical problems,
modelling processes and phenomena of the real life or taken for theoretical
purposes only, do not have unique solutions, we consider problems in the
least squares sense, where the existence of a unique best approximate solution
is possible [6, Ben-Israel and Greville 2003]. This function is often called
a minimum norm least squares solution and nowadays is one of the most
popular objects of investigation.

Our aim is to describe the best approximate solution in a form related
to the classical representation of the unique solution. Here the essential
role is played by the concept of a Green’s function. Indeed, if we know a
Green’s function, then a problem is considered as formally solved [22, Cabada
2014], [100, Roman 2011]. Thus, developing this analogy to a unique best
approximate solution, we focus our study on a generalized Green’s function,
which describes a minimum norm least squares solution and extends the
classical meaning of an ordinary Green’s function.

2 Topicality of the problem

Topics about Green’s functions are often popular. A Green’s function man-
ifests in many areas of science and, according to a context, is differently
named.

In signal processing, it is known as the impulse response or impulse re-
sponse function [12, Blackledge 2006]. Green’s functions are used in acous-
tic and audio applications. Authors say [75, Marczuk and Majkut 2006]
that the significant problem in room acoustic is evaluating an acoustic qual-
ity of projected and modernized rooms. They used a Green’s function as
a solution of the acoustic wave equation. Impulse response functions are
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also taken to investigate the ocean acoustics [17, Brooks and Gerstoft 2009]
during a storm. There are modern applications of the impulse response
analysis in radar, ultrasound imaging, digital signal processing [12, Black-
ledge 2006] and broadband internet connections [35, edited by Cooper and
Madden 2004]. Seismologists use a Green’s function as well and naturally
call it by an Earth’s impulse response [14, Bostock 2004]. Green’s functions
also appear in aerodynamics and aircraft configurations [45, Freedman and
Tseng 1985]. Let us mention the application in economics, where impulse
response functions are used to describe how the economy reacts over time to
exogenous impulses, usually called shocks. Green’s functions are also used
for Black-Scholes model studying pricing options [38, Dorfleitner et al. 2008]
and other applications [78, Y. Melnikov and M. Melnikov 2012].

Green’s functions arise solving various problems in quantum mechanics
as well [39, Economou 2006]. Here a particle such as an electron or a photon
is described by the wave function. The dynamical behavior of the wave
function is represented by a propagator, what is just the role played by a
Green’s function. A Green’s function is also called a two-point correlation
function since it is related to the probability of measuring a field at one
point that it is sourced at a different point. In scientific literature we can
also meet a point-spread function [120, Sheppard et al. 2014]. It is one more
synonymous of a Green’s function again.

In physics Green’s functions are called by their rightful name in hon-
our to the British mathematician George Green (1793–1841). In 1828 he
wrote the article “An Essay on the Application of Mathematical Analysis
to the Theories of Elasticity and Magnetism”. Green was the first scientist
who investigated a potential [47], that was later called a Green’s function.
Classically, a Green’s function is understood as a kernel, which represents a
solution to the differential problem of mathematical physics. However, the
modern concept of a Green’s function was introduced a little bit later by B.
Riemann in [99, 1860].

Let us note that Green’s functions are rather distributions than proper
functions. According to [63, Kolmogorov and Fomin 1957], the concept of
distributions originated in the work of Sobolev [122, 1936] for second order
hyperbolic partial differential equations. However, the ideas were developed
later in an extended form by Schwartz, who was awarded by the Fields medal
for his work on distributions in 1950 [119].

The notion of a Green’s function and other fundamental concepts in the
theory of differential equations were formulated studying the classical prob-
lems of mathematical physics. Merely, the classical boundary value problem
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for a second order stationary differential equation

u′′(x) + a(x)u′(x) + b(x)u(x) = f(x), x ∈ [0, 1], (1)

〈κ1, u〉 := α1u(0) + β1u
′(0) = 0, (2)

〈κ2, u〉 := α2u(1) + β2u
′(1) = 0, (3)

where a, b, f ∈ C[0, 1] and |αk|+ |βk| 6= 0, k = 1, 2, is almost completely in-
vestigated and considered the classics in the theory of differential equations.
Classical boundary conditions, describing this problem, relate functions u
and u′ at the same boundary points.

However, physics, mechanics and other natural sciences have been devel-
oped greatly during the last 50 years, and today they investigate such pro-
cesses and phenomena that those mathematical models do not fit into the
frames of the classical differential problem. For instance, we have the ther-
mostat problems [61, Kalna and McKee 2004], heat conduction [62, Kamynin
1964] and bioreaction engineering [118, Schuegerl 1987] problems, and prob-
lems arising in electrochemistry [24, Choi and Chan 1992], microelectron-
ics [21, Būda et al. 1985], biology [82, Nakhushev 1995], and other fields. In
2011 Special Issue for nonclassical conditions (27 articles) was published in
the journal Boundary Value Problems [43].

We have just listed several examples of nonclassical problems but, in
practice, there often arise problems where we cannot measure data directly
at the boundary. Then we formulate additional conditions that link the
solution u with its derivative u′ to several different points or to the whole
interval. Such conditions are called nonlocal conditions. If there appears
a boundary point in nonlocal conditions, we name them nonlocal boundary
conditions.

In 1969 Bitsadze and Samarskii published the paper [7] for an elliptic
partial differential equation with nonlocal conditions, which influenced the
appearance of many original articles [3, Ashyralyev 2008], [57, Infante 2003],
[115, Sapagovas 2000], [123, Štikonas 2014], [126, Štikonas and Štikonienė
2009]. For the one dimensional case, we also consider such type nonlocal
conditions

u(0) = γ1u(ξ1) or u(1) = γ2u(ξ2),

where 0 < ξ1, ξ2 < 1, and naturally call them Bitsadze–Samarskii condi-
tions. Il’in [56, 1976] and Moiseev [54, 1978] studied multipoints boundary
conditions

u(0) =

m∑
i=1

γiu(ξi), u(1) =

n∑
i=1

γ̃iu(ξi),
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where all γi, γ̃i are real numbers and ξi ∈ (0, 1). Nonlinear boundary value
problems with nonhomogenous multipoints boundary conditions were also
investigated by L. Kong and Q. Kong in [64, 2010].

Moreover, Sapagovas with co-authors [33, 2004] investigated eigenvalues
for differential equations with nonlocal integral conditions

u(0) = γ1

∫ 1

0
α1(x)u(x) dx, u(1) = γ2

∫ 1

0
α2(x)u(x) dx.

Spectral problems were also studied [135, Yurko and Yang 2014] for the
second order differential problem with Stieltjes boundary conditions

− u′′ + b(x)u = λu, x ∈ (0, T ),

〈Lk, u〉 :=

∫ T

0
u(x) dµk(x) = 0, k = 1, 2,

where b ∈ L1(0, T ) is a complex valued function and µk are complex valued
functions of bounded variation, continuous from the right for x > 0. Such
boundary conditions can be rewritten in the following nonlocal form

〈Lk, u〉 := γku(0) +

∫ T

0
u(x) d µ̃k(x) = 0, k = 1, 2

where γk denote finite limits γk := µk(0+)−µk(0) but µ̃k are complex valued
functions of bounded variations, continuous from the right for x > 0.

On the other hand, Chanane [23, 2009] considered Stieltjes boundary
conditions involving derivatives

〈Lk, u〉 :=

∫ 1

0

(
u(x) dµk1(x) + u′(x) dµk2(x)

)
= 0, k = 1, 2.

Here functions µk1 and µk2 are of bounded variations and the integration in
understood in the Riemann–Stietljes sense again.

Let us note that all nonlocal conditions, given as examples above for a
second order differential equation, are particular cases of nonlocal conditions
〈Lk, u〉 = 0, k = 1, 2, for some continuous linear functionals Lk ∈

(
C1[0, 1]

)∗.
Indeed, according to Alt [2, 2016], every functional L ∈

(
C1[0, 1]

)∗ can be
given by

〈L, u〉 := γu(ξ) +

∫ 1

0
u′(x) dµ(x) (4)

for some γ ∈ R, a point ξ ∈ [0, 1] and a regular bounded countably additive
Borrel measure µ on [0, 1], i.e., µ ∈ rca[0, 1]. Since the function µ is of
bounded variation, it can have at most countably many discontinuities and
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need only be differentiable almost everywhere (a.e.). Hence, in practice,
most nonlocal conditions (4) are considered of the form

〈L, u〉 :=
∞∑
i=1

(
aiu(ξi) + biu

′(ζi)

)
+

∫ 1

0
c(x)u(x) + d(x)u′(x) dx

for ξi, ζi ∈ [0, 1], real numbers ai, bi and integrable functions c, d ∈ L1[0, 1].
Nonlocal conditions for higher order differential problems are also stud-

ied. Bai [5, 2010] proved the existence of one or two positive solutions to
the nonlocal fourth order boundary value problem

u(4) + βu′′ = λf(t, u, u′′), t ∈ (0, 1), (5)

u(0) = u(1) =

∫ 1

0
α1(t)u(t) dx, u′′(0) = u′′(1) =

∫ 1

0
α2(t)u

′′(t) dt,

where α1, α2 ∈ L1[0, 1], λ is a positive number and f ∈ C
(
[0, 1] × [0,∞) ×

(−∞, 0], [0;∞)
)
. The n-th order differential equation with one Stieltjes

boundary condition

u(n)(t) + λa(t)f(t, u(t)) = 0, t ∈ (0, 1), (6)

u(0) = . . . = u(n−2)(0) = 0, u(1) =

∫ 1

0
u(s) dA(s)

was widely studied in the work [49, Hao et al. 2015].
Let us mention works of Day [36, 37, 1982–1983], where nonlocal inte-

gral conditions for the heat equation with applications to thermoelasticity
were investigated. Bitsadze and Samarskii formulated [7, 1969] the nonlocal
problem for the elliptic differential equation, which is used in the plasma
theory. Moreover, a mercury droplet in electric contact was investigated by
Sapagovas [109,110,114, 1982–1984]. Here we recall the group of lithuanian
mathematicians who productively deal with nonlocal problems: M. Sapago-
vas [111–113,116], R. Čiegis [27–30], A. Štikonas and O. Štikonienė [31,32].
In 2017, the triple - Sapagovas, Čiegis and Štikonas - were awarded by the
lithuanian Research Council for the cycle of their works “Nonclassical prob-
lems and their solution methods (2002–2016)”.

Thereby, topics about Green’s functions for nonlocal problems were also
developed [26, Čiegis 1988], [117, Sapagovas and Čiegis 1987], [123, Štikonas
2014]. Let us mention works of Infante and Webb [58, 59, 2003], Lan [66,
2006], Ma [73,74, 1998,2007], Sun [128, 2005], Troung with co-authors [129,
2008] and Zhao [136, 2007]. For instance, Sun and Zhang [127, 2008] exam-
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ined the third order m-points boundary value problem

u′′′(t) + f(t, u(t), u′(t), u′′(t)) = 0, t ∈ (0, 1), (7)

u(0) = u′(0) = 0, u′′(1) =

m−2∑
i=1

γiu
′′(ξi),

and found the expression of a Green’s function. Authors also obtained sev-
eral properties of a Green’s function and proved the existence of at least
one solution. Let us recall the work of Xie with co-authors [134, Xie et al.
2009], where the representation of a Green’s function was derived for the
n-th order nonlocal problem

u(n)(t) + h(t)f(t, u(t)) = 0, t ∈ [a, b], (8)

u(a) = 0, u′(a) = 0, . . . , u(n−2)(a) = 0, u(b) = γu(ξ).

Authors used a Green’s function to prove the existence of the unique solu-
tion. They obtained properties of a Green’s function as well.

We accentuate that weakly nonlinear differential problems (5)–(8) with
a nonlinear function f(t, u(t), u′(t), . . . , u(n−1)) and the expressed highest
order derivative u(n) in the differential equation are often met in nowadays
literature. Here a part of a differential equation, omitting a nonlinear term
f(t, u(t), u′(t), . . . , u(n)) and considered as a separate differential equation,
is linear and provides many useful information. First, it is simpler to in-
vestigate. Second, it’s Green’s function G(t, s) is often used to describe a
solution of a weakly nonlinear differential equation, that is,

u(t) =

∫ 1

0
G(t, s)f

(
s, u(s), u′(s), . . . , u(n−1)(s)

)
ds.

Using the known expression and properties of a Green’s function for the lin-
ear differential equation and properties of a nonlinear function f , there are
often obtained various estimates, those help to prove the existence of solu-
tions for weakly nonlinear problems. Here we recall another application of
Green’s functions of linear problems: they are also used in iterative methods
for weakly nonlinear problems.

Thus, Green’s functions for linear differential problems play the very
important role in the analysis of nonlinear differential problems as well. We
accentuate the work of Roman [100, 2011], where the author derived various
direct representations of a Green’s function for linear nonlocal problems with
general conditions (4), studied its properties and illustrated these results by a
variety of examples. Thus, applying methods of Roman’s work [100, 2011],
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we can obtain the expression of a Green’s function G(x, y) and use it to
represent the unique solution of a differential problem (1) with nonlocal
conditions 〈Lk, u〉 = 0, k = 1, 2, in the explicit form

u(x) =

∫ 1

0
G(x, y)f(y) dy, x ∈ [0, 1]. (9)

However, there are many problems in practise, those have neither the
unique solution nor a Green’s function. Such ill–possed problems are so
popular, since they describe processes and phenomena of the real life, and
the analysis of these problems still remains the valuable investigation area.
Their solutions are considered such functions, those satisfy some optimiza-
tion conditions and can be written in the form (9) with a generalized Green’s
function instead of an ordinary Green’s function.

The history of a generalized Green’s function begins in 1904, where David
Hilbert introduced a kernel of an integral invert operator for a consistent
linear differential problem [53]. That integral representation extended the
classical notion of a Green’s function, which was used to describe the unique
solution to problems of mathematical physics. Nowadays the concept of a
generalized Green’s function is applied to represent some optimal solution to
mostly inconsistent differential problems [6, Ben-Israel and Greville 2003],
[13, Boichuk and Samoilenko 2004].

For example, J. Locker [70, 1977] studied the characterization and ob-
tained properties of a generalized Green’s function, which describes a mini-
mum norm least squares solution to the n-th order linear differential problem
with two point boundary conditions. He also constructed the approximate
sequence, converging to that minimizer [69, 1975]. Minimizers for various
mathematical models were investigated in [50, Hasanov Hasanoǧlu and Ro-
manov 2017] as well.

There are many other authors, who investigated a generalized Green’s
function. Let us mention several famous works of Westfall [131, 1909],
Bounitzky [15, 1909], Elliot [40, 41, 1928-1929], Reid [97, 98, 1931,1967],
Bradley [16, 1966], Wyler [133, 1965] and Loud [71,72, 1966,1970].

Generalized Green’s functions were also studied by the lithuanian mathe-
matician I. Matsionis. In 1973 he published the paper “A generalized Green’s
function” [77], where the n-th order differential equation

Lu := u(n) + a1(λ, x)u(n−1) + . . .+ an−1(λ, x)u′ + an(λ, x)u = f(x), (10)

was considered. Here coefficients a1(λ, x), . . . , an(λ, x) are bounded and con-
tinuous with respect to x on the interval [a, b] but are analytic with respect
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to λ over the entire complex plane. Additionally, each function ak(λ, x) has
continuous derivatives up to order n − k (k = 1, n). Matsionis aspired to
find the solution of the equation Lu = f with f ∈ L2(a, b), which satisfies
two point boundary conditions

〈Lk, u〉 =

n∑
l=1

(
αklu

(l−1)(a) + βklu
(l−1)(b)

)
= 0, k = 1, n, (11)

with real constants αkl and βkl. He focused to study the problem (10)–
(11) without the unique solution (∆(λ) = 0). For the consistent problem,
Matsionis took the general solution of the differential equation (10) in the
form

u(x) = c1z
1(x, λ) + . . .+ cnz

n(x, λ) +

∫ b

a
G(x, y, λ)f(y) dy,

where zk, k = 1,m, is a fundamental system of the homogenous equation.
In this case, he showed that a generalized Green’s function can be found
using the same method as in the case ∆(λ) 6= 0, where the problem has the
unique solution.

However, Locker [70, 1977] studied a generalized Green’s function for
the n-th order differential problem Lu = f with two point boundary con-
ditions, which may be consistent (at least one solution) or inconsistent (no
solutions). Precisely, he wrote the minimum norm least squares solution in
the form uo = L†f using the generalized inverse operator L† of the operator
L, known as the Moore–Penrose inverse. Then applying the Riesz repre-
sentation theorem for continuous linear functionals in the Hilbert space, he
presented the minimum norm least squares solution in the form

uo(x) = L†f(x) =

∫ b

a
Gg(x, y)f(y) dy

for all x ∈ [a, b] and f ∈ L2(a, b). This method helped to introduce the kernel
Gg(x, y), which plays the role of a generalized Green’s function. The author
obtained properties of a generalized Green’s function, those are analogical
to well known properties of an ordinary Green’s function if there exists the
unique ordinary inverse L−1. The minimum norm least squares solution for
very relative differential problems was also considered by Loud [72, 1970].

Hestenes used the Green’s function of the operator L∗L to find the
Moore–Penrose inverse L† [52, 1961]. Precisely, he studied the differential
operator L := d/dt with the domain

D(L) = {u ∈ H1[0, π] : u(0) = u(π) = 0}.
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It is the densely defined (D(L) = L2[0, π]) closed linear operator with the
closed range

R(L) =

{
f ∈ L2[0, π] :

∫ π

0
f(s) ds = 0

}
= R(L).

Hestenes obtained the minimum norm least squares solution

uo(t) = L†f(t) =

∫ t

0
f(s) ds− t

π

∫ π

0
f(s) ds =

∫ π

0
Gg(t, s)f(s) ds, 0 6 t 6 π

with the kernel

Gg(t, s) =
∂

∂s
G(t, s) =

1

π

{
π − t, s 6 t,

−t, s > t,

which represents the generalized Green’s function. Let us note that here
G(t, s) is the Green’s function of the operator L∗L := −d2/dt2 with the
domain D(L∗L) = {u ∈ H2[0, π] : u(0) = u(π) = 0}.

Landesman considered analogous gradient problem [67, 1967]. He inves-
tigated the differential operator Lu := (∂u/∂t1, ∂u/∂t2)

> with the domain

D(L) =

{
u ∈ (H1[0, π])2 :

{
u(0, t2) = u(π, t2) = 0 for a.e. t2 ∈ [0, π],

u(t1, 0) = u(t1, π) = 0 for a.e. t1 ∈ [0, π]

}}
.

The author took the Green’s function

G(t1, t2, s1, s2) =
4

π2

∞∑
m,n=1

1

m2 + n2
sin(mt1) sin(nt2) sin(ms1) sin(ns2),

where 0 6 si, tj 6 π, of the operator L∗L, what is the negative of the
Laplacian operator

L∗L = −
(
∂2

∂t21
+
∂2

∂t21

)
.

For f = (f1, f2)
> ∈ L2[0, π]× L2[0, π], he obtained the expression

uo(t1, t2) = L†f(t1, t2) =

2∑
j=1

∫ π

0

∫ π

0

∂

∂sj
G(t1, t2, s1, s2)fj(s1, s2) ds1 ds2,

where

Gg(t1, t2, s1, s2) =

2∑
j=1

∂

∂sj
G(t1, t2, s1, s2)

represents the generalized Green’s function for the gradient operator L.
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Moreover, Brown [18, 1974] investigated generalized inverses and gener-
alized Green’s matrices for differential systems with Stieltjes conditions

u′ = Au+ f ,

∫ 1

0
dF u = 0. (12)

Here u is n-dimensional absolutely continuous vector valued function, A is
n× n continuous matrix on [0, 1] and F is m× n matrix valued measure of
bounded variation elementwise. According to Riesz representation theorem,
Stieltjes conditions (12) describe general conditions for continuous u but, in
practice, most nonlocal conditions are considered of the form

∞∑
i=1

Aiui(ξi) +

∫ 1

0
B(x)u(x) dx = 0.

Green’s matrices and their properties for very relative problems were
also studied by other authors [20, Bryan 1969], [60, Jones 1967] and [132,
Whynurn 1942]. Moreover, Brown and Krall considered an adjoint problem
and presented an eigenvalue expansion of a Green’s matrix [19, 1974].

Nowadays the method to represent the minimum norm least squares
solution using a generalized inverse is very popular. There is no doubt that
generalized inverses are useful, applicable and significant tool in many areas
of science, especially, for physicists who deal with optimization problems or
data analysis. Even Ben-Israel and Greville in their book [6, 2003] said:
“The observation that generalized inverses are like prose (“Good Heavens!
For more than forty years I have been speaking prose without knowing it”-
Molière, Le Bourgeois Gentilhomme) is nowhere truer than in the literature
of linear operators”.

It seems that the concept of a generalized inverse operator was first
mentioned in 1903 by Fredholm in this paper [44], where a particular gen-
eralized inverse was obtained for an integral operator. Fredholm called this
generalized inverse by the pseudoinverse, what is nowadays used to name
generalized inverses, too. As we mentioned, Hilbert was the first scien-
tist who investigated generalized inverse operators for differential problems.
In 1904 he introduced [53] the concept of a generalized Green’s function.
Generalized inverses for integral and differential problems influenced the
birth of generalized inverse matrices, whose existence was first obtained by
Moore [80,81, 1920,1935].

According to [6, Ben-Israel and Greville 2003], the concept of a gener-
alized inverse matrix is understandable quite widely because each matrix,
which has the following properties, can be considered as a generalized inverse
of a matrix A:

10



• it exists for a class of matrices which is larger then a class of nonsin-
gular matrices;
• it has some properties of the usual inverse matrix;
• it is coincident with the usual inverse matrix if a matrix A is nonsin-

gular.

A matrix may have a unique generalize inverse or even a lot of general-
ized inverses [6, Ben-Israel and Greville 2003]. However, Moore introduced
the unique generalized inverse for every finite dimensional real or complex
matrix A ∈ Cn×m (which may be singular!) and proved its existence. In
1951 Bjerhammar observed [9, 10], [11, 1958] that particular generalized in-
verses are related to “best fit” (least squares) solutions to systems of linear
equations. While being a student, in 1955 Penrose showed [93] that the gen-
eralized inverse, earlier introduced by Moore, is the unique matrixX ∈ Cm×n

satisfying all four Penrose equations

AXA = A, XAX = X, (AX)∗ = AX, (XA)∗ = XA,

where A∗ denotes the adjoint matrix of A. This matrix is often denoted by
A† and [94, Penrose 1956] is used to describe the best approximate solution to
a linear system of equations Au = b in the form uo = A†b. It is also called
the minimum norm least squares solution since it minimizes the Euclidean
norm of the residual

‖Auo − b‖ 6 ‖Au− b‖ (13)

for all u ∈ Cn×1, and is smallest

‖uo‖ < ‖u‖

among all vectors u giving the equality (13). Penrose rediscovered the Moore
inverse, its applications seemed to be so useful and fruitful that this matrix
was called the Moore–Penrose inverse in honour to both authors.

Ideas analogous to generalized inverse matrices were also developed in
the theory of operators. Let us accentuate that generalized inverses of lin-
ear operators between Hilbert spaces have many similarities to the finite
dimensional case.

For example, in 1956 Penrose [94] proved that the best approximate
solution to the matrix equation AUB = C is of the form Uo = A†CB†.
The relative result for the operator equation AUB = C in Hilbert spaces
was also derived by Slav́ık [121, 1990]. His result is presented in the following
theorem.
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Theorem A (Slav́ık 1990, [121]). Let A : H3 → H4, B : H1 → H2 be
continuous linear operators with closed ranges but C : H1 → H4 is a Hilbert–
Schmidt operator. Then the best approximate solution (with respect to the
Hilbert–Schmidt norm) to the operator equation AUB = C is given by
U o = A†CB†.

The Moore–Penrose inverse L† : H1 → H2 is the most famous general-
ized inverse of a linear operator L : H2 → H1 between Hilbert spaces. As in
the matrix case, it is the unique solution of the following operator equations

LL†L = L, L†LL† = L, (LL†)∗ = LL†, (L†L)∗ = L†L,

where L∗ denotes the adjoint operator of the operator L. According to [6,
Ben-Israel and Greville 2003], the Moore–Penrose inverse operator always
exists for a continuous linear operator L with a closed range R(L) and rep-
resents the best approximate solution uo = L†f for every f ∈ H1 to an
equation Lu = f . This function minimizes the norm of the residual

‖Luo − f‖H1 = inf
u∈D(L)

‖Lu− f‖H1 (14)

and is smallest
‖uo‖H2 < ‖u‖H2 (15)

among all minimizers u ∈ H2 holding the equality (14). We can often
met another names of the best approximate solution, that is, the virtual
solution [130, Tseng 1956], the least extremal solution [6, Ben-Israel and
Greville 2003], [121, Slav́ık 1990] or the minimum norm least squares solu-
tion [70, Locker 1977]. The Moore–Penrose inverse is used to solve various
minimization problems of other type than (14)–(15) as well [96, Porter and
Williams 1966].

The minimum norm least squares solutions are also used in modern fi-
nancial modelling [1, Albrecher et al. 2009]. In recent years, Maroncelli and
Rodŕıguez [76, 2013] investigated the minimum norm least squares solution
to the boundary value problem with impulses

u′(t) = A(t)u(t) + f(t) a.e. [0, 1]

u(t+i )− u(t−i ) = gi, i = 1, . . . , k, (16)

subject to classical boundary conditions

Bu(0) + Du(1) = 0.

Here 0 < t1 < t2 < . . . < tk < 1 are fixed points, A is n × n matrix
valued function on [0, 1] whose elements are functions from L2([0, 1]) but
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f : L2[0, 1]→ Rn. Moreover, gi ∈ Rn and B,D are n×n matrices. Authors
did analysis, which is so strongly related with ideas of generalized inverses
and generalized Green’s functions.

Impulsive differential problems (16) as well as differential equations with
delay or systems of ordinary differential equations were also studied by
Boichuk and Samoilenko [13, 2004]. Authors widely investigated real Fred-
holm boundary value problems with the operator equation Lu = f and non-
local conditions `u = g ∈ Rm. Representing the problem into the vectorial
form Lu = f with L = (L, `)> and f = (f,g)>, they obtained a repre-
sentation of the generalized inverse operator for the operator L. Authors
provided the expression of the generalized Green’s matrix

Gg(t, s) = Gc(t, s)−Z(t)
(
`Z
)−
`Gc(·, s),

where Z(t) is the fundamental matrix of the homogenous operator equation
Lu = 0, Gc(t, s) is the Green’s matrix of the corresponding Cauchy problem
but

(
`Z
)− is a particular generalized inverse of the matrix `Z(·) with real

entries. This representation of the generalized Green’s function is valid for
a some class of solvable differential problems Lu = f . Authors also derived
solvability conditions for this problem, those can be given in the form

Pd(g − `uf ) = 0.

Here uf is a particular solution to the inhomogeneous equation Lu = f but
d := m − rank

(
`Z(·)

)
and Pd is d × m matrix composed of all d linearly

independent rows of the projector PN((`Z)∗).
Boichuk and Samoilenko also investigated a linear system of difference

equations with nonlocal conditions

u(i+ 1) = A(i)u(i) + f(i+ 1), i = n0, N, `u = g ∈ Rm

and derived the expression of the generalized discrete Green’s matrix

Gg(i, j) = Gc(i, j)−Z(i, n0)(`Z(·, n0))†`Gc(·, j).

Here

Gc(i, j) =

{
Z(i, j), n0 6 j 6 i 6 N,

0, j > i

is the discrete Green’s matrix (by authors called the Cauchy matrix ) for the
Cauchy problem for difference equations. The generalized discrete Green’
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matrix describes all solutions of consistent difference system with nonlocal
conditions, which satisfies the following solvability conditions

Pd

(
g −

N∑
j=n0+1

`Gc(·, j)f(j)

)
= 0,

where Pd is the matrix composed of all d linearly independent rows of the
projector onto N((`Z(·, n0))∗) as above.

Discrete problems and their Green’s functions were also studied by Ro-
man [100, 2011] and Štikonas [102,103, 2011], Liu with co-authors [68, 2010],
Ghanbary [46, 2007], Chung and Yau [25, 2000] and other authors. Discrete
problems is the very useful and important investigation area because, in
general, an explicit solution or some optimization solution of the differen-
tial nonlocal problem cannot be found analytically. Since computer pro-
gramming science is nowadays widely developed, various numerical methods
have been investigated and applied to differential problems [4, Bachvalov et
al. 2011], [104, Samarskii 2001]. Authors often discuss on differential and
discrete aspects of problems [101, Roman 2011], [51, Hernandez-Martinez
et al. 2011], [54, Il’in and Moiseev 1987]. Direct and iterative solution
methods for differential and discrete problems were considered in mono-
graphs [106, Samarskii and Gulin 1989], [105, Samarskii and Nikolaev 1978]
as well.

Convergence analysis of the unique discrete solution to the solution of a
differential problem is often discussed. Most results and convergence condi-
tions are formulated for problems having the usual inverse. The importance
and application worth of the minimum norm least squares solution is sig-
nificant. However, during the preparation of this dissertation and looking
for some literature on convergence, it seems that the analogous convergence
theory of problems having only the Moore–Penrose is not widely developed
(is it developed at all?). There are many open questions about the conver-
gence of the discrete minimizer to the minimizer of the differential problem,
those require systematical studies.

Thus, this doctoral dissertation discuss on parallel results for differential
and discrete problems with nonlocal conditions. Here some sufficient con-
vergence conditions will be provided and illustrated by the convergence of
discrete minimizers. Obtained results can be used for more detailed stud-
ies of the converge analysis. Due to quite large volume of this doctoral
dissertation, questions about converge are only touched.
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3 Aims and problems

The target of this dissertation is to obtain the representation of the minimum
norm least squares solution to ordinary differential problems with nonlocal
conditions. To realize this idea, we had to study the following problems.

1) To assure the existence of the minimum norm least squares solution
to the differential nonlocal problem, given in the vectorial form.

2) To obtain solvability conditions, those answer if the minimizer is an
exact solution to the problem or only an approximate solution.

3) To express the minimum norm least squares solution using the unique
exact solution to other relative differential problem.

4) To derive the expression of the generalized Green’s function, which
represents the minimizer.

Since differential problems cannot always be solved analytically, we ex-
amined discrete problems with nonlocal conditions as well. Thus, the fol-
lowing problems were also implemented.

5) To obtain solvability conditions, those answer if the discrete minimum
norm least squares solution is an exact solution to the discrete problem
or only an approximate solution.

6) To express the discrete minimizer using the unique exact solution to
other relative discrete problem.

7) To find the representation of the generalized discrete Green’s function,
which describes the discrete minimizer.

8) To study the convergence of the discrete minimizer to the minimizer
of the differential problem and obtain some sufficient convergence con-
ditions.

4 Methods

In this thesis, we used popular methods from linear algebra, functional anal-
ysis (as Riesz representation theorem for continuous linear functionals in
Hilbert spaces, Sobolev embedding theorem), differential equations and op-
timization problems. Ordinary and generalized inverse methods were also
applied to describe solutions and study their properties. Let us accentuate
the Green’s function method, which was used to obtain the representation
of the generalized Green’s function. For discrete systems in Chapter 6, the
method of variation of parameters is taken to derive the expression of the
discrete Green’s matrix, too.
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5 Actuality and novelty

Since the Moore–Penrose inverse has many applications and is widely in-
vestigated in scientific literature, some results, obtained in this work, are
relative with the features derived by other authors as well. However, most
of the results presented in this thesis are original and nowhere published.
Provided information is actual in physics, mechanics, economics, biology and
other areas of science, where the representation of the best approximate so-
lution to the mathematical problem of the real life can be obtained. Derived
solvability conditions can answer if the considering minimizer is an exact
solution or not. Moreover, in this thesis all results are studied for differen-
tial problems as well as discrete problems in parallel, where all properties
and representations are compared for problems with the unique solution
and without it. Let us accentuate that this information can be a profitable
background to investigate the convergence of the discrete minimizer to the
minimizer of a differential problem, what seems not being systematically
studied yet. Explicit representations of generalized Green’s functions can
be used to solve linear or nonlinear problems, or investigate the existence of
solutions to nonlinear problems as well.

6 Dissemination of results

Results of the research were presented in 14 conferences, where half of them
are international:

1) MMA2013 (Mathematical Modelling and Analysis in 2013), Tartu,
Estonia, May 27-30, 2013, “Generalized Green’s functions for discrete
boundary value problems”;

2) MMA2014, Druskininkai, Lithuania, May 26–29, 2014, “Ordinary and
generalized Green’s functions for discrete nonlocal problems”;

3) MMA2015, Sigulda, Latvia, May 26-29, 2015, “Generalized Greens
functions for m-th order discrete nonlocal problems”;

4) MMA2016, Tartu, Estonia, June 1-4, 2016, “Generalized Green‘s func-
tions to the differential nonlocal problems”;

5) NUMTA2016 (Numerical Computations: Theory and Algorithms in
2016), Pizzo Calabro, Italy, June 19–25, 2016, “The minimum norm
least squares solution to the discrete nonlocal problems”;

6) MMA2017, Druskininkai, Lithuania, May 30–June 2, 2017, “Green’s
matrices for first order differential systems with nonlocal conditions”;

7) MMA2018, Sigulda, Latvia, May 29–June 1, 2018, “The minimum
norm least squares solution to differential nonlocal problems”.
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Other results were presented in the national conference of the Lithuanian
Mathematical Society (LMD):

8) LMD, Klaipėda, Lithuania, June 11–12, 2012, “Generalized Green’s
functions for second order discrete problem with nonlocal conditions”;

9) LMD, Vilnius, Lithuania, June 19–20, 2013, “Investigation of matrix
nullity for the second order discrete problem with nonlocal conditions”;

10) LMD, Vilnius, Lithuania, June 26–27, 2014, “General classification
of the nullity for the second order discrete problems with nonlocal
conditions”;

11) LMD, Kaunas, Lithuania, June 16–17, 2015, “Nullity for the second
order discrete problem with nonlocal multipoint boundary conditions”;

12) LMD, Vilnius, Lithuania, June 20–21, 2016, “Nullspace of the m-th
order discrete problem with nonlocal conditions”;

13) LMD, Vilnius, Lithuania, June 21–22, 2017, “On the convergence of
the minimizer for second order discrete nonlocal problems”;

14) LMD, Kaunas, Lithuania, June 18-19, 2018, “Green’s Matrices for Dif-
ferential Systems with Nonlocal Conditions”.

7 Publications

Research results are published in 11 papers, where 5 of them are in the
Web of Science list of the Clarivate Analytics data base. In journals with
Citation Index, there are published 4 works:

1) G. Paukštaitė, A. Štikonas, Generalized Green’s functions for the second-
order discrete problems with nonlocal conditions, Lith. Math. J.,
54(2): 203-219, 2014, https://doi.org/10.1007/s10986-014-9238-8

2) G. Paukštaitė, A. Štikonas, “Ordinary and generalized Green’s func-
tions for the second order discrete nonlocal problems”, Bound. Value
Probl., 2015:207, 1-19, 2015, https://doi.org/10.1186/s13661-015-0474-
6

3) G. Paukštaitė, A. Štikonas, “Green’s Matrices for First Order Differen-
tial Systems with Nonlocal Conditions”, Math. Model. Anal., 22(2):
213-227, 2017, https://doi.org/10.3846/13926292.2017.1291456

4) G. Paukštaitė, A. Štikonas, Generalized Green‘s functions for mth-
order discrete nonlocal problems, Lith. Math. J., 57(1):109-127, 2017,
https://doi.org/10.1007/s10986-017-9346-3

The one paper appeared in the proceedings of the international conference
“Numerical Computations: Theory and Algorithms” (NUMTA2016):
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5) A. Štikonas, G. Paukštaitė, The minimum norm least squares solution
to the discrete nonlocal problems, AIP Conf. Proc. 1776, 090039
(2016), https://doi.org/10.1063/1.4965403

Below we listed other papers, those appeared in referenced publications “Pro-
ceedings of the Lithuanian Mathematical Society”:

6) G. Paukštaitė, A. Štikonas, Generalized Green’s functions for second-
order discrete boundary-value problems with nonlocal boundary condi-
tions, Liet. matem. rink. Proc. LMS, Ser. A, 53: 96-101, 2012.

7) G. Paukštaitė, A. Štikonas, Investigation of matrix nullity for the sec-
ond order discrete nonlocal boundary value problem, Liet. matem. rink.
Proc. LMS, Ser. A, 54: 49-54, 2013.

8) G. Paukštaitė, A. Štikonas, Classification of the nullity for the second
order discrete nonlocal problems, Liet. matem. rink. Proc. LMS, Ser.
A, 55: 40-45, 2014.

9) G. Paukštaitė, A. Štikonas, Nullity of the second order discrete prob-
lem with nonlocal multipoint boundary conditions, Liet. matem. rink.
Proc. LMS, Ser A, 56: 72-76, 2015.

10) G. Paukštaitė, A. Štikonas, Nullspace of the m-th order discrete prob-
lem with nonlocal conditions, Liet. matem. rink. Proc. LMS, Ser A,
57: 59-64, 2016.

11) G. Paukštaitė, A. Štikonas, The minimizer for the second order differ-
ential problem with one nonlocal condition, Liet. matem. rink. Proc.
LMS, Ser A, 58: 28-33, 2017.

8 Structure of the dissertation and main results

This dissertation is composed of the introduction, six chapters, general con-
clusions and the bibliography. Each chapter begins with the introduction
and ends with the conclusions as well. Below we formulate main results of
each section.

8.1 Second order differential problems with nonlocal
conditions

In Chapter 1, a second order differential problem with nonlocal conditions
of a one variable is considered, that is,

Lu := u′′ + a(x)u′ + b(x)u = f(x), x ∈ [0, 1],

〈Lk, u〉 = gk, k = 1, 2, (17)
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where u ∈ H2[0, 1], a, b ∈ C[0, 1], f ∈ L2[0, 1] but Lk ∈
(
C1[0, 1]

)∗ and
gk ∈ R. We introduce the operator L := (L, L1, L2)

> and study the problem
(17) in the vectorial form Lu = f with the right hand side f = (f, g1, g2)

>.
If the problem has the unique solution (∆ 6= 0), it is of the form

u = L−1f =

∫ 1

0
G(x, y)f(y) dy + g1v

1 + g2v
2,

where G(x, y) is the Green’s function but functions v1, v2 – the biorthogonal
fundamental system for the problem (17). If ∆ = 0 and f ∈ R(L), the
problem (17) has a lot of solutions. Thus, we studied the range representa-
tion for a nonlocal problem (17) without the unique solution (∆ = 0). For
different values of the nullity d := dimN(L), the range is also differently
represented.

Lemma 1. (Lemma 1.3 in Chapter 1)

1) If d = 2, then for all f ∈ L2[0, 1] we have

R(L) =

{(
f ;

∫ 1

0
〈L1, G

c(·, y)〉f(y) dy;

∫ 1

0
〈L2, G

c(·, y)〉f(y) dy

)>}
.

2) If d = 1 and k1 = 1, then for all f ∈ L2[0, 1] and g2 ∈ R we have

R(L) =

{(
f ; g2〈L1, v

2〉+

∫ 1

0
〈L1, G

a(·, y)〉f(y) dy; g2

)>}
.

3) If d = 1 and k1 = 2, then for all f ∈ L2[0, 1] and g1 ∈ R

R(L) =

{(
f ; g1; g1〈L2, v

1〉+

∫ 1

0
〈L2, G

a(·, y)〉f(y) dy

)>}
.

Here Gc(x, y) is the Green’s function for the second order Cauchy problem;
Ga(x, y) is the Green’s function and {v1, v2} is the biorthogonal fundamental
system to the problem Lu = f with the original condition 〈L3−k1 , u〉 = 0 and
condition 〈`, u〉 = 0, replacing 〈Lk1 , u〉 = 0. Here 〈`, u〉 = 0 is selected such
that this auxiliary problem has the unique solution (∆ 6= 0).

In this lemma, for each case with d = 1, the number k1 denotes the
“dependent” equation 〈Lk1 , u〉 = gk1 in the system Lu = f .

From Lemma 1 we obtained two corollaries, where the first provides the
structure of the nullspace to the adjoint problem.

Corollary 2. (Corollary 1.4 in Chapter 1) The following three statements
are valid:
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1) N(L∗) = span
{(
− 〈L1, G

c(·, x)〉; 1; 0
)>
,
(
− 〈L2, G

c(·, x)〉; 0; 1
)>} if

d = 2;

2) N(L∗) = span
{(
−〈L1, G

a(·, x)〉; 1;−〈L1, v
2〉
)>} if d = 1 and k1 = 1;

3) N(L∗) = span
{(
−〈L2, G

a(·, x)〉;−〈L2, v
1〉; 1

)>} if d = 1 and k1 = 2.

Another corollary presents solvability conditions for a problem without
the unique solution.

Corollary 3. (Solvability conditions; Corollary 1.5 in Chapter 1) The prob-
lem (17) with ∆ = 0 is solvable if and only if the conditions are valid:

1)
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy = g1,
∫ 1
0 〈L2, G

c(·, y)〉f(y) dy = g2 for d = 2;

2) g2〈L1, v
2〉+

∫ 1
0 〈L1, G

a(·, y)〉f(y) dy = g1 for d = 1 and k1 = 1;

3) g1〈L2, v
1〉+

∫ 1
0 〈L2, G

a(·, y)〉f(y) dy = g2 for d = 1 and k1 = 2.

Further in this chapter, Roman’s results [100, 2011] (u ∈ C2[0, 1] and
f ∈ C[0, 1]) are adopted to provide representations of the unique solution
u ∈ H2[0, 1] and a Green’s function for a problem with f ∈ L2[0, 1] and
the unique solution (∆ 6= 0). Then we assure the existence of the minimum
norm least squares solution

uo = L†f =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g,1 + g2v
g,2,

where Gg(x, y) is the generalized Green’s function but functions vg,1, vg,2 –
the biorthogonal fundamental system for the problem (17). This minimizer
always exists. We derive its representations and the expression of the gen-
eralized Green’s function, study their properties.

For instance, in [100, 2011], Roman obtained the representation of the
unique solution

u = uc + (g1 − 〈L1, u
c〉)v1 + (g2 − 〈L2, u

c〉)v2

of the second order problem (17) using the unique solution uc of the Cauchy
problem. Here v1, v2 is the biorthogonal fundamental system of the original
problem (17). For general case, where a problem may have the unique
solution or not, we derived the analogous expression of the minimum norm
least squares solution.
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Corollary 4. (Corollary 1.20 in Chapter 1) The minimum norm least squares
solution to the second order problem with nonlocal conditions is of the form

uo = uc − PN(L)u
c + (g1 − 〈L1, u

c〉)vg,1 + (g2 − 〈L2, u
c〉)vg,2.

Here vg,1, vg,2 is the generalized biorthogonal fundamental system of (17).

The similar relation between the minimizer and the unique solution is
also valid for other two relative problems

Lu = f,

〈L̃k, u〉 = g̃k, k = 1, 2,

Lv = f,

〈Lk, v〉 = gk, k = 1, 2,
(18)

where f ∈ L2[0, 1], u, v ∈ H2[0, 1] but functionals L̃k and Lk, k = 1, 2, from
(C1[0, 1])∗ may be different.

Theorem 5. (Theorem 1.19 in Chapter 1) If the first problem (18) has the
unique solution u, then the minimum norm least squares solution for the
second problem (18) is given by

uo = u− PN(L)u+ (g1 − 〈L1, u〉)vg,1 + (g2 − 〈L2, u〉)vg,2.

Below we formulate the representation of the generalized Green’s func-
tion.

Lemma 6. (Lemma 1.22 in Chapter 1) The generalized Green’s function
for the second order problem with nonlocal conditions (17) is of the form

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)−

2∑
k=1

〈Lk, Gc(·, y)〉vg,k(x).

Analogous relation is also obtained for two relative problems (18).

Theorem 7. (Theorem 1.24 in Chapter 1) If the first problem (18) has the
Green’s function G(x, y), then the generalized Green’s function Gg(x, y) of
the second problem (18) is given by

Gg(x, y) = G(x, y)−PN(L)G(x, y)−〈L1, G(·, y)〉vg,1(x)−〈L2, G(·, y)〉vg,2(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

On the one hand, Lemma 6 gives the representation of the generalized
Green’s function, which is always applicable since the Cauchy problem al-
ways has the Green’s function Gc(x, y). On the other hand, it is very useful
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to apply Theorem 7. Indeed, we can express the generalized Green’s func-
tion via the Green’s function of other “difficult” nonlocal problem making
less calculations. For instance, let us take the differential problem with
nonlocal boundary conditions

Lu := u′′(x) + a(x)u′(x) + b(x)u(x) = f(x), x ∈ [0, 1],

〈Lk, u〉 := 〈κk, u〉 − γk〈κk, u〉 = gk, k = 1, 2. (19)

Here functionals κk, k = 1, 2, describe classical parts of conditions (19) and
κk, k = 1, 2, represent fully nonlocal parts of conditions (19). If parameters
γ1, γ2 vanish, the problem becomes classical.

Corollary 8. (Corollary 1.28 in Chapter 1) If the classical problem (19)
(γ1, γ2 = 0) has the Green’s function Gcl(x, y), then the generalized Green’s
function of the nonlocal boundary value problem (19) is given by

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) +

2∑
k=1

γk〈κk, Gcl(·, y)〉vg,k(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

Thus, only fully nonlocal parts of conditions (19) are used in calculations
of Gg(x, y) above if we know the Green’s function of the classical problem.

The last section of this chapter is devoted to study examples of minimiz-
ers and generalized Green’s functions.

8.2 m-th order differential problems with nonlocal
conditions

In Chapter 2, all results of Chapter 1 are generalized to m-th order differ-
ential problems with nonlocal conditions

Lu := u(m) + am−1(x)u(m−1) + . . .+ a1(x)u′ + a0(x)u = f(x), x ∈ [0, 1],

〈Lk, u〉 = gk, k = 1,m, (20)

where u ∈ Hm[0, 1], a1, . . . , am−1 ∈ C[0, 1], f ∈ L2[0, 1], Lk ∈
(
Cm−1[0, 1]

)∗
and gk ∈ R. Indeed, we obtained the analogous range representation (Lemma
2.3) as well as the composition of the nullspace for the adjoint problem
(Corollary 2.4) and solvability conditions (Corollary 2.5). We formulated
properties of the unique solution. As in Chapter 1, such information di-
rected the way how to write expressions of the minimizer and the gener-
alized Green’s function. For instance, below we provide descriptions of the
minimizer and the generalized Green’s function, those are always applicable.
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Corollary 9. (Corollary 2.16 in Chapter 2) The minimum norm least squares
solution to the m-th order problem is of the form

uo = uc − PN(L)u
c + (g1 − 〈L1, u

c〉)vg,1 + . . .+ (gm − 〈Lm, uc〉)vg,m.

The following expression of the generalized Green’s function is always
valid.

Lemma 10. (Lemma 2.18 in Chapter 2) The generalized Green’s function
of the m-th order nonlocal problem is given by

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)−

m∑
k=1

〈Lk, Gc(·, y)〉vg,k(x).

Other features for the minimizer (Theorem 2.15, Corollary 2.22) and
the generalized Green’s function (Theorem 2.20, Corollary 2.23) are also
analogous.

8.3 Second order discrete problems with nonlocal
conditions

In Chapter 3, second order discrete problems with nonlocal conditions

(Lu)i := a2iui+2 + a1iui+1 + a0iui = fi, a0i , a
2
i 6= 0, i ∈ Xn−2,

〈Lk, u〉 = gk, k = 1, 2 (21)

are studied in parallel to Chapter 1. Here we take discrete functions a0, a1, a2,
f ∈ F (Xn−2), Lk ∈ F ∗(Xn) and gk ∈ C, where F (Xn) denotes the set of
complex valued functions defined on the set Xn := {0, 1, 2, . . . , n}. We
rewrite the problem (21) in the matrix form Au = b and obtain analogues
results to Chapter 1. First, we similarly describe the range composition for
different values of the nullity d := dimN(A) as given below.

Lemma 11. (Lemma 3.1 in Chapter 3)

1) If d = 2, then for all f ∈ F (Xn−2) we have

R(A) =

{(
f0; f1; . . . ; fn−2;

n−2∑
j=0

〈L·1, Gc·j〉fj ;
n−2∑
j=0

〈L·2, Gc·j〉fj
)>}

.

2) If d = 1 and k1 = 1, then for all f ∈ F (Xn−2) and g2 ∈ C we have

R(A) =

{(
f0; f1; . . . ; fn−2; g2〈L1, v

2〉+
n−2∑
j=0

〈L·1, Ga·j〉fj ; g2
)>}

.
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3) If d = 1 and k1 = 2, then for all f ∈ F (Xn−2) and g1 ∈ C we have

R(A) =

{(
f0; f1; . . . ; fn−2; g1; g1〈L2, v

1〉+
n−2∑
j=0

〈L·2, Ga·j〉fj
)>}

.

Here Gc ∈ F (Xn × Xn−2) is the discrete Green’s function for the discrete
Cauchy problem. Other discrete Green’s function Ga ∈ F (Xn ×Xn−2) and
the biorthogonal fundamental system v1, v2 are taken for the problem Lu = f

with the original condition 〈L3−k1 , u〉 = 0 and condition 〈`, u〉 = 0, replacing
〈Lk1 , u〉 = 0. Here 〈`, u〉 = 0 is selected such that for this auxiliary problem
∆ 6= 0.

Similarly to Chapter 1, k1 denotes the number of the “dependent” equa-
tion 〈Lk1 , u〉 = gk1 in the system Au = b. Let us take e0 = (1; 0; . . . ; 0)>,
e1 = (0; 1; . . . ; 0)>,. . . , en = (0; 0; . . . ; 1)> and formulate the following re-
sult.

Corollary 12. (Corollary 3.2 in Chapter 3) Such statements are valid:

1) if d = 2, then N(A∗) is spanned by two vectors

w1 = −
n−2∑
j=0

〈L·1, Gc·j〉e
j + en−1, w2 = −

n−2∑
j=0

〈L·2, Gc·j〉e
j + en;

2) if d = 1 and k1 = 1, then N(A∗) is spanned by the vector

w = −
n−2∑
j=0

〈L·1, Ga·j〉e
j + en−1 − 〈L1, v2〉en;

3) if d = 1 and k1 = 2, then N(A∗) is spanned by the vector

w = −
n−2∑
j=0

〈L·2, Ga·j〉e
j − 〈L2, v1〉en−1 + en.

We also derive solvability conditions for the discrete problem (21).

Corollary 13. (Solvability conditions; Corollary 3.32 in Chapter 3) The
problem (3.1)–(3.2) with ∆ = 0 is solvable if and only if the conditions are
valid:

1)
∑n−2

j=0 〈L·1, Gc·j〉fj = g1,
∑n−2

j=0 〈L·2, Gc·j〉fj = g2 for d = 2;

2) g2〈L1, v
2〉+

∑n−2
j=0 〈L·1, Ga·j〉fj = g1 for d = 1 and k1 = 1;
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3) g1〈L2, v
1〉+

∑n−2
j=0 〈L·2, Ga·j〉fj = g2 for d = 1 and k1 = 2.

Expressions of the unique discrete solution are analogously formulated
and applied to obtain representations of the discrete minimum norm least
squares solution uo = A†b. For example, the discrete minimizer is always
described the unique solution uc to the discrete Cauchy problem.

Corollary 14. (Corollary 3.14 in Chapter 3) The minimum norm least
squares solution to the problem (21) is of the form

uo = uc − PN(A)u
c + (g1 − 〈L1, u

c〉)vg,1 + (g2 − 〈L2, u
c〉)vg,2.

Here vg,1, vg,2 is the generalized biorthogonal fundamental system of (21).

The similar relation between the minimizer and the unique solution is
also valid for two relative discrete problems (18). We formulate this relation
below.

Theorem 15. (Theorem 3.12 in Chapter 3) If the first discrete problem
(18) has the unique exact solution u ∈ F (Xn), then the minimum norm
least squares solution uo ∈ F (Xn) of the other discrete problem (18) is given
by

uo = u− PN(A)u+ vg,1(g1 − 〈L1, u〉) + vg,2(g2 − 〈L2, u〉).

We also obtain the expression of the generalized discrete Green’s func-
tion.

Corollary 16. (Corollary 3.17 in Chapter 3) The generalized discrete Green’s
function Gg ∈ F (Xn ×Xn−2) to the problem (21) is always given by

Ggij = Gcij− (PN(A))i·G
c
·j−v

g,1
i 〈L

·
1, G

c
·j〉−v

g,2
i 〈L

·
2, G

c
·j〉, i ∈ Xn, j ∈ Xn−2.

The analogous relation is also valid for two discrete relative problems
(18), where the first problem has the discrete Green’s function G ∈ F (Xn×
Xn−2).

Theorem 17. (Theorem 3.16 in Chapter 3) The generalized discrete Green’s
function Gg ∈ F (Xn ×Xn−2) of the second discrete problem (18) is of the
form

Ggij = Gij− (PN(A))i·G·j−v
g,1
i 〈L

·
1, G·j〉−v

g,2
i 〈L

·
2, G·j〉, i ∈ Xn, j ∈ Xn−2.
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This result is applied to obtain the representation of the generalized
discrete Green’s function for the problem with nonlocal boundary conditions
using the discrete Green’s function of the classical problem (Corollary 3.19
in Chapter 3).

The target of this chapter is to obtain a convergence of the discrete min-
imum norm least squares solution to the minimizer of a differential problem.
Thus, here we discuss on the minimization problem in two different discrete
spaces and obtain literally similar results as above for a discrete minimizer
(Corollaries 3.24–3.26) and the generalized discrete Green’s function (The-
orem 3.27 with Corollaries 3.28–3.29). We provided examples and obtained
sufficient convergence conditions.

Theorem 18. (Sufficient convergence conditions; Theorem 3.33 in Chapter
3) Let the following approximations

A(π1u) = π2Lu+ O(hα),

PH2(ωh),N(A)(π1u) = π1(PN(L)u) + O(hα),

PL2(ωh)×R2,R(A)b = π2(PR(L)f) + O(hα)

be valid for some α > 0. If supn∈N ‖A†‖H2(ωh), L2(ωh)×R2 < +∞, then the
minimizer uo ∈ H2(ωh) of the discrete problem (21) converges to the mini-
mizer uo ∈ H2[0, 1] of the differential problem (17), i.e.,

‖uo − π1u
o‖C(ωh) = max

xi∈ωh
|uoi − uo(xi)| → 0 if n→∞.

Here we took the projection operator π1 : H2[0, 1]→ H2(ωh) discretizing
a function u ∈ H2[0, 1] on the mesh ωh pointwise

π1u =
(
u(x0), u(x1), . . . , u(xn)

)>
.

Another projector π2 : L2[0, 1] × R2 → L2(ωh) × R2 is not of some special
form.

Let us note that Chapter 3 is written for discrete complex problems,
those were not considered for differential problems in previous chapters.
First, we are motivated by the fact that a differential problem (17) can be
approximated by a complex discrete problem. Second, it seems that the
theory of generalized inverses for complex matrices is more wider developed
and more easier applied than for complex operators. Third, most authors
study complex matrices instead of the real case only.
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8.4 m-th order discrete problems with nonlocal conditions

In Chapter 4, we generalize results of Chapter 3 studyingm-th order discrete
problems with nonlocal conditions

(Lu)i := ami ui+m + . . .+ a1iui+1 + a0iui = fi, a0i , a
m
i 6= 0, i ∈ Xn−m,

〈Lk, u〉 = gk, k = 1,m,

where a0, . . . , am, f ∈ F (Xn−m) but Lk ∈ F ∗(Xn), gk ∈ C and n > m.
We provide the range representation (Lemma 4.1), the composition of the
nullspace for the adjoint problem (Corollary 4.2) and solvability conditions
(Corollary 4.3). Afterwards, we derive expressions of the discrete mini-
mum norm least squares solution (Theorem 4.11, Corollaries 4.12, 4.16) and
the generalized discrete Green’s function (Theorem 4.14, Corollaries 4.15,
4.17). We also discuss on the minimization problem in two different discrete
spaces and obtain literally similar results as above for the discrete minimizer
(Corollaries 4.21–4.23) and the generalized discrete Green’s function (The-
orem 4.24 with Corollaries 4.25–4.26). Lastly in Chapter 4, we formulate
sufficient convergence conditions (Theorem 4.32) of the discrete minimizer
to the minimizer of the differential problem (20).

8.5 First order differential systems with nonlocal
conditions

In Chapter 5, we study a first order differential system with nonlocal condi-
tions

d uk

dx
=

m∑
l=1

akl(x)ul + fk(x), x ∈ [0, 1],

m∑
l=1

〈Lkl, ul〉 = gk, k = 1,m, (22)

given in the short form Lu = f , 〈Lk,u〉 = gk, k = 1,m. Here we take
real numbers gk and functions uk ∈ H1[0, 1], fk ∈ L2[0, 1], akl ∈ C[0, 1],
Lkl ∈ C∗[0, 1]. We write the system in the vectorial form Lu = b and inves-
tigate analogously as in previous chapters. Indeed, we obtain the range rep-
resentation (Lemma 5.3) as well as the composition of the nullspace for the
adjoint system (Corollary 5.4) and formulate solvability conditions (Corol-
lary 5.5). Then expressions of unique solutions (Lemma 5.7) and the Green’s
matrix (Lemma 5.9) are derived.
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In this Chapter, we also study the relation between them-th order scalar
differential problem (20) and equivalent first order system (22). First, we
obtain the representation of the Green’s function via Green’s matrix.

Corollary 19. (Corollary 5.12 in Chapter 5) The Green’s function for the
problem (20) can be represented by the function from the Green’s matrix of
the system (22)

G(x, y) = G1m(x, y).

Second, the Green’s matrix can also be characterized by the Green’s
function.

Lemma 20. (Lemma 5.14 in Chapter 5) The Green’s matrix can be de-
scribed by the Green’s function of the equivalent scalar problem as below

Gkl(x, y) = − ∂m+k−l−1

∂xk−1∂ym−l
G(x, y)−

m−l−1∑
i=0

(−1)i
∂i

∂yi
(
al+i(y)

∂k−1

∂xk−1
G(x, y)

)
for k, l = 1,m.

Afterwards, we focus on the system with nonlocal conditions (22), which
may not have the unique solution. We solve such problem in the least
squares sense and obtain the representation of the minimum norm least
squares solution.

Corollary 21. (Corollary 5.19 in Chapter 5) The minimum norm least
squares solution to the system (22) is of the form

uo = uc − PN(L)u
c + (g1 − 〈L1,u

c〉)vg,1 + . . .+ (gm − 〈Lm,uc〉)vg,m.

This expression is always valid since the Cauchy system always has the
unique solution uc as well as the Green’s matrix Gc(x, y). Thus, the gener-
alized Green’s matrix is also similarly represented.

Lemma 22. (Lemma 5.21 in Chapter 5) The generalized Green’s matrix for
the system (22) is given by

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)−

m∑
k=1

vg,k(x)〈Lk,Gc(·, y)〉.

Similar relations are also valid if we take other relative problem to the
system (22) instead of the Cauchy problem.
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Theorem 23. (Theorem 5.18 in Chapter 5) If the problem Lu = f , 〈L̃k,u〉 =

g̃k, k = 1,m, has the unique solution u, then the minimizer for the system
(22) is given by

uo = u− PN(L)u+
m∑
k=1

(gk − 〈Lk,u〉)vg,k.

The generalized Green’s matrix is also similarly described.

Theorem 24. (Theorem 5.23 in Chapter 5) If the problem Lu = f , 〈L̃k,u〉 =

g̃k, k = 1,m, has the ordinary Green’s matrix G(x, y), then the generalized
Green’s matrix for the problem (22) is given by

Gg(x, y) = G(x, y)− PN(L)G(x, y)−
m∑
k=1

vg,k(x)〈Lk,G(·, y)〉,

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

This theorem is applied to problems with nonlocal boundary conditions
〈Lk,u〉 := 〈κk,u〉 − γk〈κκκk,u〉 = gk, k = 1,m. Here functionals κk describe
classical parts but κκκk represent fully nonlocal parts of conditions. For van-
ishing parameters γk, conditions becomes classical. If the classical problem
(all γk = 0 in (22)) has the Green’s matrix Gcl, then we can obtain the
following relation.

Lemma 25. (Lemma 5.24 in Chapter 5) The generalized Green’s matrix for
the system (22) with nonlocal boundary conditions is given by

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) +

m∑
k=1

γkv
g,k(x)〈κκκk,Gcl(·, y)〉

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

8.6 First order discrete systems with nonlocal conditions

In Chapter 6, we study first order discrete systems with nonlocal conditions

(LU)ki := uki+1 −
m∑
l=1

akli u
l
i = fki , i ∈ Xn−1,

m∑
l=1

〈Lkl, ul〉 = gk, k = 1,m, (23)

simply given by LU = F , 〈Lk,U〉 = gk, k = 1,m. Here functions U =

(u1, . . . , um)> ∈ Fm(Xn), F = (f1, . . . , fm)> ∈ Fm(Xn−1), akl ∈ F (Xn−1),
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gk ∈ C and Lkl ∈ F ∗(Xn). Taking the short description AU = B of
the problem, we formulate the range representation (Lemma 6.1) and the
nullspace composition of the adjoint system (Corollary 6.2), formulate solv-
ability conditions (Corollary 6.3). Obtained results resemble corresponding
results from Chapter 5, where we studied first order differential systems with
nonlocal conditions.

Moreover, we get familiar representations of the unique solution (Lem-
mas 6.4, 6.5) and the discrete Green’s matrix (Lemma 6.6) as well. Af-
terwards, the system without the unique solution is investigated. Here we
study the minimum norm least squares solution U o = A†B and obtain its
expressions.

Corollary 26. (Corollary 6.12 in Chapter 6) The minimizer of the system
(23) is always given by

U o = U c − PN(A)U
c +

m∑
k=1

(gk − 〈Lk,U c〉)V g,k.

Here U c is the unique solution to the Cauchy system, which always
exists. Generalization of this statement is given below.

Theorem 27. (Theorem 6.11 in Chapter 6) If the problem LU = F ,
〈L̃k,U〉 = g̃k, k = 1,m, has the unique solution U , then the minimum
norm least squares solution for the problem (23) is of the form

U o = U − PN(A)U +
m∑
k=1

(gk − 〈Lk,U〉)V g,k.

We also investigate the generalized discrete Green’s matrix, which is
always described by the discrete Green’s matrix Gc of the discrete Cauchy
problem.

Lemma 28. (Lemma 6.15 in Chapter 6) The generalized discrete Green’s
matrix for the system (23) is of the form

Gg,klij = Gc,klij −
(
PN(A)G

c
)kl
ij
−

m∑
`=1

vg,`,ki 〈L`,Gc,·l
·j 〉,

where i ∈ Xn, j ∈ Xn−1 and k, l = 1,m.

This formula is always applicable to find the generalized discrete Green’s
matrix. However, the following equality may be more practical.
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Theorem 29. (Theorem 6.16 in Chapter 6) If the problem LU = F ,
〈L̃k,U〉 = g̃k, k = 1,m, has the discrete Green’s matrix G, then the gener-
alized discrete Green’s matrix for the system (23) is given by

Gg,klij = Gklij −
(
PN(A)G

)kl
ij
−

m∑
`=1

vg,`,ki 〈L`,G·l·j〉

for all i ∈ Xn, j ∈ Xn−1, k, l = 1,m.

Let us illustrate the worth of the application of this lemma. We take
nonlocal boundary conditions for the system (23), those are 〈Lk,u〉 :=

〈κk,u〉 − γk〈κκκk,u〉 = gk, k = 1,m.

Corollary 30. (Corollary 6.17 in Chapter 6) Let the classical system (23)
(all γk = 0) has the discrete Green’s matrix Gcl. Then the generalized
discrete Green’s matrix for the system with nonlocal boundary conditions
(γk ∈ R) is of the form

Gg,klij = Gcl,kl
ij −

(
PN(A)G

cl
)kl
ij

+
m∑
`=1

vg,`,ki γ`〈κκκ`,Gcl,·l
·j 〉.

The final goal of this chapter is to obtain the convergence of the dis-
crete minimizer to the minimizer of the differential system (22). Sufficient
convergence conditions are formulated below.

Theorem 30. (Sufficient convergence conditions; Theorem 6.19 in Chapter
6) Let the following approximations

A(π1u) = π2Lu+ O(hα), PN(A)(π1u) = π1PN(L)u+ O(hα),

PR(A)B = π2PR(L)f + O(hα)

be valid for some α > 0. If supn∈N ‖A†‖1,2 < +∞, then the discrete min-
imizer U o converges to the minimizer uo ∈

(
H1[0, 1]

)m of the differential
system (22) as given below

‖U o − π1u
o‖(C(ωh))m := max

xi∈ωh, k=1,m
|uo,ki − u

o,k(xi)| → 0 if n→∞.

Finally, we formulate general conclusions of this thesis.
Let us accentuate that results in all chapters are analogous and their

proofs are similar. Thus, all proofs are given only in Chapter 1 but in other
chapters many proofs will be omitted. In this thesis, Roman’s work [100,
2011] will be often cited because there are collected many useful facts and
results about Green’s functions and nonlocal conditions.
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Markūnas, with whom I had long lasting evening discussions on mathematics
and its meaning for our life.

I am also thankful to my parents and fellows for supporting me financially
and emotionally.

I am so happy for the possibility to study such interesting subject as
mathematics. So, I also say thanks to my lectures and the personal of the
faculty of Mathematics and informatics at Vilnius university.

32



Chapter 1

Second order differential
problems with nonlocal
conditions

1 Introduction

In this chapter, we consider second order differential problems with two
nonlocal conditions

Lu := u′′(x) + a(x)u′(x) + b(x)u(x) = f(x), x ∈ [0, 1], (1.1)

〈Lk, u〉 = gk, k = 1, 2, (1.2)

defined on the real Sobolev space H2[0, 1]. Here a, b ∈ C[0, 1], f ∈ L2[0, 1]

are real functions, L : H2[0, 1]→ L2[0, 1], gk ∈ R and Lk ∈
(
C1[0, 1]

)∗
, k =

1, 2. According to [2, Alt 2016], each continuous linear functional L ∈(
C1[0, 1]

)∗ is represented by

〈L, u〉 := γu(ξ) +

∫ 1

0
u′(x) dµ(x) (1.3)

for some γ ∈ R, a point ξ ∈ [0, 1] and a regular bounded countably additive
Borrel measure µ on [0, 1], i.e., µ ∈ rca[0, 1]. Since the function µ is of
bounded variation, it can have at most countably many discontinuity points
and need only be differentiable almost everywhere (a.e.). Hence, in practice,
most nonlocal conditions (1.3) are considered of the form

〈L, u〉 :=
∞∑
i=1

(
aiu(ξi) + biu

′(ζi)

)
+

∫ 1

0
c(x)u(x) + d(x)u′(x) dx (1.4)
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for ξi, ζi ∈ [0, 1], real numbers ai, bi and integrable functions c, d ∈ L1[0, 1].
In examples, we also investigate problems (1.1)–(1.2) with nonlocal condi-
tions (1.2) of this form (1.4).

The structure of this chapter is as follows. First, we represent a differ-
ential problem with nonlocal conditions into the equivalent vectorial form
and derive properties of the vectorial operator. Then the problem with the
unique solution is considered. Various representations of the unique solution
and a Green’s function are given. Afterwards, we study the nonlocal prob-
lem without the unique solution. Here we introduce a minimum norm least
squares solution, which is a unique solution to the problem (1.1)–(1.2) in
the least squares sense. Properties and representations of this minimizer are
derived. A generalized Green’s function, which describes a minimum norm
least squares solution, is also considered. The last section is devoted to
present examples of a minimizer as well as its generalized Green’s function.
One example of the minimizer is published in the paper [92, Paukštaitė and
Štikonas 2017]. Finally, we formulate the basic conclusions.

2 The vectorial problem

The problem (1.1)–(1.2) can be rewritten into the equivalent vectorial form

Lu = f (2.1)

with L := (L, L1, L2)
> and f = (f, g1, g2)

> ∈ L2[0, 1]×R2. For the Hilbert
space L2[0, 1]× R2, we use the inner product

(f , f̃) =

∫ 1

0
f(x)f̃(x) dx+ g1 · g̃1 + g2 · g̃2

and take the norm

‖f‖ = ‖f‖L2[0,1]×R2 = (f ,f)1/2 =
√
‖f‖2

L2[0,1]
+ |g1|2 + |g2|2,

here f , f̃ ∈ L2[0, 1]×R2. The Sobolev embedding theorem [42, Evans 2010]
says that H2[0, 1] ⊂ C1[0, 1] and the inequality

‖u‖C1[0,1] 6 C‖u‖H2[0,1], ∀u ∈ H2[0, 1], (2.2)

is valid for a particular constant C independent on a chosen u. Thus,
(C1[0, 1])∗ ⊂ (H2[0, 1])∗. Since functionals Lk ∈

(
C1[0, 1]

)∗
, k = 1, 2, be-

long to the dual space (H2[0, 1])∗ and L is defined on H2[0, 1], then the
vectorial operator L maps one Hilbert space H2[0, 1] to another Hilbert
space L2[0, 1]× R2.
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Lemma 1.1. The operator L : H2[0, 1] → L2[0, 1] × R2 is the continuous
linear operator with the domain D(L) = H2[0, 1].

Proof. Since the operator L and functionals Lk ∈ (H2[0, 1])∗, k = 1, 2, are
defined on entire H2[0, 1], then the operator L is defined on entire H2[0, 1]

as well. Moreover, the operator L is linear, because the operator L and
functionals Lk, k = 1, 2, are linear.

Now we show that L is continuous. From the triangle inequality, we
have ‖Lu‖L2[0,1] 6 ‖u′′‖L2[0,1] + ‖a‖C[0,1]‖u′‖L2[0,1] + ‖b‖C[0,1]‖u‖L2[0,1] 6

Co‖u‖H2[0,1] for all u ∈ H2[0, 1]. Since functionals Lk ∈ (H2[0, 1])∗, k = 1, 2,

then |〈Lk, u〉| 6 ‖Lk‖ · ‖u‖H2[0,1] for all u ∈ H2[0, 1] and finite nonnegative
numbers ‖Lk‖, k = 1, 2, those denote norms of functionals Lk : H2[0, 1] →
R. Thus, from these estimates we obtain the following inequality

‖Lu‖ =
(
‖Lu‖2L2[0,1] + |〈L1, u〉|2 + |〈L2, u〉|2

) 1
2
6 C1‖u‖H2[0,1]

for C1 = Co+‖L1‖+‖L2‖ and all u ∈ H2[0, 1], what means that the operator
L is continuous.

2.1 Nullspace of the operator L

In this subsection, we discuss on the nullspace N(L) of the vectorial operator
L.

We find the nullspace N(L) solving the homogenous system Lu = 0,
i.e., Lu = 0 and 〈Lk, u〉 = 0, k = 1, 2. The differential equation Lu = 0,
or explicitly u′′ + a(x)u′ + b(x)u = 0, has the general solution u = c1z

1 +

c2z
2 with ck ∈ R and zk ∈ C2[0, 1], k = 1, 2, since the equation u′′ +

a(x)u′+b(x)u = 0 with continuous coefficients has two classical fundamental
solutions z1, z2 ∈ C2[0, 1]. Substituting the general solution into conditions
〈Lk, u〉 = 0, k = 1, 2, we obtain the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = 0,

c1〈L2, z
1〉+ c2〈L2, z

2〉 = 0,

from where constants c1, c2 are chosen. Thus, N(L) ⊂ N(L) = span {z1, z2} ⊂
C2[0, 1] and the nullity d := dimN(L) ∈ {0, 1, 2}.

Denoting the determinant

∆ :=

∣∣∣∣∣ 〈L1, z
1〉 〈L1, z

2〉
〈L2, z

1〉 〈L2, z
2〉

∣∣∣∣∣ ,
we separate the following cases:
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• d = 0 ⇔ ∆ 6= 0. Then N(L) is trivial. It is obvious.

• d = 2 ⇔ if ∆ = 0 with all 〈Lk, zl〉 = 0 for k, l = 1, 2. Then the
general solution to Lu = 0 depends on two arbitrary constants c1, c2
and N(L) = span {z1, z2}. Thus, the solution to Lu = 0 is equivalent
to the solution to the differential equation Lu = 0 only.

• d = 1⇔ if ∆ = 0 and exists at least one value 〈Lk, zl〉 6= 0. Let us say
〈Lk2 , zl〉 6= 0 emphasizing the number k2 of the functional. Then we
can solve one constant cl but other c3−l remains arbitrary. Here the
one condition 〈Lk1 , u〉 = 0 (k1 = 3− k2) is dependent since it gives no
additional information how to find the arbitrary constant c3−l. Thus,
the solution to the problem Lu = 0 is equivalent to the solution of the
simplified problem Lu = 0, 〈Lk2 , u〉 = 0.

Since an operator L is continuous and linear [65, Kreyszig 1978], then it
is closed and has the closed nullspace N(L). Thus, we have N(L) = N(L).
Then the Sobolev space H2[0, 1] can be represented by the direct sum of
orthogonal subspaces as follows

H2[0, 1] = N(L)⊕N(L)⊥. (2.3)

2.2 Range of the operator L

We also derived the following results about the range of the vectorial oper-
ator L.

Theorem 1.2. The range R(L) of the operator L is closed.

Proof. The range of the operator L is the set

R(L) = {f = (f, g1, g2)
> ∈ L2[0, 1]× R2 : Lu = f for some u ∈ H2[0, 1]}.

Let us arbitrarily take the sequence {fn} ⊂ R(L) ⊂ L2[0, 1]×R2 converging
in the space L2[0, 1] × R2, i.e., fn → f ∈ L2[0, 1] × R2. If f ∈ R(L) or,
equivalently, there exists such u ∈ D(L) that Lu = f , then the set R(L)

is closed. Since {fn} ⊂ R(L), then there exist such sequence {un} ⊂ D(L)

that
Lun = fn, n ∈ N. (2.4)

From the continuity of L, we have

f = lim
n→+∞

fn = lim
n→+∞

Lun = L
(

lim
n→+∞

un
)
. (2.5)
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If the limit u := lim
n→+∞

un belongs to H2[0, 1], which is coincident with the
domain of L, then f = Lu. We divide the proof into several steps.

1) Let us take the extended form of the problem (2.4):

Lun = fn, 〈L1, un〉 = g1n, 〈L2, un〉 = g2n. (2.6)

It is solvable, since fn ∈ R(L). First, the general solution to the equation
Lun = fn is of the form

un = c1z
1 + c2z

2 + ufn , c1, c2 ∈ R. (2.7)

Here z1 and z2 are the fundamental system of solutions to the homogenous
equation Lu = 0 but ufn is one particular solution to the nonhomogenous
equation Lu = fn. As discussed in Subsection 2.1, functions z1, z2 ∈ C2[0, 1]

are classical solutions to the equation Lu = 0. Moreover, only the last
member ufn of the representation (2.7) depends on the number n. Constants
c1, c2 do not depend on n, since the general solution to the homogenous
equation Lu = 0 is of the form c1z

1 + c2z
2 without the number n.

2) For every n ∈ N, we take the function

ufn(x) =

1∫
0

Gc(x, y)fn(y) dy, fn ∈ L2[0, 1], (2.8)

where Gc(x, y) is the Green’s function to the Cauchy problem

Lu = f, u(0) = 0, u′(0) = 0. (2.9)

The representation of the Green’s function Gc(x, y) is given by

Gc(x, y) =
1

W (y)

{
z1(y)z2(x)− z1(x)z2(y), 0 6 y 6 x,

0, x 6 y 6 1,

where W (y) := W [z1, z2](y) is the Wronskian of the fundamental system
z1, z2 at the point y ∈ [0, 1]. So, this Green’s function Gc(x, y) always exists
for the problem (2.9) and has the following properties:

a) Gc(x, y) is continuous on 0 6 x, y 6 1;

b) Gc(x, y) is C2 in x except the diagonal x = y;

c) (∂/∂x)Gc(y + 0, y)− (∂/∂x)Gc(y − 0, y) = 1;

d) LGc(·, y) = 0 except the diagonal x = y;
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e) Gc(0, y) = 0 and (∂/∂x)Gc(0, y) = 0.

Applying these properties, we derive representations of weak derivatives

(ufn)′(x) =

x∫
0

∂

∂x
Gc(x, y)fn(y) dy +

1∫
x

∂

∂x
Gc(x, y)fn(y) dy, (2.10)

(ufn)′′(x) =

x∫
0

∂2

∂x2
Gc(x, y)fn(y) dy +

1∫
x

∂2

∂x2
Gc(x, y)fn(y) dy + fn(x), (2.11)

where (∂/∂x)Gc and (∂2/∂x2)Gc are classical partial derivatives of the
Green’s function. Let us note that Gc(x, y) is H1 in x with the continu-
ous partial derivative (∂/∂x)Gc(x, y), which has the jump on the diagonal
x = y. Thus, we can also write

(ufn)′(x) =

1∫
0

∂

∂x
Gc(x, y)fn(y) dy, (2.12)

where (∂/∂x)Gc(x, y) is now and further understood as the weak derivative
if it is not said otherwise.

Now we can directly verify that the function ufn is the solution to the
problem Lu = fn, i.e., it belongs to H2[0, 1] and satisfies the equation
Lu = fn.

3) Substituting the general solution un = c1z
1+c2z

2+ufn of the equation
Lun = fn into nonlocal conditions (2.6) and rewriting, we get the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = g1n − 〈L1, u
fn〉,

c1〈L2, z
1〉+ c2〈L2, z

2〉 = g2n − 〈L2, u
fn〉.

Since the problem (2.6) is solvable, then this system is solvable as well and
its solutions c1n, c2n depend on the number n ∈ N. If the determinant of
the system ∆ 6= 0, then we can find constants

c1n =

∣∣∣∣∣ g1n − 〈L1, u
fn〉 〈L1, z

2〉
g2n − 〈L2, u

fn〉 〈L2, z
2〉

∣∣∣∣∣
∆

, c2n =

∣∣∣∣∣ 〈L1, z
1〉 g1n − 〈L1, u

fn〉
〈L2, z

2〉 g2n − 〈L2, u
fn〉

∣∣∣∣∣
∆

uniquely. If ∆ = 0, we cannot solve constants uniquely, and there are
possible two cases. First, all 〈Li, zj〉 = 0, i, j = 1, 2. Then the general
solution to the system depends on two arbitrary constants, i.e., c1, c2 ∈ R.
We take particular solutions c1n = c2n = 0, n ∈ N. Second, at least one
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value 〈Li, zj〉 6= 0. For instance, let us say that 〈L1, z
1〉 6= 0. Then we can

solve one constant

c1n =
g1n − 〈L1, u

fn〉 − c2n〈L1, z
2〉

〈L1, z1〉
, c2n ∈ R.

We choose arbitrary constant c2n = 0, n ∈ N, and obtain particular solutions
c1n, c2n again. So, for all cases we constructed the particular solution un =

c1nz
1 + c2nz

2 + ufn , n ∈ N, for the problem (2.6).
4) Denoting uf =

∫ 1
0 G

c(x, y)f(y) dy for the limit function f ∈ L2[0, 1],
we take the difference

ufn − uf =

∫ 1

0
Gc(x, y)

(
fn(y)− f(y)

)
dy

and obtain the following estimate

‖ufn − uf‖L2[0,1] =

(∫ 1

0

∣∣∣∣∫ 1

0
Gc(x, y)

(
fn(y)− f(y)

)
dy

∣∣∣∣2 dx
)1/2

6

(∫ 1

0

(∫ 1

0
|Gc(x, y)| · |fn(y)− f(y)| dy

)2

dx

)1/2

6 C

(∫ 1

0

(∫ 1

0
|fn(y)− f(y)| dy

)2

dx

)1/2

= C

∫ 1

0
|fn(y)− f(y)| dy 6 C‖fn − f‖L2[0,1] 6 C‖fn − f‖ → 0.

Here we evaluated the Green’s function by the finite constant C since the
continuous on the entire unit square Green’s function is bounded. For the
last integral, we used the Cauchy–Schwartz inequality.

Similarly, differences (ufn)(i) − (uf )(i), i = 1, 2, are equal to (2.10) and
(2.11), respectively, where fn is replaced by fn − f . Then applying the
triangle inequality and the continuity properties of Gc, given in the part 2)

of this proof, we obtain other estimates

‖(ufn)(i) − (uf )(i)‖L2[0,1] 6 C‖fn − f‖ → 0, i = 1, 2.

Last three estimates show that ufn → uf in the space H2[0, 1], since fn → f

in the space L2[0, 1]× R2 if n→∞.
5) Moreover, sequences c1n and c2n also converge, i.e., exist their limits

ckn → ck ∈ R, k = 1, 2. It is obvious if ckn = 0, since then ckn → ck = 0.
Otherwise, c1n and c2n depend on numbers gkn− 〈Lk, ufn〉, those sequences
converge to gk − 〈Lk, uf 〉 ∈ R, respectively, since gkn → gk ∈ R and the
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continuity of functionals implies limn→+∞〈Lk, ufn〉 = 〈Lk, limn→+∞ u
fn〉 =

〈Lk, uf 〉, k = 1, 2. Thus, the limits c1 and c2 always are finite numbers.
6) Finally, from the parts 4) and 5), we get

un = c1nz
1 + c2nz

2 + ufn → c1z
1 + c2z

2 + uf =: u

if n → +∞ in the space H2[0, 1], since z1, z2 ∈ C2[0, 1], ckn → ck ∈ R and
ufn → uf in the space H2[0, 1]. It means that limn→+∞ un = u ∈ H2[0, 1].
From (2.5) follows f = Lu, which means f ∈ R(L). Since the sequence
{fn} ⊂ R(L) is chosen arbitrarily, then R(L) is closed. 2

Below we provide the direct representation of the range R(L).

Lemma 1.3.

1) If d = 2, then for all f ∈ L2[0, 1] we have

R(L) =

{(
f ;

∫ 1

0
〈L1, G

c(·, y)〉f(y) dy;

∫ 1

0
〈L2, G

c(·, y)〉f(y) dy

)>}
.

2) If d = 1 and k1 = 1, then for all f ∈ L2[0, 1] and g2 ∈ R we have

R(L) =

{(
f ; g2〈L1, v

2〉+

∫ 1

0
〈L1, G

a(·, y)〉f(y) dy; g2

)>
,

}
.

3) If d = 1 and k1 = 2, then for all f ∈ L2[0, 1] and g1 ∈ R we have

R(L) =

{(
f ; g1; g1〈L2, v

1〉+

∫ 1

0
〈L2, G

a(·, y)〉f(y) dy

)>}
.

Here Ga(x, y) is the Green’s function and {v1, v2} is the biorthogonal funda-
mental system to the problem Lu = f with the original condition 〈L3−k1 , u〉 =

0 and condition 〈`, u〉 = 0, replacing 〈Lk1 , u〉 = 0. Here 〈`, u〉 = 0 is selected
such that for this auxiliary problem ∆ 6= 0.

Proof. 1) We take the general solution

u = c1z
1 + c2z

2 +

∫ 1

0
Gc(x, y)f(y) dy

to the consistent differential equation (1.1). Putting it into nonlocal condi-
tions (1.2), we get the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = g1 −
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy,

c1〈L2, z
1〉+ c2〈L2, z

2〉 = g2 −
∫ 1
0 〈L2, G

c(·, y)〉f(y) dy.
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Here we applied the property (2.12) and used the Fubini’s theorem for mea-
sure spaces to change the order of integration in representations of function-
als Lk, k = 1, 2, as below

〈L,
∫ 1

0
Gc(x, y)f(y) dy〉 = γ

∫ 1

0
Gc(ξ, y)f(y) dy +

∫ 1

0

∫ 1

0

∂

∂x
Gc(x, y)f(y) dy dµ(x)

=

∫ 1

0

(
γGc(ξ, y) +

∫ 1

0

∂

∂x
Gc(x, y) dµ(x)

)
f(y) dy =

∫ 1

0
〈L,Gc(·, y)〉f(y) dy.

Since d = 2, then all 〈Lk, zj〉 = 0 and we get g1 =
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy and
g2 =

∫ 1
0 〈L2, G

c(·, y)〉f(y) dy. Thus, the range R(L) is composed of functions
f = (f ; g1; g2)

> =
(
f ;
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy;
∫ 1
0 〈L2, G

c(·, y)〉f(y) dy
)> with

an arbitrary f ∈ L2[0, 1].
2) Since d = 1, the one condition 〈L1, u〉 = g1 (here k1 = 1) can be omit-
ted as dependent in the consistent problem (1.1)–(1.2). Thus, the problem
(1.1)–(1.2) has two independent equations Lu = f and 〈L2, u〉 = g2. We
can choose such condition 〈`, u〉 = 0 that the problem Lu = f, 〈`, u〉 =

0, 〈L2, u〉 = g2 has ∆ 6= 0. Then this special problem has the Green’s func-
tion Ga(x, y) and the fundamental system v1, v2, satisfying 〈L2, v

k〉 = δk2
and 〈`, vk〉 = δk1 for k = 1, 2. In example, 〈`, u〉 = 0 can always be one of
independent conditions u(0) = 0 or u′(0) = 0. For details see [100, Roman
2011] or Section 2.

As in the part 1) of the proof, we take the general solution

u = c1v
1 + c2v

2 +

∫ 1

0
Ga(x, y)f(y) dy

to the consistent differential equation (1.1). Putting it into nonlocal condi-
tions (1.2), we analogously get the system

c1〈L1, v
1〉+ c2〈L1, v

2〉 = g1 −
∫ 1
0 〈L1, G

a(·, y)〉f(y) dy,

c1〈L2, v
1〉+ c2〈L2, v

2〉 = g2 −
∫ 1
0 〈L2, G

a(·, y)〉f(y) dy.

Since 〈L2, v
2〉 = 1, 〈L2, v

1〉 = 0 and 〈L2, G
a(·, y)〉 = 0 a.e., then c2 = g2.

On the other hand, ∆ = 0 for the problem (1.1)–(1.2) can be rewritten
in the form 〈L1, v

1〉〈L2, v
2〉 = 〈L1, v

2〉〈L2, v
1〉 for the particular fundamen-

tal system v1, v2. From here follows that 〈L1, v
1〉 = 0. Then the condi-

tion c1〈L1, v
1〉 + c2〈L1, v

2〉 = g1 −
∫ 1
0 〈L1, G

a(·, y)〉f(y) dy can be rewrit-
ten as g1 = g2〈L1, v

2〉 +
∫ 1
0 〈L1, G

a(·, y)〉f(y) dy. Finally, the range R(L)

representation is given by the function f = (f ; g1; g2)
> = (f ; g2〈L1, v

2〉 +∫ 1
0 〈L1, G

a(·, y)〉f(y) dy; g2)
> with arbitrary g2 ∈ R and f ∈ L2[0, 1].

3) The proof is obtained similarly.
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According to [6, Ben-Israel and Greville 2003], properties of L implies
the closeness of N(L∗), where L∗ : L2[0, 1] × R2 → H2[0, 1] is the adjoint
operator of L. Then the nullspace and range theorem givesN(L∗) = R(L)⊥,
which representation can also be derived in the following forms.

Corollary 1.4. The following three statements are valid:

1) N(L∗) = span
{(
− 〈L1, G

c(·, x)〉; 1; 0
)>
,
(
− 〈L2, G

c(·, x)〉; 0; 1
)>} if

d = 2;

2) N(L∗) = span
{(
−〈L1, G

a(·, x)〉; 1;−〈L1, v
2〉
)>} if d = 1 and k1 = 1;

3) N(L∗) = span
{(
−〈L2, G

a(·, x)〉;−〈L2, v
1〉; 1

)>} if d = 1 and k1 = 2.

Proof. 1) We have the orthogonality condition (f , f̃) = 0 for all f ∈ R(L)

and f̃ = (f̃ , g̃1, g̃2)
> ∈ R(L)⊥ = N(L∗), i.e.,∫ 1

0
f(x)f̃(x) dx+g̃1

∫ 1

0
〈L1, G

c(·, x)〉f(x) dx+g̃2

∫ 1

0
〈L2, G

c(·, x)〉f(x) dx = 0

with arbitrary f ∈ L2[0, 1]. From the rewritten form∫ 1

0

(
f̃(x) + g̃1〈L1, G

c(·, x)〉+ g̃2〈L2, G
c(·, x)〉

)
f(x) dx = 0,

we get the condition f̃(x) + g̃1〈L1, G
c(·, x)〉+ g̃2〈L2, G

c(·, x)〉 = 0 or f̃(x) =

−g̃1〈L1, G
c(·, x)〉 − g̃2〈L2, G

c(·, x)〉 valid with every g̃1, g̃2 ∈ R. Thus, the
subspace R(L)⊥ is composed of following functions f̃ = (−g̃1〈L1, G

c(·, x)〉−
g̃2〈L2, G

c(·, x)〉; g̃1; g̃2)> for all g̃1, g̃2 ∈ R, those are generated by two linearly
independent vector valued functions w1 =

(
−〈L1, G

c(·, x)〉; 1; 0
)> and w2 =(

− 〈L2, G
c(·, x)〉; 0; 1

)>.
2) We write the orthogonality condition (f , f̃) = 0 in the explicit form∫ 1

0

(
f̃(x) + g̃1〈L1, G

a(·, x)〉
)
f(x) dx+ g2 ·

(
g̃1〈L1, v

2〉+ g̃2
)

= 0

for every g2 ∈ R and f ∈ L2[0, 1]. Since g2 and f obtain values indepen-
dently, we take g2 = 0, afterwards f = 0 and as in the part 1) of the get
two conditions f̃(x) + g̃1〈L1, G

a(·, x)〉 = 0 and g̃1〈L1, v
2〉+ g̃2 = 0. Rewrit-

ing we have f̃(x) = −g̃1〈L1, G
a(·, x)〉 and g̃2 = −g̃1〈L1, v

2〉. Thus, the
nullspace N(L∗) is represented by f̃ = (−g̃1〈L1, G

a(·, x)〉; g̃1;−g̃1〈L1, v
2〉)>

with an arbitrary g̃1 ∈ R, generated by the one vector function w =(
− 〈L1, G

a(·, x)〉; 1;−〈L1, v
2〉
)>.

3) The proof of the last statement is derived analogously.

42



First, from Corollary 1.4, we have that d = dimN(L) and d∗ := dimN(L∗)

are equal. Second, applying Corollary 1.4 to the Fredholm alternative theo-
rem, we get the solvability conditions to a problem (1.1)–(1.2) without the
unique solution (∆ = 0).

Corollary 1.5. (Solvability conditions) The problem (1.1)–(1.2) with ∆ = 0

is solvable if and only if the conditions are valid:

1)
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy = g1,
∫ 1
0 〈L2, G

c(·, y)〉f(y) dy = g2 for d = 2;

2) g2〈L1, v
2〉+

∫ 1
0 〈L1, G

a(·, y)〉f(y) dy = g1 for d = 1 and k1 = 1;

3) g1〈L2, v
1〉+

∫ 1
0 〈L2, G

a(·, y)〉f(y) dy = g2 for d = 1 and k1 = 2.

Example 1.6. Let us consider the differential problem with one initial and
other nonlocal Bitsadze–Samarskii condition

− u′′ = f(x), x ∈ [0, 1], (2.13)

u(0) = g1, u(1) = γu(ξ) + g2, (2.14)

where γ ∈ R, ξ ∈ (0, 1). This problem does not have the unique solution if
∆ := 1 − γξ = 0, i.e., γξ = 1. Indeed, we take the general solution to the
differential equation (2.13)

u = c1 + c2x+

∫ 1

0
Gcl(x, y)f(y) dy, (2.15)

where c1, c2 ∈ R are arbitrary constants and

Gcl(x, y) =

{
y(1− x), y 6 x,

x(1− y), y > x

is the ordinary Green’s function to the classical problem (2.13)–(2.14) with
γ = 0 [100, Roman 2011]. Substituting (2.15) into conditions (2.13), we get
c1 = g1 and

(1− γξ)c2 = (γ − 1)g1 + g2 + γ

∫ 1

0
Gcl(ξ, y)f(y) dy. (2.16)

If γξ = 1, we cannot solve c2 uniquely and obtain the unique solution to the
problem (2.13)–(2.14). For the consistent problem (2.13)–(2.14) with γξ = 1,
we get the condition g2 = (1 − γ)g1 − γ

∫ 1
0 G

cl(ξ, y)f(y) dy and derive the
representation of the range

R(L) =

{(
f ; g1; (1− γ)g1 − γ

∫ 1

0
Gcl(ξ, y)f(y) dy

)>}
, (2.17)
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where f ∈ L2[0, 1], g1 ∈ R.
On the other hand, we obtain the same representation of the range R(L)

using Lemma 1.3. Indeed, we take the fundamental system z1 = 1, z2 =

x of the homogenous equation (2.13) and get 〈L1, z
1〉 = z1(0) = 1 6= 0.

Thus, d = 1 and k1 = 2, k2 = 1. Then we formulate the auxiliary problem
−u′′ = f , u(0) = 0, u(1) = 0 for which 〈`, u〉 := u(1) = 0 and ∆ = 1 6= 0.
We note that this problem is obtained from the problem (2.13)–(2.14) taking
γ = 0 as previous. It has the Green’s function Gcl(x, y) and the biorthogonal
fundamental system v1 = 1 − x, v2 = x. Substituting Gcl and v1 into the
part 3) of Lemma 1.3, we get the same range representation (2.17).

Furthermore, Corollary 1.4 provides the function

w(x) =
(
γGcl(ξ, x); γ − 1; 1

)>
=

({
x(1/ξ − 1), x 6 ξ,

1− x, x > ξ
;
1

ξ
− 1; 1

)>
,

which generates the nullspace N(L∗). Finally, we get the solvability condi-
tion

g2 = (1− γ)g1 − γ
∫ 1

0
Gcl(ξ, y)f(y) dy,

or explicitly

g2 = (1− γ)g1 − γ
∫ ξ

0
yf(y) dy −

∫ 1

ξ
f(y) dy +

∫ 1

0
yf(y) dy, (2.18)

for the problem (2.13)–(2.14) with ∆ = 0, that gives γ = 1/ξ in formulas
above. However, we leave the notion of γ since such representations are
more easily comparable with analogous expressions for higher order problems
and analogous discrete problems.

Example 1.7. Here we investigate the differential problem with two Bitsadze–
Samarskii conditions

− u′′ = f(x), x ∈ [0, 1], (2.19)

u(0) =γ1u(ξ1) + g1, u(1) = γ2u(ξ2) + g2, (2.20)

where γ1, γ2 are real numbers and ξ1, ξ2 ∈ (0, 1).
This problem does not have the unique solution if ∆ = 0. Thus, we take

the fundamental system z1 = 1, z2 = x and calculate

∆ =

∣∣∣∣∣ 1− γ1 1− γ2
−γ1ξ1 1− γ2ξ2

∣∣∣∣∣ = 1− γ1(1− ξ1)− γ2ξ2 − γ1γ2(ξ1 − ξ2),

what gives the relation among parameters γ1(1−ξ1)+γ2ξ2+γ1γ2(ξ1−ξ2) = 1

if ∆ = 0 in this example.
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Now we are going to represent the range R(L), find the function generat-
ing the nullspace N(L∗) and provide the solvability condition for the problem
with ∆ = 0. Let us note that the case with γ1 = 0 is fully investigated in
Example 1.6. So, now we consider the problem (2.19)–(2.20) with γ1 6= 0

only.
First, we observe that here γ2ξ2 6= 1. Indeed, if we have otherwise, i.e.,

γ2ξ2 = 1, then ∆ = γ1ξ1(ξ2 − 1)/ξ2 6= 0 since ξ1, ξ2 ∈ (0, 1) and γ1 6= 0.
Second, the condition 〈L2, z

2〉 := z2(1)−γ2z2(ξ2) = 1−γ2ξ2 does not vanish.
It means that d = 1 for the problem (2.19)–(2.20) and we can take k1 = 1

with k2 = 2.
Now we formulate the auxiliary problem

− u′′ = f(x), x ∈ [0, 1],

u(0) = 0, u(1) = γ2u(ξ2)

with ∆̃ := 1− γ2ξ2 6= 0. Let us take its biorthogonal fundamental system

v1 =
1− γ2ξ2 + (γ2 − 1)x

1− γ2ξ2
, v2 =

x

1− γ2ξ2

and the Green’s function

Ga(x, y) =

{
y(1− x), y 6 x,

x(1− y), y > x,
+

γ2x

1− γ2ξ2

{
y(1− ξ2), y 6 ξ2,

ξ2(1− y), y > ξ2,
(2.21)

derived by Roman [100, 2011].
So, using Lemma 1.3, we obtain the range representation

R(L) =

{(
f ; g2

γ1ξ1
γ2ξ2 − 1

− γ1
∫ 1

0
Ga(ξ1, y)f(y) dy; g2

)>}
with every f ∈ L2[0, 1] and g2 ∈ R. Moreover, the vector valued function

w =

(
γ1G

a(ξ1, x); 1;
γ1ξ1

1− γ2ξ2

)>
generates the nullspace N(L∗) as Corollary 1.4 says. Then we know the
solvability condition

g1 =
γ1ξ1

γ2ξ2 − 1
· g2 − γ1

∫ 1

0
Ga(ξ1, y)f(y) dy

for the problem (2.19)–(2.20) without the unique solution (∆ = 0).
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Example 1.8. Let us now take such problem with two nonlocal conditions

− u′′ = f(x), x ∈ [0, 1], (2.22)

u(0) = −2

∫ 1

0
(2− 3x)u(x) dx+ g1, u′(1) = u′(ξ) + g2, (2.23)

depending on parameter ξ ∈ [0, 1).
For this problem, we have ∆ ≡ 0 with every ξ ∈ [0, 1). Indeed, taking the

fundamental system z1 = 1, z2 = x, we get all 〈Lk, zl〉 = 0. It gives d = 2.
Now we take the Green’s function

Gc(x, y) =

{
y − x, y 6 x,

0, y > x,
(2.24)

for the Cauchy problem −u′′ = f , u(0) = 0, u′(0) = 0 and from Lemma 1.3
obtain the range representation

R(L) =

{(
f ;

∫ 1

0
y(1− y)2f(y) dy;−

∫ 1

ξ
f(y) dy

)>
, ∀ f ∈ L2[0, 1]

}
.

Moreover, Corollary 1.4 gives another composition

N(L∗) =
{(
− x(1− x)2; 1; 0

)>
,
(
H(x− ξ); 0; 1

)>}
, (2.25)

where

H(x) :=

{
1, x > 0,

0, x < 0

is the Heaviside function. Lastly, we know solvability conditions

g1 =

∫ 1

0
y(1− y)2f(y) dy, g2 =

∫ 1

ξ
f(y) dy

for the problem (2.22)–(2.23) with every ξ ∈ [0, 1) value and all functions
f ∈ L2[0, 1].

3 Problem with the unique solution (case ∆ 6= 0)

Substituting the general solution

u = c1z
1 + c2z

2 +

∫ 1

0
Gc(x, y)f(y) dy

of the equation (1.1) into nonlocal conditions (1.2), we get the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = g1 −
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy,

c1〈L2, z
1〉+ c2〈L2, z

2〉 = g2 −
∫ 1
0 〈L2, G

c(·, y)〉f(y) dy.
(3.1)
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If∆ 6= 0, we can solve constants c1, c2 uniquely and obtain the representation
of the unique solution to the problem (1.1)–(1.2), simply denoted by Lu = f .
The unique solution also has the form u = L−1f for every f ∈ L2[0, 1] ×
R2, where L−1 : L2[0, 1] × R2 → H2[0, 1] is the inverse operator of L :

H2[0, 1]→ L2[0, 1]×R2. Now we are going to investigate the structure ofL−1

following the earlier work done by Roman [100, 2011], where the problem
(1.1)–(1.2) with f ∈ C[0, 1] and the classical unique solution u ∈ C2[0, 1]

was considered. Here we will adopt her results taking f ∈ L2[0, 1] and
looking for u ∈ H2[0, 1]. This information helps us to make generalizations
for problems without the unique solution (∆ = 0) and directs the form how
obtained results in the following section should be represented.

3.1 Representation of the inverse operator

To fulfill our plan, let us first select the particular fundamental system v1, v2

satisfying the biorthogonality conditions 〈Lk, vj〉 = δjk for k, j = 1, 2. These
functions v1, v2 are also known as the biorthogonal fundamental system [100,
Roman 2011]. They are unique solutions to the problems

Lv1 = 0,

〈L1, v
1〉 = 1, 〈L2, v

1〉 = 0,

Lv2 = 0,

〈L1, v
2〉 = 0, 〈L2, v

2〉 = 1,
(3.2)

respectively, and can be expressed as follows

v1 =

∣∣∣∣∣ z1(x) 〈L2, z
1〉

z2(x) 〈L2, z
2〉

∣∣∣∣∣
∆

, v2 =

∣∣∣∣∣ 〈L1, z
1〉 z1(x)

〈L1, z
2〉 z2(x)

∣∣∣∣∣
∆

using any other fundamental system {z1, z2}. The biorthogonal fundamental
system v1, v2 directly gives us the constants

ck = gk −
∫ 1

0
〈Lk, Gc(·, y)〉f(y) dy, k = 1, 2

from the system (3.1) and represents the unique solution

u = c1v
1 + c2v

2 +

∫ 1

0
Gc(x, y)f(y) dy.

Substituting here the found constants, we use the Fubini’s theorem in mea-
sure spaces and rewrite the unique solution into the form

u =

∫ 1

0
G(x, y)f(y) dy + g1v

1(x) + g2v
2(x) (3.3)
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for all f ∈ L2[0, 1] and g1, g2 ∈ R. Since the kernel

G(x, y) := Gc(x, y)− 〈L1, G
c(·, y)〉v1(x)− 〈L2, G

c(·, y)〉v2(x) (3.4)

is called the Green’s function for the problem (1.1)–(1.2) [100, Roman 2011],
we introduce the Green’s operator by

Gf =

∫ 1

0
G(x, y)f(y) dy

and get the operator representation of the unique solution

u = Gf + g1v
1 + g2v

2 (3.5)

for all f ∈ L2[0, 1] and g1, g2 ∈ R.
On the other hand, we recall u = L−1f with every f ∈ L2[0, 1]×R2 and

get the following structure of the inverse operator

L−1 =
(
G, v1, v2

)
: L2[0, 1]× R2 → H2[0, 1]. (3.6)

Here G : L2[0, 1]→ H2[0, 1] and v1, v2 ∈ H2[0, 1] (precisely, v1, v2 ∈ C2[0, 1]

according to Subsection 2.1) are also characterized by the inverse operator
as given below

Gf = L−1(f, 0, 0)>, v1 = L−1(0, 1, 0)>, v2 = L−1(0, 0, 1)>. (3.7)

3.2 Properties of the unique solution

Authors [100, Roman 2011], [125, Štikonas and Roman 2009] obtained var-
ious representations of the unique solution to the nonlocal problem (1.1)–
(1.2), where f ∈ C[0, 1]. For example, the unique solution, if it exists, is
always described by the unique solution

uc =

∫ 1

0
Gc(x, y)f(y) dy

to the Cauchy problem (2.9) as follows

u = uc + (g1 − 〈L1, u
c〉)v1 + (g2 − 〈L2, u

c〉)v2. (3.8)

This representation is also valid if f ∈ L2[0, 1] and u ∈ H2[0, 1]. Indeed,
we can take the extended form of the Green’s function (3.4) in the formula
(3.5), group functions as desired and change the order of integration for
functionals.

Since the Cauchy problem (2.9) always has the unique solution uc, the
representation (3.8) is always applicable. On the other hand, sometimes
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we know the unique solution to another differential problem, that is not
the Cauchy problem, and desire for some possible representation as (3.8).
Applying the proof, given by Roman [100, 2011] with f ∈ C[0, 1], we answer
that the unique solutions of two relative problems

Lu = f,

〈L̃k, u〉 = g̃k, k = 1, 2,

Lv = f,

〈Lk, v〉 = gk, k = 1, 2,
(3.9)

where f ∈ L2[0, 1], u ∈ H2[0, 1] but functionals L̃k and Lk, k = 1, 2, may
be different, are analogously related. We formulate this statement below.

Corollary 1.9. For unique solutions to the problems (3.9), the following
equality is always satisfied

v = u+ (g1 − 〈L1, u〉)v1 + (g2 − 〈L2, u〉)v2.

Let us note that here we used the biorthogonal fundamental system v1, v2

for the second problem (3.9) only. Furthermore, conditions ∆̃ 6= 0 and∆ 6= 0

for both problems, respectively, are fulfilled. Applying this corollary, we get
the relation between biorthogonal fundamental systems for these problems
(3.9) as well.

Corollary 1.10. Let ∆̃ 6= 0 and ∆ 6= 0 for problems (3.9). Then their
biorthogonal fundamental systems ṽ1, ṽ2 and v1, v2 are related by(

〈L1, ṽ
1〉 〈L2, ṽ

1〉
〈L1, ṽ

2〉 〈L2, ṽ
2〉

)(
v1

v2

)
=

(
ṽ1

ṽ2

)
.

Proof. First, let us take f = 0, g̃1 = g1 = 1 and g̃2 = g2 = 0 for problems
(3.9). According to Corollary 1.9, their solutions are ṽ1 and v1, respectively,
are linked with the equality

v1 = ṽ1 + (1− 〈L1, ṽ
1〉)v1 − 〈L2, ṽ

1〉v2,

that can be rewritten in the form 〈L1, ṽ
1〉v1 + 〈L2, ṽ

1〉v2 = ṽ1. Afterwards
taking f = 0, g̃1 = g1 = 0 and g̃2 = g2 = 1 for problems (3.9), we ob-
tain other equality 〈L1, ṽ

2〉v1 + 〈L2, ṽ
2〉v2 = ṽ2. Together they confirm the

statement of this corollary.

3.3 Properties of the Green’s function

Let us analyze the representation (3.4) of the Green’s function. First, the
measure µk can have at most countably many discontinuity points y0, y1, y2, . . ..
Thus, functions

〈Lk, Gc(·, y)〉 = γGc(ξ, y) +

∫ 1

0

∂

∂x
Gc(x, y) dµk(x), k = 1, 2,
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may have countably many discontinuities as well, what means that the
Green’s function G(x, y) for every fixed x ∈ [0, 1] may have countably many
discontinuities at y = y0, y1, y2, . . .. In other words, the square [0, 1] ×
[0, 1] may be divided into N ∈ N rectangular domains (each rectangle
x ∈ [0, 1], yl−1 < y < yl, l = 1, N , y0 = 0, yN = 1), where G(x, y) in
continuous in y. In each rectangular domain, we apply the properties of the
Green’s function Gc(x, y) (given in the proof of Theorem 1.2) and proper-
ties (3.2) of v1, v2 ∈ C2[0, 1] (see Subsection 2.1). From here, we obtain the
following properties of the Green’s function.

Corollary 1.11. For y 6= y0, y1, y2, . . . with any x ∈ [0, 1], we have:

1) G(x, y) is continuous in (x, y);

2) G(x, y) is C2 in x except the diagonal x = y;

3) (∂/∂x)G(y + 0, y)− (∂/∂x)G(y − 0, y) = 1;

4) LG(·, y) = 0 except the diagonal x = y;

5) 〈Lk, G(·, y)〉 = 0, k = 1, 2.

Moreover, a Green’s function G(x, y) for the problem (1.1)–(1.2) can also
be represented by a Green’s function G̃(x, y) for another relative differential
problem [100, Roman 2011]. We present the following relation.

Proposition 1.12. For the problems (3.9) with ∆̃ 6= 0 and ∆ 6= 0, their
Green’s functions G̃(x, y) and G(x, y), respectively, are linked with the equal-
ity

G(x, y) = G̃(x, y)− 〈L1, G̃(·, y)〉v1(x)− 〈L2, G̃(·, y)〉v2(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

Proof. We prove it analogously as Roman did [100, 2011] for problems with
f ∈ C[0, 1] and classical solutions from C2[0, 1].

3.4 Applications to nonlocal boundary conditions

Let us consider the problem with nonlocal boundary conditions

Lu := u′′(x) + a(x)u′(x) + b(x)u(x) = f(x), x ∈ [0, 1], (3.10)

〈Lk, u〉 := 〈κk, u〉 − γk〈κk, u〉 = gk, k = 1, 2. (3.11)
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Here functionals κk, k = 1, 2, describe classical parts of conditions (3.11),
whereas γ1, γ2 are parameters holding fully nonlocal conditions, represented
by functionals κk, k = 1, 2. In example,

〈Lk, u〉 := u(0)−γ1u′(ξ) = g1, 〈Lk, u〉 := u′(1)−γ2
∫ 1

0
α(x)u(x) dx = g2,

where ξ ∈ (0, 1) and α ∈ L1[0, 1].
This problem (3.10)–(3.11) is special, because, for vanishing parameters

γ1, γ2 = 0, it becomes classical. The unique solution ucl to the classical
problem is widely investigated, its Green’s function Gcl is practically known.
So, we want to know, how the unique solution u of the problem with nonlocal
boundary conditions (3.10)–(3.11) is related to the unique solution ucl of the
classical problem. According to Roman [100, 2011], we apply Corollary 1.9,
do simplifications and present the desired relation below

u = ucl + γ1〈κ1, u
cl〉v1 + γ2〈κ2, u

cl〉v2,

where v1, v2 is the biorthogonal fundamental system to the problem with
nonlocal boundary conditions (3.10)–(3.11). We note that only functionals
κ1,κ2 for fully nonlocal conditions here are used. Indeed, this solution is
coincident with the solution ucl to the classical problem if parameters γ1, γ2
vanish.

Furthermore, Green’s functions for the problem (3.10)–(3.11) and the
classical problem (γ1, γ2 = 0) are similarly linked with the equality

G(x, y) = Gcl(x, y) + γ1〈κ1, G
cl(·, y)〉v1(x) + γ2〈κ2, G

cl(·, y)〉v2(x) (3.12)

for all x ∈ [0, 1] and a.e. y ∈ [0, 1]. From here we can also obtain the
following property.

Corollary 1.13. If fully nonlocal conditions for the problem (3.10)–(3.11)
are of the form

〈κ, u〉 :=
∞∑
j=1

γju(ξj) +

∫ 1

0
α(x)u(x) dx (3.13)

with γj ∈ R, ξj ∈ (0, 1) and α ∈ L1[0, 1], then the Green’s function G(x, y) is
continuous on the entire square 0 6 x, y 6 1 as well as its partial derivatives
(∂/∂x)G(x, y) and (∂2/∂x2)G(x, y) except the diagonal x = y.

Proof. First, the Green’s function Gcl(x, y) is continuous on the entire unit
square. Its partial derivatives (∂/∂x)Gcl(x, y) and (∂2/∂x2)Gcl(x, y) are also
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continuous except the diagonal x = y [100, Roman 2011]. Substituting it into
conditions (3.13), we get that 〈κ, Gcl(·, y)〉 is a continuous function for every
y ∈ [0, 1]. According to Subsection 2.1, the biorthogonal fundamental system
v1, v2 ∈ C2[0, 1]. Then the right hand side of the representation (3.12) is
also continuous on the square 0 6 x, y 6 1. From here we also see that its
partial derivatives (∂/∂x)G(x, y) and (∂2/∂x2)G(x, y) are continuous on the
entire domain 0 6 x, y 6 1 except the diagonal x = y.

Remark 1.14. We can also derive that the Green’s function G(x, y) is con-
tinuous on the entire unit square 0 6 x, y 6 1 and its partial derivatives in
x are continuous except the diagonal x = y if κk, k = 1, 2, represent initial
conditions (instead of classical conditions) and fully nonlocal conditions for
the problem (3.10)–(3.11) are of the form (3.13) with ξj ∈ (0, 1]. Here we
take Gc(x, y) instead Gcl(x, y) in the expression (3.12). Since Gc(x, y) is
also continuous on the entire unit square and is C2 in x except x = y, we
similarly obtain the proof.

According to Corollary 1.13, the expression of the Green’s function (3.12)
gives continuous partial derivatives

∂i

∂xi
G(x, y) =

∂i

∂xi
Gcl(x, y) +

2∑
k=1

γ1〈κk, Gcl(·, y)〉(vk)(i)(x)

for i = 1, 2, on the entire unit square except the diagonal x = y. Moreover,
the weak derivatives of the unique solution (3.3) can be described using these
classical derivatives of the Green’s function, that is,

u′ =

∫ x

0

∂

∂x
G(x, y)f(y) dy +

∫ 1

x

∂

∂x
G(x, y)f(y) dy +

2∑
k=1

gk(v
k)′(x)

and

u′′ =

∫ x

0

∂2

∂x2
G(x, y)f(y) dy+

∫ 1

x

∂2

∂x2
G(x, y)f(y) dy+f(x)+

2∑
k=1

gk(v
k)′′(x).

Here the first derivative u′ is classical since u ∈ H2[0, 1] ⊂ C1[0, 1]. Let us
note that u′′ is also continuous and u ∈ C2[0, 1] if f ∈ C[0, 1].

4 The unique minimizer (case ∆ = 0)

We have just considered the unique solution to the nonlocal problem (1.1)–
(1.2) with∆ 6= 0, presented its properties and representations for the Green’s

52



functionG(x, y). If∆ = 0, then the problem Lu = f is not uniquely solvable
and we cannot obtain such results.

However, here a unique solution also exists but in a little bit different
sense. Precisely, we are going to look for the unique function, which min-
imizes the norm of the residual Lu − f to the problem (1.1)–(1.2) and is
“smallest” among all minimizers of the residual. It is obvious that this
minimizer is coincident with the unique solution u = L−1f if it exists.
Such an extended interpretation of the problem, introducing the minimiza-
tion, always gives the meaning for a unique solution–minimizer to the prob-
lem (1.1)–(1.2), which may have the unique exact solution (∆ 6= 0) or not
(∆ = 0).

In this section, we derive properties and representations for such mini-
mizer and its Green’s function. To our amazement, we will obtain literally
similar and relative results as in Section 3.

4.1 The minimum norm least squares solution

If ∆ = 0 for the system (3.1), we cannot solve constants c1, c2 uniquely and
obtain the unique solution to the differential problem (1.1)–(1.2), simply
denoted by Lu = f . Here the representation u = L−1f is also invalid.

Now the problem (1.1)–(1.2) has a lot of solutions (consistent problem)
or has no solutions (inconsistent problem). For both cases, let us look for
the least minimizer uo among all functions ug ∈ H2[0, 1], minimizing the
residual

‖Lug − f‖ = inf
u∈H2[0,1]

‖Lu− f‖, (4.1)

i.e.,

‖uo‖ < ‖ug‖ ∀ ug 6= uo. (4.2)

Minimization steps (4.1)–(4.2) for the consistent problem means that we
select the unique solution, which has the minimum H2[0, 1] norm among all
solutions. If the problem is inconsistent, we think about an approximate
solution. If there are several approximate solutions, we choose the one of
the minimum norm again.

Since L is the continuous linear operator with the closed range R(L) [6,
Ben-Israel and Greville 2003], such a minimizer uo for the differential prob-
lem (1.1)–(1.2) always exists and is unique. It is often called the minimum
norm least squares solution. Other authors also use names as the approxi-
mate solution, the virtual solution, the least extremal solution and etc.
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Let us note that every least squares solution, which is the minimizer of
(4.1), can be represented by the minimum norm least squares solution

ug = uo + PN(L)c (4.3)

for some c ∈ H2[0, 1], whereas the minimum norm least squares solution is
always equal to

uo = PN(L)⊥u
g. (4.4)

Here PN(L) and PN(L)⊥ denote orthogonal projectors onto the nullspace
N(L) and its orthogonal complement N(L)⊥, respectively. We accentuate
that PN(L) is the zero operator for the problem (2.1) with the unique solution
(d = 0) because here N(L) is trivial. Otherwise (d > 0), the projection onto
the nullspace can be calculated as below

PN(L)c =

d∑
l=1

zl(x)(zl, c)H2[0,1] (4.5)

for every function c ∈ H2[0, 1], where zl, l = 1, d, is the orthonormal basis
of the nullspace N(L) with respect to the inner product in H2[0, 1].

If the problem (4.1)–(4.2), or simply Lu = f , has the unique solution
u = L−1f , then it is coincident with the minimizer uo. For ∆ = 0, the
problem Lu = f does not have the inverse L−1 : L2[0, 1] × R2 → H2[0, 1]

but we have a decision. Since L : H2[0, 1]→ L2[0, 1]×R2 is the continuous
linear operator with the closed range R(L), there exists the unique operator
L† : L2[0, 1]× R2 → H2[0, 1] satisfying the four operator equations

LL†L = L, L†LL† = L†, (LL†)∗ = LL†, (L†L)∗ = L†L.

The operator L† is often called the Moore–Penrose inverse of the operator
L [6, Ben-Israel and Greville 2003]. Below we list several basic properties of
the Moore–Penrose inverse:

1) L† = L−1, if L−1 exists (∆ 6= 0);

2) (L†)† = L;

3) (L†)∗ = (L∗)†;

4) N(L†) = N(L∗);

5) R(L†) = R(L∗);

6) R(L) = N(L∗)⊥;

7) PR(L) = LL† and PR(L∗) = L†L.

Moreover, we accentuate the following properties.
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Lemma 1.15. The Moore–Penrose inverse L† for the problem (4.1)–(4.2)
is the continuous linear operator with the domain D(L†) = L2[0, 1]×R2 and
the range R(L†) = N(L)⊥.

Proof. It follows from the definition of the Moore–Penrose inverse and its
well known properties [6, Ben-Israel and Greville 2003]. From there,D(L†) :=

R(L) ⊕ R(L)⊥ = R(L) ⊕ R(L)⊥ = L2[0, 1] × R2 since R(L) is closed (see
Theorem 1.2). Moreover, R(L†) := D(L)∩N(L)⊥ = N(L)⊥ because D(L)

is coincident with the entire space H2[0, 1] (see the Lemma 1.1).

The most important property for our investigation says that the Moore–
Penrose inverse describes the minimizer to the problem (4.1)–(4.2) for all
f ∈ L2[0, 1]× R2 in the form

uo = L†f (4.6)

similarly as the unique solution is represented by u = L−1f , if it exists.
Furthermore, the minimizer (4.6) to the problem Lu = f , which may be
consistent (f ∈ R(L)) or inconsistent (f /∈ R(L)), is always the minimizer
to a consistent problem Lu = PR(L)f [6, Ben-Israel and Greville 2003].

To illustrate the nature of minimizers, we discuss on two examples below.

Example 1.16. The following problem

− u′′ = 0, x ∈ [0, 1],

u(0) = γ, u′(1)− γu′(1/2) = 0

depends on one parameter γ ∈ R. We can directly obtain its unique solution
u = γ if γ 6= 1. Here γ 6= 1 means the condition ∆ 6= 0. In Figure 1.1,
unique solutions are presented by solid blue horizontal lines.

The horizontal dashed line denotes the area u = 1 for γ = 1, where the
problem does not have the unique solution. Here we obtain a lot of solutions
u = 1 + cx, c ∈ R, those can be represented by rays going through the point
(0, 1). So, the problem with γ = 1 (∆ = 0) is consistent and its general least
squares solution is also of the form ug = 1 + cx, c ∈ R. Taking particular
values of the constant c, we get particular solutions (rays).

Let us now find the unique solution of the minimum H2[0, 1] norm. We
minimize the square of its H2[0, 1] norm

‖ug‖2H2[0,1] =

∫ 1

0
(1 + cx)2 dx+

∫ 1

0
c2 dx =

4

3
c2 + c+ 1.
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Fig. 1.1. Unique solutions (γ 6= 1) and minimizers (γ = 1).

Vanishing the first derivative, we get the equality 8c/3 + 1 = 0 and solve
c = −3/8. Since the second derivative is positive with this c value, we indeed
obtain the minimum. So, the calculated function

uoH2 = 1− 3

8
x

is the unique minimizer (red ray in Figure 1.1), introduced in this subsec-
tion. Furthermore, we can get another least squares solution of the minimum
L2[0, 1] norm (violet ray)

uoL2 = 1− 3

2
x

as well as C1[0, 1] norm, that is uoC1=1 (see Figure 1.1).
So, obtained minimizers differ from each other in the part cx only. In-

deed, cx with an arbitrary constant c represents PN(L)c, c ∈ H2[0, 1] in the
formula (4.3). As we see, uoC1 = uoH2 + cox with co = 3/8.

However, minimizing the C[0, 1] norm

‖ug‖C[0,1] =

{
1, −2 6 c 6 0,

|1 + c|, otherwise,

we get the interval c ∈ [−2, 0] and functions ũo = 1 + cx with the minimum
C[0, 1] norm ‖ũo‖C = 1. Here we do not have the uniqueness. All rays, those
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lie on the light blue area in Figure 1.1, are minimizers in C[0, 1] norm.
We also see that obtained minimizers uoH2, uoL2 and uoC1 also satisfy this
requirement, i.e., their C[0, 1] norms are equal to 1.

This example leads to the following remark. Since the Sobolev embed-
ding theorem gives H2[0, 1] ⊂ C1[0, 1], then each least squares solution
ug ∈ H2[0, 1] is also from C1[0, 1]. Thus, we can look for the minimum
C[0, 1] (or C1[0, 1]) norm solution among all least squares solutions (4.3).
The minimum C[0, 1] norm solution uoC differs from the minimizer uo = uoH2

with a particular function co ∈ H2[0, 1] in

uoC = uo + PN(L)c
o.

If ∆ 6= 0, then N(L) is trivial and uoC = uoH2 . Otherwise, d > 0 and we
obtain two equivalent representations

PN(L)c =

d∑
l=1

zl(x)(zl, c)H2[0,1] =

d∑
l=1

clz
l(x)

for c ∈ H2[0, 1] and cl ∈ R. So, we have the following relation

uoC = uo +

d∑
l=1

col z
l

for particular constants col = (zl, co)H2[0,1] ∈ R, l = 1, d. Since the function
co ∈ H2[0, 1] is practically unknown, we use another way as in Example 1.16.
Precisely, minimizing the C[0, 1] norm of the general least squares solution

ug = uo +
d∑
l=1

clz
l,

we find the particular values of constants cl = col and know the minimizer
uoC . However, here we cannot guarantee the uniqueness of the function with
the minimum C[0, 1] (or C1[0, 1]) norm differently to the minimizer of the
minimum H2[0, 1] norm! We have the unique minimizer in H2[0, 1] norm
because the norm in the Hilbert space is the strictly convex functional but
norms C[0, 1] and C1[0, 1] are not strictly convex.

Example 1.17. Let us now take another problem

− u′′ = 0, x ∈ [0, 1],

u(0) = 0, u′(1)− γu′(1/2) = 1,
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which for γ = 1 is inconsistent. Otherwise, we obtain the unique solution
u = x/(1−γ) taking γ 6= 1. For the inconsistent problem with γ = 1, we can
find the minimizer uo, that is also the minimizer to the consistent problem
Lu = PR(L)(0, 0, 1)>. Here we denote e2 = (0, 0, 1)> and calculate

PR(L)e
2 = e2 − PN(L∗)e

2 = e2 − (v, e2)

‖v‖2
=

1

3

(
2H(x− 0, 5); 0; 1

)>
.

Here we used the function w = (−H(x − 0, 5); 0; 1)>, which according to
Corollary 1.4 (d = 1, k1 = 2 and the auxiliary problem: −u′′ = f , u(0) = 0,
u′(1) = 0), generates the nullspace N(L∗). Now, we solve the consistent
problem Lu = PR(L)e

2, that is given in the explicit form

−u′′ = 2

3
H(x− 0, 5), u(0) = 0, u′(1)− γu′(0, 5) =

1

3
.

It has the general solution

ug = cx+
1

12

{
4x, x 6 1/2,

−1 + 8x− 4x2, x > 1/2,

depending on one arbitrary constant c ∈ R (d = 1). Minimizing its H2[0, 1]

norm, we find the minimizer

uoH2 = −201

64
x+

1

12

{
4x, x 6 1/2,

−1 + 8x− 4x2, x > 1/2.

For details, see Section 5. Moreover, minimizing the C[0, 1] norm of the
general solution

‖ug‖C[0,1] =

{
3
4c

2 + c+ 1
4 ,

√
10−4
3 < c < 0,∣∣c+ 1

4

∣∣, otherwise,

we get the constant c = (
√

10− 4)/3 and the unique minimizer

uoC =

√
10− 4

3
x+

1

12

{
4x, x 6 1/2,

−1 + 8x− 4x2, x > 1/2.

Similarly, we find another unique minimizer

uoC1 =
1

12

{
4x, x 6 1/2,

−1 + 8x− 4x2, x > 1/2.
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4.2 Generalized Green’s function

Developing the parallel to Subsection 3.1, let us now investigate the structure
of the Moore–Penrose inverse operator L†. First, since f = (f, g1, g2)

> =

(f, 0, 0)> + (0, g1, 0)> + (0, 0, g2)
> and L† is linear, we get the following

composition of the minimum norm least squares solution

uo = L†f = L†(f, 0, 0)>+L†(0, g1, 0)>+L†(0, 0, g2)
> = Ggf+g1v

g,1+g2v
g,2,

where we denoted

Ggf := L†(f, 0, 0)>, vg,1 := L†(0, 1, 0)>, vg,2 := L†(0, 0, 1)>. (4.7)

From L†f ∈ H2[0, 1], we have Gg : L2[0, 1]→ H2[0, 1] is a continuous linear
operator (since L† is continuous and linear) and vg,1, vg,2 ∈ H2[0, 1].

Now and further we focus our investigation on the following representa-
tions of the Moore–Penrose inverse

L† = (Gg, vg,1, vg,2)

and the minimum norm least squares solution

uo = Ggf + g1v
g,1 + g2v

g,2, ∀ f ∈ L2[0, 1], g1, g2 ∈ R. (4.8)

Precisely, for every fixed x ∈ [0, 1], we haveGgf(x) ∈ R, because the function
Ggf ∈ H2[0, 1] ⊂ C1[0, 1] and, furthermore, ‖Ggf‖C1[0,1] 6 C ‖Ggf‖H2[0,1]

for some finite constant C according to the Sobolev embedding theorem [42,
Evans 2010]. As Locker did [70, 1977], for every fixed x ∈ [0, 1], we also
define the linear functional F : L2[0, 1]→ R by

〈F, f〉 = Ggf(x), ∀ f ∈ L2[0, 1].

It is continuous because it is bounded

|〈F, f〉| = |Ggf(x)| 6 sup
x∈[0,1]

|Ggf(x)| 6 ‖Ggf‖C1[0,1] = ‖L†(f, 0, 0)>‖C1[0,1]

6 C · ‖L†(f, 0, 0)>‖H2[0,1] 6 C · ‖L†‖ · ‖f‖L2[0,1]

for the finite constant C ·‖L†‖ and every f ∈ L2[0, 1]. Then according to the
Riesz representation theorem for continuous linear functionals in the Hilbert
space [65, Kreyszig 1978], there exists the unique function Gg(x, ·) ∈ L2[0, 1]

that F can be represented by the inner product in the space L2[0, 1] as follows

〈F, f〉 = Ggf(x) =

1∫
0

Gg(x, y)f(y)dy, ∀f ∈ L2[0, 1],
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and this equality is valid for every x ∈ [0, 1]. Thus, the minimum norm least
squares solution (4.8) has the representation

uo(x) =

1∫
0

Gg(x, y)f(y)dy + g1v
g,1(x) + g2v

g,2(x) (4.9)

for all f ∈ L2[0, 1], g1, g2 ∈ R and x ∈ [0, 1]. For the particular case ∆ 6= 0

investigated in Section 3, the problem (1.1)–(1.2) has the unique solution of
the form

u(x) =

1∫
0

G(x, y)f(y)dy + g1v
1(x) + g2v

2(x), (4.10)

where G(x, y) is the Green’s function and v1, v2 are the biorthogonal fun-
damental system of the problem (1.1)–(1.2). According to the similarity, we
call the kernel Gg(x, y) – the generalized Green’s function and the functions
vg,1, vg,2 – the generalized biorthogonal fundamental system for the nonlocal
problem (1.1)–(1.2).

So, for ∆ 6= 0, we have that L† = L−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized Green’s
function Gg(x, y) is coincident with the ordinary Green’s function G(x, y),
the biorthogonal fundamental system v1, v2 is coincident with the general-
ized biorthogonal fundamental system vg,1, vg,2.

Thus, now we are naturally interested, if they also have similar proper-
ties, and discuss on this question below.

4.3 Properties of minimizers

Let us begin our discussion investigating the minimum norm least squares
solution, where we derive its properties. Firstly, we obtain the following
characterization for the generalized biorthogonal fundamental system that
is the analogue of (3.2).

Theorem 1.18. Every function vg,1, vg,2 ∈ H2[0, 1] is the minimum norm
least squares solution to the corresponding problem

Lvg,1 = 0,

〈L1, v
g,1〉 = 1, 〈L2, v

g,1〉 = 0,

Lvg,2 = 0,

〈L1, v
g,2〉 = 0, 〈L2, v

g,2〉 = 1.
(4.11)

Proof. The minimum norm least squares solution to the problem (1.1)–(1.2)
is of the form (4.8). Taking f = 0 and g1 = 1, g2 = 0, from (4.8) we obtain
the minimum norm least squares solution uo = vg,1 to the first problem
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(4.11). Similarly, choosing f = 0 and g1 = 0, g2 = 1, the formula (4.8) sim-
plifies to uo = vg,2, which now is the minimum norm least squares solution
to the second problem (4.11).

Let us now consider two relative problems (3.9), where the first problem
has the unique solution, i.e., the condition ∆̃ 6= 0 is valid. Here and further
Gg(x, y) is the generalized Green’s function and vg,1, vg,2 are the generalized
biorthogonal fundamental system to the second problem (3.9), which may
have the unique solution (∆ 6= 0) or not (∆ = 0).

Theorem 1.19. If the first problem (3.9) has the unique solution u, then
the minimum norm least squares solution for the second problem (3.9) is
given by

uo = u− PN(L)u+ (g1 − 〈L1, u〉)vg,1 + (g2 − 〈L2, u〉)vg,2.

Proof. Let us take the difference w = uo − u between the minimum norm
least squares solution uo to the second problem (3.9) and the unique exact
solution u to the first problem of (3.9). Now we will show that w is the least
squares solution to the problem

Lw = 0, 〈Lk, w〉 = gk − 〈Lk, u〉, k = 1, 2, (4.12)

which can be written in the unexpanded form Lw = f̃ with the right hand
side f̃ = (0, g1 − 〈L1, u〉, g2 − 〈L2, u〉)>. Since uo is the minimum norm
least squares solution to the problem (2.1) with the right hand side f =

(f, g1, g2)
>, then

‖Luo − f‖ = inf
v∈H2[0,1]

‖Lv − f‖. (4.13)

We rewrite the norm as follows ‖Lv − f‖ = ‖Lv + (Lu − Lu) − f‖ =

‖L(v − u)− (−Lu + f)‖ = ‖L(v − u)− f̃‖ for all v ∈ H2[0, 1]. From here
we have

‖L(uo − u)− f̃‖ = inf
v∈H2[0,1]

‖L(v − u)− f̃‖

or, denoting z = v − u ∈ H2[0, 1], obtain

‖Lw − f̃‖ = inf
z∈H2[0,1]

‖Lz − f̃‖.

Thus w is the least squares solution to the problem (4.12) and, according
to the formulas (4.3)–(4.4), it can be represented by the minimum norm
least squares solution wo = L†f̃ . Precisely, rewriting the equality w =
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PN(L)⊥w + PN(L)w, which is valid according to Subsection 2.1, we obtain
w = L†f̃ + PN(L)w. Since w = uo − u, then

uo = u+L†f̃ + PN(L)w. (4.14)

Now we take the composition u = PN(L)⊥u + PN(L)u and rewrite the rep-
resentation (4.14) into the form uo = PN(L)⊥u + L†f̃ + PN(L)u

o, because
w + u = uo. From (4.4), we have uo ∈ N(L)⊥. Then PN(L)u

o = 0 and the
previous representation simplifies to uo = PN(L)⊥u + L†f̃ . Rewriting into
the extended form, we obtain uo = u− PN(L)u + (g1 − 〈L1, u〉)vg,1 + (g2 −
〈L2, u〉)vg,2.

As the unique solution (3.8) is always represented by the unique solution
uc to the Cauchy problem (2.9), similarly we can describe the minimum
norm least squares solution.

Corollary 1.20. The minimum norm least squares solution to the problem
(2.1)–(2.2) can always be represented by the unique exact solution uc to the
Cauchy problem (2.9) as follows

uo = uc − PN(L)u
c + (g1 − 〈L1, u

c〉)vg,1 + (g2 − 〈L2, u
c〉)vg,2.

Proof. It follows from Theorem 1.19 since the Cauchy problem (2.9) always
has the unique solution uc.

Do generalized biorthogonal fundamenal systems for problems (3.9) also
have a property similar to Corollary 1.10? We can provide the following
answer.

Corollary 1.21. Let ∆̃ 6= 0 for the first problem (3.9). Then the biorthogo-
nal fundamental system ṽ1, ṽ2 of the first problem and the generalized biorthog-
onal fundamental system vg,1, vg,2 of the second problem (3.9) are related by(

〈L1, ṽ
1〉 〈L2, ṽ

1〉
〈L1, ṽ

2〉 〈L2, ṽ
2〉

)(
vg,1

vg,2

)
=

(
PN(L)⊥ ṽ

1

PN(L)⊥ ṽ
2

)
.

Proof. The proof is coincident with the proof of Corollary 1.10, where we
apply Theorem 1.19.

Let us note that, for ∆ 6= 0, we get the trivial nullspace N(L) = {0}.
Here the orthogonal projector PN(L) vanishes in all formulas above. Fur-
thermore, the generalized biorthogonal fundamental system vg,1, vg,2 is coin-
cident with the biorthogonal fundamental system v1, v2. So, we get that all
results from this subsection are coincident with the corresponding results,
formulated in Section 3.1 for the problem (1.1)–(1.2) with ∆ 6= 0.
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4.4 Properties of a generalized Green’s function

Let us begin with a representation of a generalized Green’s function, which
is analogous to the definition of an ordinary Green’s function (3.4).

Lemma 1.22. The generalized Green’s function for the problem (1.1)–(1.2)
is of the form

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)−

2∑
k=1

〈Lk, Gc(·, y)〉vg,k(x).

Proof. Let us now consider two problems (3.9) with g̃k = gk = 0, k = 1, 2.
The first problem (3.9) has the unique solution uc = Gcf(x) but the second
problem (3.9) has the minimizer uo = Ggf(x). Corollary 1.20 provides the
equality

uo = Gcf(x)− PN(L)G
cf(x)− 〈L1, G

cf〉vg,1(x)− 〈L2, G
cf〉vg,2(x). (4.15)

We will rewrite it. First, we have Gcf(x) =
∫ 1
0 G

c(x, y)f(y) dy.
Second, applying the Fubini’s theorem in measure spaces for conditions

(1.3), we get 〈Lk, Gcf〉 =
∫ 1
0 〈Lk, G

c(·, y)〉f(y) dy, k = 1, 2.
Third, if the second problem (3.9) has the unique solution (∆ 6= 0), then

PN(L) is the zero operator and PN(L)G
cf(x) = 0. Otherwise, the formula

(4.5) gives the projection PN(L)G
cf(x) = PN(L)u

c =
∑d

l=1 z
l(x)(zl, uc)H2[0,1].

We take weak derivatives of the function uc =
∫ 1
0 G

c(x, y)f(y) dy, i.e.,

(uc)′ =

∫ x

0
(∂/∂x)Gc(x, y)f(y) dy +

∫ 1

x
(∂/∂x)Gc(x, y)f(y) dy,

(uc)′′ =

∫ x

0
(∂2/∂x2)Gc(x, y)f(y) dy +

∫ 1

x
(∂2/∂x2)Gc(x, y)f(y) dy + f(x).

Substituting these expressions into inner products (zl, uc)H2[0,1] = (zl, uc)L2[0,1]

+((zl)′, (uc)′)L2[0,1] + ((zl)′′, (uc)′′)L2[0,1], we change here the order of inte-
gration and have the representation of the projection

PN(L)G
cf(x) =

∫ 1

0
PN(L)G

c(x, y)f(y) dy

with the kernel

PN(L)G
c(x, y) =

d∑
l=1

zl(x)

((
zl, Gc(·, y)

)
H2[0,y]

+
(
zl, Gc(·, y)

)
H2[y,1]

+(zl)′′(y)

)
.

Substituting obtained integral representations into (4.15), we get

uo =

∫ 1

0

(
Gc(x, y)− PN(L)G

c(x, y)−
2∑

k=1

〈Lk, Gc(·, y)〉vg,k(x)

)
f(y) dy,
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which is also equal to uo =
∫ 1
0 G

g(x, y)f(y) dy. From here we obtain the
statement of this lemma.

Below we present properties of a generalized Green’s function, those are
analogues of properties, listed in Corollary 1.11 for a Green’s function.

Corollary 1.23. For y 6= y0, y1, y2, . . . with any x ∈ [0, 1], we have:

1) Gg(x, y) is continuous in (x, y);

2) Gg(x, y) is H2 in x except the diagonal x = y;

3) (∂/∂x)Gg(y + 0, y)− (∂/∂x)Gg(y − 0, y) = 1;

4) LGg(·, y) = −〈L1, G
c(·, y)〉Lvg,1 − 〈L2, G

c(·, y)〉Lvg,2 except x = y;

5) 〈Lk, Gg(·, y)〉 = 〈Lk, Gc(·, y)〉−〈L1, G
c(·, y)〉·〈Lk, vg,1〉−〈L2, G

c(·, y)〉·
〈Lk, vg,2〉 for k = 1, 2.

Proof. It follows from the representation of Gg(x, y), given in Lemma 1.22.
First, functions vg,1, vg,2 ∈ H2[0, 1] ⊂ C1[0, 1]. Second, the Green’s function
Gc(x, y) is continuous and belongs to C2 in x except the diagonal x = y.
Third, functions zl, l = 1, d, representing the kernel PN(L)G

c(x, y), are
classical solutions zl ∈ C2[0, 1] (see Subsection 2.1). Thus, this represen-
tation of Gg(x, y) implies that the generalized Green’s function Gg(x, y) is
H2[0, 1] ⊂ C1[0, 1] in x except the diagonal x = y and discontinuity points
y = y0, y1, . . .. Then

∂Gg(x, y)

∂x
=
∂Gc(x, y)

∂x
−
∂PN(L)G

c(x, y)

∂x
−

2∑
k=1

〈Lk, Gc(·, y)〉(vg,k)′(x)

for x ∈ [0, 1] and y 6= y0, y1, . . .. Taking x = y + 0 and x = y − 0, we obtain
the difference

∂Gg(y + 0, y)

∂x
− ∂Gg(y − 0, y)

∂x
=
∂Gg(x, y)

∂x

∣∣∣∣x=y+0

x=y−0
=
∂Gc(x, y)

∂x

∣∣∣∣x=y+0

x=y−0

−
∂PN(L)G

c(x, y)

∂x

∣∣∣∣x=y+0

x=y−0
−

2∑
k=1

〈Lk, Gc(·, y)〉(vg,k)′(x)
∣∣x=y+0

x=y−0.

Since we have PN(L)G
c(·, y), vg,1, vg,2 ∈ C1[0, 1], then

∂PN(L)G
c(x, y)

∂x

∣∣∣∣x=y+0

x=y−0
= 0, (vg,1)′(x)

∣∣x=y+0

x=y−0 = 0, (vg,2)′(x)
∣∣x=y+0

x=y−0 = 0.
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The Green’s function Gc has the jump (∂/∂x)Gc(x, y)|x=y+0
x=y−0 = 1. Substitut-

ing the differences, we obtain the jump of the generalized Green’s function,
which is equal to 1 as well.

Let us now consider the expression LGg(·, y). It is equal to

LGg(·, y) = LGc(·, y)− LPN(L)G
c(·, y)− 〈L1, G

c(·, y)〉Lvg,1

− 〈L2, G
c(·, y)〉Lvg,2 − 〈L1, G

c(·, y)〉Lvg,1 − 〈L2, G
c(·, y)〉Lvg,2

if x 6= y since LGc(·, y) = 0 and LPN(L)G
c(·, y) = 0 except the diagonal

x = y. The proof of the last statement is analogous.

We can describe a generalized Green’s function using other ordinary
Green’s function as given below.

Theorem 1.24. If ∆̃ 6= 0 for the first problem (3.9), then its Green’s func-
tion G(x, y) and the generalized Green’s function Gg(x, y) of the second prob-
lem (3.9) are related by the equality

Gg(x, y) = G(x, y)−PN(L)G(x, y)−〈L1, G(·, y)〉vg,1(x)−〈L2, G(·, y)〉vg,2(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

Proof. We obtain the proof similarly as Lemma 1.22 is proved.

In this lemma, we used the kernel PN(L)G(x, y) of an operator PN(L)G :

L2[0, 1] → H2[0, 1], which vanishes if ∆ 6= 0. For ∆ = 0, we rewrite inner
products in the expression

PN(L)Gf(x) =
d∑
l=1

zl(x)(zl, Gf)H2[0,1] =

∫ 1

0
PN(L)G(x, y)f(y) dy

and get the kernel representation

PN(L)G(x, y) =
d∑
l=1

zl(x)

( N∑
j=1, j 6=M

(
zl, G(·, y)

)
H2[yj−1,yj ]

+
(
zl, G(·, y)

)
H2[yM−1,y]

+
(
zl, G(·, y)

)
H2[y,yM ]

+ (zl)′′(y)

)
.

Here y0, y1, . . . are discontinuity points of a Green’s function G(x, y) but
[yM−1; yM ] denotes an interval, where a fixed y belongs.

Remark 1.25. Proposition 1.12 generates the sequence of Green’s functions,
where one Green’s function is represented by other Green’s function. It gives
the possibility to construct Green’s functions for more and more complicated
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problems with nonlocal conditions. However, from Theorem 1.24, we obtain
that the generalized Green’s function can be expressed using that sequence
of ordinary Green’s functions.

Remark 1.26. Let us discuss a little bit on the representation of PN(L)G(x, y)

for the problem (3.10)–(3.11) with the operator Lu := −u′′ and nonlocal con-
ditions of the form (3.13). First, there the nullspace N(L) ⊂ {1;x} is com-
posed of such orthonormal functions zl, l = 1, d, in the space H2[0, 1] that
(zl)′′ = 0. Second, Corollary 1.13 says that the Green’s function is continu-
ous on the entire domain 0 6 x, y 6 1, its partial derivative (∂/∂x)G(x, y)

is also continuous except the diagonal. It means that the Green’s func-
tion has the weak derivative (∂/∂x)G(x, y) on the entire unit square. So,
PN(L)G(x, y) simplifies to the following expression

PN(L)G(x, y) =

d∑
l=1

zl(x)(zl, G(·, y))H1[0,1]. (4.16)

We will use it considering examples in the last section of this chapter.

So, we again get results those are analogous to the properties of the
Green’s function, given in Subsection 3.3. Furthermore, if ∆ 6= 0, then
N(L) = {0} and the function PN(L)G

g(x, y) vanish in all expressions of this
subsection. Thus, here obtained results are coincident with the properties
from Subsection 3.3, where the particular case ∆ 6= 0 was considered.

4.5 Applications to nonlocal boundary conditions

Analogous properties are also valid for the problem with nonlocal boundary
conditions (3.10)–(3.11), investigated in Subsection 3.4. Firstly, we provide
the representation of the unique minimizer uo via the unique solution ucl to
the classical problem (γ1, γ2 = 0 in (3.11)) as follows.

Corollary 1.27. If the classical problem (3.10)–(3.11) (γ1, γ2 = 0) has the
unique solution ucl, then the minimum norm least squares solution to the
nonlocal boundary value problem (3.10)–(3.11) is of the form

uo = ucl − PN(L)u
cl + γ1〈κ1, u

cl〉vg,1 + γ2〈κ2, u
cl〉vg,2.

Proof. We obtain this corollary applying Theorem 1.19 with 〈Lk, ucl〉 =

gk − γk〈κk, ucl〉, since ucl satisfies conditions 〈κk, ucl〉 = gk, k = 1, 2.

Second, the generalized Green’s function for the problem with nonlocal
boundary conditions (3.10)–(3.11) can also be similarly represented.
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Corollary 1.28. If the classical problem (3.10)–(3.11) (γ1, γ2 = 0) has the
Green’s function Gcl(x, y), then the generalized Green’s function of the non-
local problem (3.10)–(3.11) is given by

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) +

2∑
k=1

γk〈κk, Gcl(·, y)〉vg,k(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

Proof. It follows from Theorem 1.24, since we have 〈κk, Gcl(·, y)〉 = 0 and
〈Lk, Gcl(·, y)〉 = −γk〈κk, Gcl(·, y)〉 for k = 1, 2.

Let us accentuate the boundary value problem (3.10)–(3.11) with non-
local parts κk of the form (3.13) since here we can obtain nice smoothness
properties.

Proposition 1.29. If f ∈ C[0, 1], then the boundary value problem (3.10)–
(3.11) with (3.13) has the minimizer uo ∈ C2[0, 1].

Proof. If ∆ 6= 0, then the boundary value problem has the unique solution,
which is from C2[0, 1] for f ∈ C[0, 1]. Such problem was investigated in
Section 3. Let us now consider the case ∆ = 0.

The minimizer uo to the problem Lu = f is also the minimizer to the
consistent problem Lu = f̃ with the right hand side f̃ = (f̃ , g̃1, g̃2)

> =

PR(L)f . This consistent problem has a lot of solutions from H2[0, 1]. If
f̃ ∈ C[0, 1], then these solutions are from C2[0, 1], where uo is a particular
solution. So, since R(L) and N(L∗) are closed, we calculate the projection

PR(L)f = f − PR(L)⊥f = f − PN(L∗)f = f −
d∑
j=1

wj

‖wj‖2
(wj ,f) (4.17)

with every f ∈ L2[0, 1] × R2. Here wj , j = 1, d is the orthogonal basis of
N(L∗). Using Corollary 1.4, we can always obtain these functions. From
this corollary we also get that each vector valued function wj ∈ C[0, 1]×R2.
Indeed, let us consider the case d = 2. Since the Green’s function Gc(x, y) for
the Cauchy problem (2.9) is continuous on the entire unit square 0 6 x, y 6 1

and nonlocal boundary conditions (3.11) have a special form with (3.13), we
get 〈Lk, Gc(·, x)〉 ∈ C[0, 1], k = 1, 2. Then we recall f ∈ C[0, 1] and from
(4.17) obtain f̃ = PR(L)f ∈ C[0, 1]× R2. So, from here f̃ ∈ C[0, 1] and, as
we noted above, the minimizer uo is from C2[0, 1].

The case d = 1 is investigated analogously. Precisely, now in Corollary
1.4 we use the Green’s functionGa(x, y) of the problem Lu = f , 〈Lk2 , u〉 = 0,
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〈`, u〉 = 0. Here 〈`, u〉 = 0 can be selected as 〈κk1 , u〉 = 0 or u(0) =

0, or u′(0) = 0, or u(1) = 0, or u′(1) = 0, which gives ∆ 6= 0 for this
auxiliary problem. Then Corollary 1.13 and Remark 1.14 says that the
Green’s function Ga(x, y) for such auxiliary problem is continuous on the
entire unit square as well. Now analogously as previous, we get uo ∈ C2[0, 1].

From here we also obtain the following quality of the generalized biorthog-
onal fundamental system.

Corollary 1.30. For the problem (3.10)–(3.11), where fully nonlocal parts
of conditions are of the form (3.13), we have vg,1, vg,2 ∈ C2[0, 1].

Proof. It follows directly from Proposition 1.29 since f = 0 is continuous.

Similarly applying Corollary 1.28 and Corollary 1.30 with continuity
properties of Gcl(x, y) on the unit square, we can derive the property for
the generalized Green’s function.

Corollary 1.31. For the problem (3.10)–(3.11) with (3.13), the generalized
Green’s function Gg(x, y) is continuous on the entire unit square 0 6 x, y 6 1

as well as its partial derivatives (∂/∂x)Gg(x, y) and (∂2/∂x2)Gg(x, y) except
the diagonal x = y.

From here we also get that the generalized Green’s function for the prob-
lem (3.10)–(3.11), where fully nonlocal parts ar of the form (3.13), has clas-
sical partial derivatives as below

∂iGg(x, y)

∂xi
=
∂iGcl(x, y)

∂xi
−
∂iPN(L)G

cl(x, y)

∂xi
+

2∑
k=1

γk〈κk, Gcl(·, y)〉(vg,k)(i)(x)

for i = 1, 2, except the diagonal x = y. Moreover, we can obtain weak
derivatives of the minimizer (4.9) using these classical partial derivatives of
the generalized Green’s function, i.e.,

(uo)′ =

∫ x

0

∂

∂x
Gg(x, y)f(y) dy +

∫ 1

x

∂

∂x
Gg(x, y)f(y) dy +

2∑
k=1

g1(v
g,k)′(x)

and

(uo)′′ =

∫ x

0

∂2

∂x2
Gg(x, y)f(y) dy

+

∫ 1

x

∂2

∂x2
Gg(x, y)f(y) dy + f(x) +

2∑
k=1

gk(v
g,k)′′(x).
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Here (uo)′ is continuous because uo ∈ H2[0, 1] ⊂ C1[0, 1]. According to
Proposition 1.29, we have the minimizer uo from C2[0, 1] if f ∈ C[0, 1].

Remark 1.32. Let us note that Proposition 1.29 and Corollaries 1.30–1.31 are
also valid if 〈κ1, u〉 := u(0) and 〈κ2, u〉 := u′(0) represent initial conditions
instead of classical conditions.

5 Examples of minimizers

This section is devoted to illustrate obtained theoretical results and get more
familiar with the minimizer and its generalized Green’s function. Here we
investigate minimum norm least squares solutions to second order differential
problems with several popular nonlocal conditions of Bitsadze–Samarskii
and integral type. Representations of generalized Green’s functions and
biorthogonal fundamental systems will also be discussed.

5.1 Problem with one Bitsadze–Samarskii condition

Let us now find the minimum norm least squares solution to the problem

− u′′ = f(x), x ∈ [0, 1], (5.1)

u(0) = g1, u(1) = γu(ξ) + g2, (5.2)

where γ is real and ξ ∈ (0, 1). We focus on the problem without the unique
solution, i.e., ∆ = 0 or γξ = 1, because the case ∆ 6= 0 is investigated by
Roman [100, 2011]. Thus, we have γ = 1/ξ in all formulas below if it is not
said otherwise.

The minimizer is always given by

uo(x) =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g1(x) + g2v
g2(x) (5.3)

with every f ∈ L2[0, 1] and g1, g2 ∈ R. From Corollary 1.28, we obtain the
representation of the generalized Green’s function

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) + γvg,2(x)Gcl(ξ, y). (5.4)

Here Gcl(x, y) is the Green’s function to the classical problem (5.1)–(5.2)
(γ = 0), its expression is given in Example 1.6. Let us note that, for ∆ 6= 0

(γ 6= 1/ξ), the Green’s function has the similar representation

G(x, y) = Gcl(x, y) + γv2(x)Gcl(ξ, y),

where v2 = x/(1− γξ) [100, Roman 2011].
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Another component of (5.4) is the kernel PN(L)G
cl(x, y). We discussed

on its representation in Remark 1.26. Since here d = dimN(L) = 1 (recall
Example 1.6) and x ∈ N(L) generates the nullspace but x′′ = 0, the formula
(4.16) gives

PN(L)G
cl(x, y) =

x

‖t‖2
H2[0,1]

(t, Gcl(t, y))H1[0,1] =
1

8
· xy(1− y2), (5.5)

where t denotes the variable of integration.
Now we are going to find vg2, which is the minimizer to the problem

Lu = (0, 0, 1)>. This problem is inconsistent but the function vg2 is also the
minimizer to the consistent problem Lu = PR(L)(0, 0, 1)>. Let us denote
e2 = (0, 0, 1)>. According to (4.17), we can calculate the projection as
follows

PR(L)e
2 = e2 − w

‖w‖2
(w, e2),

where the function

w(x) =
(
γGcl(ξ, x); γ − 1; 1

)>
=

({
x(γ − 1), x 6 ξ,

1− x, x > ξ
; γ − 1; 1

)>
generates the nullspace N(L∗). For details, you can recall Example 1.6. So,
we obtain

PR(L)e
2 =

1

‖w‖2
(
−γGcl(ξ, x); 1− γ; ‖w‖2 − 1

)>
with the denominator ‖w‖2 = γ2

∫ 1
0 (Gcl(ξ, y))2 dy + (1 − γ)2 + 1 = (ξ2 +

3)(γ − 1)2/3 + 1 = (ξ2 + 3)(1− ξ)2/(3ξ2) + 1 since γ = 1/ξ.
Let us solve the consistent problem Lu = PR(L)e

2, given in the extended
form

−u′′ = −γGcl(ξ, x)/‖w‖2, x ∈ [0, 1], (5.6)

u(0) = (1− γ)/‖w‖2, (5.7)

u(1)− γu(ξ) = 1− 1/‖w‖2. (5.8)

We obtain the general solution to the differential equation (5.6), that is

u = c1 + c2x−
γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy.

Substituting it into the condition (5.7), we get c1 = (1 − γ)/‖w‖2. Since
the problem (5.6)–(5.8) is consistent but d = 1, the last condition (5.8) is
satisfied trivially. Thus, the general least squares solution

ug =
1− γ
‖w‖2

+ cx− γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy
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depends on one arbitrary constant c ∈ R.
Now we are going to use the formula vg2(x) = PN(L)⊥u

g, that is also
given by vg2(x) = ug − PN(L)u

g. First, x ∈ N(L) gives PN(L)cx = c ·
PN(L)x = cx. Second, from the formula (4.5), we calculate the projection
PN(L)1 = x(x, 1)H2[0,1]/‖x‖2H2[0,1] = 3x/8 and have

PN(L)
1− γ
‖w‖2

=
1− γ
‖w‖2

PN(L)1 =
1− γ
‖w‖2

· 3

8
x.

Third, taking the representation of the kernel (5.5), we obtain

PN(L)
γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy =

γ

‖w‖2

∫ 1

0
PN(L)G

cl(x, y)Gcl(ξ, y) dy

=
γ

‖w‖2

∫ 1

0

1

8
x · y(1− y2)Gcl(ξ, y) dy.

Substituting these expressions above, we get the minimizer

vg2(x) =
1− γ
‖w‖2

+ cox− γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy

with the particular constant

co =
3

8
· γ − 1

‖w‖2
+

1

8
· γ

‖w‖2

∫ 1

0
y(1− y2)Gcl(ξ, y) dy.

Simplifying, we obtain the following representation

vg2(x) =
1− γ
‖w‖2

+ cox− 1

6‖w‖2

{
ξ(1− ξ)(2− ξ)x+ (1− γ)x3, x 6 ξ,

−ξ2 + (2 + ξ2)x− 3x2 + x3, x > ξ,

with the constant

co =
3(γ − 1)

8 · ‖w‖2
− 1

160‖w‖2
(7 + 180ξ − 190ξ2 + 3ξ4 − 48ξ5),

or, recalling γ = 1/ξ, explicitly

vg,2 =
1

160
· ξ

(ξ3 + 3)(ξ − 1)2 + 3ξ2

(
3(48ξ6 − 3ξ5 + 190ξ3 − 180ξ2 − 67ξ + 60)x

+ 480(1− ξ)− 80

{
ξ(1− ξ)(2− ξ)x+ (ξ − 1)x3, x 6 ξ,

−ξ3 + ξ(2 + ξ2)x− 3ξx2 + ξx3, x > ξ

)
.

So, we found the minimizer to the problem Lu = e2. Substituting the ob-
tained vg2 expression as well as the Green’s functionGcl(x, y) and PN(L)G

cl(x, y)
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into (5.4), we know the full representation of the generalized Green’s function
Gg(x, y), that is given below

Gg(x, y) =

{
y(1− x) y 6 x,

x(1− y), y > x,
− 1

8
xy(1− y2)

+
1

160

1

(ξ3 + 3)(ξ − 1)2 + 3ξ2

(
3(48ξ6 − 3ξ5 + 190ξ3 − 180ξ2 − 67ξ + 60)x

+ 480(1− ξ) + 80

{
(1− ξ)(2− ξ)x+ (ξ − 1)x3, x 6 ξ,

−ξ3 + ξ(2 + ξ2)x− 3ξx2 + ξx3, x > ξ,

)
×

×

{
y(1− ξ) y 6 ξ,

ξ(1− y), y > ξ.

However, to get the full representation of the minimizer (5.3), we still need
to find the function vg1. Since the problem (5.1)–(5.2) with γ = 0 always
has the unique solution (∆̃ = 1 6= 0), we take its biorthogonal fundamental
system ṽ1 = 1− x, ṽ2 = x and apply Corollary 1.21. From there we get the
equality vg1 + (1 − γ)vg2 = PN(L)⊥ ṽ

1. Since PN(L)⊥ ṽ
1 = ṽ1 − PN(L)ṽ

1 =

1− 3x/8, we have the following expression

vg1 = (γ − 1)vg2 + 1− 3

8
x.

Substituting the obtain representation of vg2, we find vg1 and know all rep-
resentations of Gg(x, y), vg1 and vg2. So, now we can always calculate the
minimum norm least squares solution uo with every right hand side by the
formula (5.3).

Let us finally remark that here, investigating the problem (5.1)–(5.2)
with∆ = 0, we obtained a nice generalization for the case∆ 6= 0. First, from
the obtained representations we see functions vg1, vg2 ∈ C2[0, 1], what also
confirms the claim of Corollary 1.30. Second, the generalized Green’s func-
tion Gg(x, y), given by (5.4), is continuous on the entire domain 0 6 x, y 6 1.
Its partial derivatives (∂i/∂xi)Gg(x, y) for i = 1, 2 are continuous on the unit
square except the diagonal x = y as well. We note that those features are also
stated in Corollary 1.31. So, the generalized Green’s function Gg(x, y) and
the generalized biorthogonal fundamental system vg1, vg2 have strongly re-
lated representations and the same considered smoothness properties as the
Green’s function G(x, y) with the biorthogonal fundamental system v1, v2

have.
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5.2 Problem with two Bitsadze–Samarskii conditions

Let us now take the differential problem with two Bitsadze–Samarskii con-
ditions

− u′′ = f(x), x ∈ [0, 1], (5.9)

u(0) =γ1u(ξ1) + g1, u(1) = γ2u(ξ2) + g2, (5.10)

where γ1, γ2 are real numbers and ξ1, ξ2 ∈ (0, 1). We are going to find its
minimizer (5.3) if the problem does not have the unique solution.

As given in Example 1.7, now we have the condition ∆ = 0 that can be
described by the relation among parameters γ1(1−ξ1)+γ2ξ2+γ1γ2(ξ1−ξ2) =

1. The case γ1 = 0 is investigated in Subsection 5.1. Thus, now we focus
our study on the problem (5.9)–(5.10) with γ1 6= 0. Here we recall Example
1.7, where we formulated the auxiliary problem

− u′′ = f(x), x ∈ [0, 1],

u(0) = 0, u(1)− γ2u(ξ2) = 0 (5.11)

and assured that ∆̃ := 1 − γ2ξ2 6= 0 for this auxiliary problem. Then we
take its Green’s function Ga(x, y) (see (2.21)) in Lemma 1.24 and get the
representation of the generalized Green’s function

Gg(x, y) = Ga(x, y)− PN(L)G
a(x, y) + γ1G

a(ξ1, y)vg,1(x) (5.12)

for the problem (5.9)–(5.10).
First, Remark 1.26 gives the kernel PN(L)G

a(x, y). Since here d =

dimN(L) = 1 and z1 := γ1ξ1 + (1 − γ1)x ∈ N(L) generates the nullspace
but (z1)′′ = 0, we get

PN(L)G
a(x, y) =

z1

‖z1‖2
H2[0,1]

(z1, Ga(·, y))H1[0,1]

=
γ1ξ1 + (1− γ1)x

2γ21ξ
2
1 + 2γ1ξ1(1− γ1) + 3(1− γ1)2

· 1

3
F (y),

where

F (y) =y(y − 1)
(
3γ1ξ1(y − 3) + (γ1 − 1)(1 + y)

)
+

3γ2
(
2γ1ξ1 + 3(1− γ1)

)
1− γ2ξ2

{
y(1− ξ2), y 6 ξ2,

ξ2(1− y), y > ξ2.

Second, we are going to find the function vg1. It is the minimizer
to the problem Lu = (0, 1, 0)> as well to the consistent problem Lu =
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PR(L)(0, 1, 0)>. Denoting e1 = (0, 1, 0)>, we use the formula (4.17) to cal-
culate the projection as follows

PR(L)e
1 = e1 − w

‖w‖2
(w, e1).

Here we took the function

w(x) =

(
γ1G

a(ξ1, x); 1;
γ1ξ1

1− γ2ξ2

)>
from Example 1.7, which generates the nullspace N(L∗). Then we get

PR(L)e
1 =

1

‖w‖2

(
−γ1Ga(ξ1, x); ‖w‖2 − 1;

γ1ξ1
γ2ξ2 − 1

)>
with the denominator ‖w‖2 = γ21

∫ 1
0 (Ga(ξ1, y))2 dy+(γ1ξ1)

2/(1−γ2ξ2)2 +1.
Now we can solve the consistent problem Lu = PR(L)e

1, that is given by

− u′′ = −γ1Ga(ξ1, x)/‖w‖2, x ∈ [0, 1], (5.13)

u(0)− γ1u(ξ1) = 1− 1/‖w‖2, (5.14)

u(1)− γ2u(ξ2) = γ1ξ1/(γ2ξ2 − 1)‖w‖2. (5.15)

Let us choose such fundamental system z1 = γ1ξ1 + (1− γ1)x, z2 = x/(1−
γ2ξ2) and write the general solution to the differential equation (5.13) in the
form

u = c1z
1 + c2z

2 − γ1
‖w‖2

∫ 1

0
Ga(x, y)Ga(ξ, y) dy.

Substituting it into condition (5.15), we solve c2 = γ1ξ1/(γ2ξ2 − 1)‖w‖2

directly since z1 ∈ N(L) and the Green’s function for the problem (5.11)
satisfies G(1, y)−γ2G(ξ2, y) = 0. We do not use the condition (5.14) because
for the consistent problem it is satisfied trivially. So, the general least squares
solution

ug = c
(
γ1ξ1 + (1−γ1)x

)
− γ1ξ1x

(1− γ2ξ2)2‖w‖2
− γ1
‖w‖2

∫ 1

0
Ga(x, y)Ga(ξ1, y) dy

depends on one arbitrary constant c ∈ R. Then, we use the formula vg1(x) =

PN(L)⊥u
g and obtain the minimizer

vg1(x) = co
(
γ1ξ1+(1−γ1)x

)
− γ1ξ1x

(1− γ2ξ2)2‖w‖2
− γ1
‖w‖2

∫ 1

0
Ga(x, y)Ga(ξ1, y) dy,

where

co =
3γ21ξ

2
1 + 8ξ1(1− γ1) + γ1(1− γ2ξ2)2

∫ 1
0 F (y)G(ξ1, y) dy

3(1− γ2ξ2)2
(
2γ21ξ

2
1 + 2ξ1(1− γ1) + 3(1− γ1)2

)
‖w‖2

.
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Third, we need to find another function vg2. Taking the biorthogonal
fundamental system ṽ1 =

(
1−γ2ξ2+(γ2−1)x

)
/(1−γ2ξ2), ṽ2 = x/(1−γ2ξ2)

for the problem (5.11), we apply Corollary 1.21 and get the relation

vg2 =
γ1ξ1

1− γ2ξ2
vg1 + PN(L)⊥ ṽ

2.

Now we calculate

PN(L)⊥ ṽ
2 = ṽ2 − PN(L)ṽ

2

=
x

1− γ2ξ2
− γ1ξ1 + 3(1− γ2)

1− γ2ξ2
· γ1ξ1 + (1− γ1)x

2(γ1ξ1)2 + 2γ1ξ1(1− γ1) + 3(γ1 − 1)2
,

and we know the full representation of vg2.
Finally, substituting obtained vg1, Ga(x, y) and PN(L)G

a(x, y) expres-
sions into (5.12), we find the generalized Green’s function Gg(x, y) for the
problem (5.9)–(5.10). Together the minimum norm least squares solution
(5.3) can also be formally considered as known.

5.3 Problem with one integral condition

Here we consider the differential problem with one integral condition

− u′′ = f(x), x ∈ [0, 1], (5.16)

u(0) =g1, u(1) = γ

∫ ξ

0
u(x) dx+ g2, (5.17)

where γ is a any real number but ξ ∈ (0, 1]. Let us note that spectral
properties for such problem was studied by Pečiulytė [95, 2007].

We investigate the problem without the unique solution again and, sim-
plifying ∆ = 0, obtain the relation γξ2 = 2. So, we have γ = 2/ξ2 in all
formulas. Similarly as in previous examples, we get d = 1, k1 = 2, k2 = 1

and formulate the auxiliary problem, i.e., −u′′ = f , u(0) = 0 and u(1) = 0

with classical conditions only. It has the biorthogonal fundamental system
v1 = 1 − x, v2 = x and the Green’s function Gcl(x, y), presented in Ex-
ample 1.6. So, now we use Corollary 1.28, where the representation of the
generalized Green’s function is given

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) + γ

∫ ξ

0
Gcl(t, y) dt vg,2(x) (5.18)

for the problem (5.16)–(5.17). Since x ∈ N(L) generates the nullspace, the
kernel PN(L)G

cl(x, y) is of the form (5.5).
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Further, we need to find the function vg2. It is the minimizer to the
problem Lu = e2 or the consistent problem Lu = PR(L)e

2. First, Corollary
1.4 gives the function

w(x) =

(
γ

∫ ξ

0
Gcl(t, x) dt; γξ − 1; 1

)>
,

which generates the nullspace N(L∗). Then we calculate the projection

PR(L)e
2 = e2− w

‖w‖2
(w, e2) =

1

‖w‖2

(
−γ
∫ ξ

0
Gcl(t, x) dt; 1− γξ; ‖w‖2 − 1

)>
with the denominator ‖w‖2 = γ2

∫ 1
0

( ∫ ξ
0 G

cl(x, y) dx
)2
dy + (γξ − 1)2 + 1.

Now we solve consistent problem Lu = PR(L)e
2, that is

−u′′ = −γ
∫ ξ

0
Gcl(t, x) dt /‖w‖2, x ∈ [0, 1], (5.19)

u(0) = (1− γξ)/‖w‖2, (5.20)

u(1)− γ
∫ ξ

0
u(x) dx = 1− 1/‖w‖2.

Substituting the general solution of the differential equation (5.19)

u = c1 + c2x−
γ

‖w‖2

∫ 1

0
Gcl(x, y)

∫ ξ

0
Gcl(t, y) dt dy

into the condition (5.20), we get c1 = (1 − γξ)/‖w‖2. So, the general least
squares solution is of the form

ug =
1− γξ
‖w‖2

+ cx− γ

‖w‖2

∫ 1

0
Gcl(x, y)

∫ ξ

0
Gcl(t, y) dt dy

with one arbitrary constant c ∈ R. Now applying the formula vg2(x) =

PN(L)⊥u
g, we find the minimizer

vg2(x) =
1− γξ
‖w‖2

+ cox− γ

‖w‖2

∫ 1

0
Gcl(x, y)

∫ ξ

0
Gcl(t, y) dt dy

with the constant

co =
1

8 · ‖w‖2

(
3γξ − 3 + γ

∫ 1

0
y(1− y2)

∫ ξ

0
Gcl(t, y) dt dy

)
.

Now substituting obtained vg2 and PN(L)G
cl(x, y) expressions into (5.18),

we know the full representation of the generalized Green’s function.
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Lastly, we obtain the function vg1 using Corollary 1.21. Precisely, we use
the biorthogonal fundamental system ṽ1 = 1−x and ṽ2 = x of the auxiliary
problem in that corollary and simplifying get

vg1 = (γξ − 1)vg2 + 1− 3

8
x.

Found expressions of the generalized Green’s function Gg(x, y) and the gen-
eralized biorthogonal fundamental system vg1, vg2 describes the minimum
norm least squares solution

uo =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g1(x) + g2v
g2(x)

for the problem (5.16)–(5.17) with every right hand side f ∈ L2[0, 1], g1, g2 ∈
R if this problem does not have the unique solution, i.e., γξ2 = 2 (∆ = 0).
This minimizer is the exact solution to the problem (5.16)–(5.17) if this
problem is solvable. From Corollary 1.5, we know the solvability condition
that is given below

g2 = (1− γξ)g1 − γ
∫ 1

0

∫ ξ

0
Gcl(x, y) dx f(y) dy.

5.4 Problem with other integral condition

Let us now investigate another the differential problem with an integral
condition

− u′′ = f(x), x ∈ [0, 1], (5.21)

u(0) =g1, u(1) = γ

∫ 1

0
α(x)u(x) dx+ g2, (5.22)

where γ is a real number and α ∈ L1[0, 1]. Here ∆ = 0 means the equality
1 = γ

∫ 1
0 xα(x) dx. So, we have γ = 1/

∫ 1
0 xα(x) dx in all formulas and solve

this problem almost identically as the previous example.
Indeed, we again obtain d = 1, k1 = 2, k2 = 1, formulate the same aux-

iliary problem with classical conditions only, which has the Green’s function
Gcl(x, y). Moreover, Corollary 1.4 gives the function

w(x) =

(
γ

∫ 1

0
α(t)Gcl(t, x) dt; γ

∫ 1

0
α(t) dt− 1; 1

)>
,

generating the nullspace N(L∗).
The expression of the generalized Green’s function for the problem (5.21)–

(5.22) is also analogous

Gg(x, y) = Gcl(x, y)−PN(L)G
cl(x, y) + γ

∫ 1

0
α(t)Gcl(t, y) dt vg,2(x), (5.23)
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where the kernel PN(L)G
cl(x, y) is of the form (5.5). The generalized biorthog-

onal fundamental system is presented below

vg1 =

(
γ

∫ 1

0
α(t) dt− 1

)
vg2 + 1− 3

8
x,

vg2(x) =
1− γ

∫ 1
0 α(t) dt

‖w‖2
+ cox− γ

‖w‖2

∫ 1

0
Gcl(x, y)

∫ 1

0
α(t)Gcl(t, y) dt dy,

where

co =
1

8 · ‖w‖2

(
3

∫ 1

0
α(t) dt− 3 + γ

∫ 1

0
y(1− y2)

∫ ξ

0
Gcl(t, y) dt dy

)
.

Using calculated expressions of the generalized Green’s function Gg(x, y)

and the generalized biorthogonal fundamental system vg1, vg2, we can find
the minimum norm least squares solution

uo =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g1(x) + g2v
g2(x)

for the problem (5.16)–(5.17) with every right hand side f ∈ L2[0, 1], g1, g2 ∈
R. This minimizer is the exact solution to the problem (5.21)–(5.22) if this
problem is consistent. Corollary 1.5 gives us the solvability condition in the
following form

g2 =

(
1− γ

∫ 1

0
α(x) dx

)
g1 − γ

∫ 1

0

∫ 1

0
α(x)Gcl(x, y) dx f(y) dy

for the problem (5.21)–(5.22) with ∆ = 0, what means
∫ 1
0 xα(x) dx = 1.

5.5 Problem with two integral conditions

Let us now take the differential problem with two integral conditions

− u′′ = f(x), x ∈ [0, 1], (5.24)

u(0) = γ1

∫ 1

0
α1(x)u(x) dx+ g1, u(1) = γ2

∫ 1

0
α2(x)u(x) dx+ g2, (5.25)

where γ1, γ2 ∈ R and, for simplicity, α1, α2 ∈ L1[0, 1] are positive functions
on [0, 1].

We note that the problem with γ1 = 0 was investigated in Example
5.4. So, now we are interested to develop the case with γ1 6= 0. Here the
inequality 1 6= γ2

∫ 1
0 xα2(x) dx is also valid. Let us assure it.

First, we rewrite the condition ∆ = 0, where the problem does not have
the unique solution, in the following form

γ1

∫ 1

0
(1−x)α1(x) dx−γ2

∫ 1

0
xα2(x) dx−γ1γ2

∫ 1

0

∫ 1

0
α1(x)α2(y)(x−y) dx dy = 1.
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Let us take the fundamental system z1 = 1, z2 = x and calculate

〈L2, z
1〉 = 1− γ2

∫ 1

0
α2(x) dx, 〈L2, z

2〉 = 1− γ2
∫ 1

0
xα2(x) dx.

Now we note that two equalities 〈L2, z
1〉 = 0 and 〈L2, z

2〉 = 0, or equiva-
lently γ2

∫ 1
0 α2(x) dx = 1 and γ2

∫ 1
0 xα2(x) dx = 1, are invalid at once. It

is obvious for γ2 = 0. Otherwise, we have γ2
∫ 1
0 α2(x) dx = γ2

∫ 1
0 xα2(x) dx

or
∫ 1
0 (1− x)α2(x) dx = 0. However,

∫ 1
0 (1− x)α2(x) dx > 0 for the positive

function α2. Thus, 〈L2, z
1〉 = 0 and 〈L2, z

2〉 = 0 do not valid together. In
other words,

1 = γ2

∫ 1

0
α2(x) dx, 1 = γ2

∫ 1

0
xα2(x) dx

cannot be fulfilled together. If one condition is valid, then another is not.
It gives d = 1 and k2 = 2 with k1 = 1.

Now we recall the inequality 1 6= γ2
∫ 1
0 xα2(x) dx. If we have the equality,

then

∆ =

∣∣∣∣∣ 1− γ1
∫ 1
0 α1(x) dx 1− γ2

∫ 1
0 α2(x) dx

−γ1
∫ 1
0 α1(x) dx 1− γ2

∫ 1
0 xα2(x) dx

∣∣∣∣∣
=γ1

∫ 1

0
xα1(x) dx ·

(
1− γ2

∫ 1

0
α2(y) dy

)
6= 0,

since γ1 6= 0,
∫ 1
0 xα1(x) dx > 0 for positive α1 and γ2

∫ 1
0 α2(y) dy 6= 1 for

1 = γ2
∫ 1
0 xα2(x) dx. It gives the contradiction because we study the case

∆ = 0. So, for ∆ = 0 with γ1 6= 0, the inequality 1 6= γ2
∫ 1
0 xα2(x) dx must

also be satisfied.
Now formulate the auxiliary problem

− u′′ = f(x), x ∈ [0, 1],

u(0) =0, u(1) = γ2

∫ 1

0
α2(x)u(x) dx,

where ∆̃ = 1 − γ2
∫ 1
0 tα2(t) dt 6= 0. It has the biorthogonal fundamental

system

v1 =
1− γ2

∫ 1
0 tα2(t) dt−

(
1− γ2

∫ 1
0 α2(t) dt

)
x

1− γ2
∫ 1
0 tα2(t) dt

, v2 =
x

1− γ2
∫ 1
0 tα2(t) dt

and the Green’s function

Ga(x, y) =

{
y(1− x), y 6 x,

x(1− y), y > x,

+
γ2x

1− γ2
∫ 1
0 tα2(t) dt

(
(1− y)

∫ y

0
tα2(t) dt+ y

∫ 1

y
(1− t)α2(t) dt

)
.
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Using this Green’s function in Lemma 1.24, we get the representation of the
generalized Green’s function

Gg(x, y) = Ga(x, y)−PN(L)G
a(x, y) + γ1

∫ 1

0
α1(t)G

a(t, y) dt vg,1(x) (5.26)

for the problem (5.24)–(5.25).
First, Remark 1.26 gives the kernel PN(L)G

a(x, y). Since here d =

dimN(L) = 1 and

z1 := γ1

∫ 1

0
tα1(t) dt+

(
1− γ1

∫ 1

0
α1(t) dt

)
x ∈ N(L)

generates the nullspace but (z1)′′ = 0, we can always use the formula

PN(L)G
a(x, y) =

z1

‖z1‖2
H2[0,1]

(z1, Ga(·, y))H1[0,1].

Second, we are going to find the function vg1, which is the minimizer to
the consistent problem Lu = PR(L)e

1. Now we use the formula (4.17) to
calculate the projection as follows

PR(L)e
1 = e1 − w

‖w‖2
(w, e1).

Here we take the function

w(x) =

(
γ1

∫ 1

0
α1(t)G

a(t, x) dt; 1;
γ1
∫ 1
0 tα1(t) dt

1− γ2
∫ 1
0 α2(t) dt

)>
,

which, according to Corollary 1.4, generates the nullspace N(L∗). Then

PR(L)e
1 =

1

‖w‖2

(
−γ1

∫ 1

0
α1(t)G

a(t, x) dt; ‖w‖2 − 1;−
γ1
∫ 1
0 tα1(t) dt

1− γ2
∫ 1
0 α2(t) dt

)>

where the denominator is equal to ‖w‖2 = γ21
∫ 1
0

( ∫ 1
0 α1(x)Ga(x, y) dx

)2
dy+(

γ1
∫ 1
0 tα1(t) dt

)2
/
(
1− γ2

∫ 1
0 α2(t) dt

)2
+ 1.

Now we can solve the consistent problem Lu = PR(L)e
1, that is,

− u′′ = −γ1
∫ 1

0
α1(t)G

a(t, x) dt/‖w‖2, x ∈ [0, 1], (5.27)

u(0)− γ1
∫ 1

0
α1(x)u(x) dx = 1− 1/‖w‖2, (5.28)

u(1)− γ2
∫ 1

0
α2(x)u(x) dx = −γ1

∫ 1

0
tα1(t) dt/(1− γ2

∫ 1

0
α2(t) dt)‖w‖2.

(5.29)
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Let us choose the particular fundamental system

z1 = γ1

∫ 1

0
tα1(t) dt+

(
1− γ1

∫ 1

0
α1(t) dt

)
x, z2 =

x

1− γ2
∫ 1
0 tα2(t) dt

and write the general solution of the differential equation (5.24) in the form

u = c1z
1 + c2z

2 − γ1
‖w‖2

∫ 1

0
Ga(x, y)

∫ 1

0
Ga(t, y) dt dy.

We substitute it into (5.29) and solve the constant c2 = −γ1
∫ 1
0 tα1(t) dt/

(1− γ2
∫ 1
0 α2(t) dt)‖w‖2 directly since z1 ∈ N(L) and the Green’s function

Ga(x, y) satisfies homogenous conditions for the auxiliary problem. We do
not use the condition (5.28) because for the consistent problem with ∆ = 0

it is satisfied trivially again. Thus, we get the general least squares solution

ug = cz1−
γ1
∫ 1
0 tα1(t) dt

(1− γ2
∫ 1
0 α2(t) dt)‖w‖2

z2− γ1
‖w‖2

∫ 1

0
Ga(x, y)

∫ 1

0
Ga(t, y) dt dy

which depends on one arbitrary constant c ∈ R. Then we use the formula
vg1(x) = PN(L)⊥u

g and obtain the minimizer

vg1(x) = coz1−
γ1
∫ 1
0 tα1(t) dt

(1− γ2
∫ 1
0 α2(t) dt)‖w‖2

z2− γ1
‖w‖2

∫ 1

0
Ga(x, y)

∫ 1

0
Ga(t, y) dt dy

where co can always be calculated from the following formula

co =
γ1
∫ 1
0 tα1(t) dt

(1− γ2
∫ 1
0 α2(t) dt)‖w‖2

·
(z1, z2)H2[0,1]

‖z1‖2
H2[0,1]

+
γ1

‖w‖2 · ‖z1‖2
H2[0,1]

∫ 1

0

(
z1, Ga(·, y)

)
H1[0,1]

∫ 1

0
Ga(t, y) dt dy =

3γ1
∫ 1
0 tα1(t) dt− 8γ1

∫ 1
0 α1(t) dt+ 8

3γ21
( 1∫
0

tα1(t) dt
)2

+ 4
(
1− γ1

1∫
0

α1(t) dt)2 + 3γ1
1∫
0

tα1(t) dt
(
1− γ1

1∫
0

α1(y) dy
) .

Now substituting obtained expressions of vg1, Ga(x, y) and PN(L)G
a(x, y)

into (5.26), we know the generalized Green’s function for the problem (5.24)–
(5.25). Furthermore, taking the biorthogonal fundamental system of the
auxiliary problem (∆̃ 6= 0) in Corollary 1.21, we find another minimizer

vg2 =
γ1
∫ 1
0 tα1(t) dt

1− γ2
∫ 1
0 tα2(t) dt

vg1 +
γ1
∫ 1
0 tα1(t) dt+

(
1− γ1

∫ 1
0 α1(t) dt

)
x

6(1− γ2
∫ 1
0 tα2(t) dt)

· co.
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Since all functions vg1, vg2 and Gg(x, y) are known, then we can also
obtain the minimum norm least squares solution

uo =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g1(x) + g2v
g2(x)

for the problem (5.24)–(5.25) with every right hand side f ∈ L2[0, 1], g1, g2 ∈
R. This minimizer is the exact solution to the problem (5.24)–(5.25) if this
problem is consistent. From Corollary 1.5, we get the solvability condition

g1 = g2 ·
1− γ1

∫ 1
0 xα1(x) dx

1− γ2
∫ 1
0 xα2(x) dx

− γ1
∫ 1

0

∫ 1

0
α1(x)Ga(x, y)f(y) dx dy

for the problem (5.24)–(5.25) with ∆ = 0.

5.6 A problem with d = 2

Here we are going to continue the investigation of Example 1.8, where we
considered the problem

− u′′ = f(x), x ∈ [0, 1], (5.30)

u(0) = −2

∫ 1

0
(2− 3x)u(x) dx+ g1, u′(1) = u′(ξ) + g2, (5.31)

depending on the parameter ξ ∈ [0, 1).
Let us recall that ∆ is always trivial for this problem and d = 2. We

will find its generalized Green’s function. From Lemma 1.22, we get the
representation

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)− y(1− y)2vg,1(x) + H(y − ξ)vg2(x).

(5.32)
Now we have 1, x ∈ N(L). Using the Gram–Schmidt process, we con-

struct the orthonormal basis of the nullspace N(L) in the space H2[0, 1]

z1 = 1, z2 =

√
3

13
(2x− 1),

recall the formula (4.16) from Remark 1.26 and calculate the kernel

PN(L)G
c(x, y) = z1

(
z1, Gc(·, y)

)
H1[0,1]

+ z2
(
z2, Gc(·, y)

)
H1[0,1]

. Using the Green’s function and its partial derivative in the weak sense

Gc(x, y) =

{
y − x, y 6 x,

0, y > x,

∂

∂x
Gc(x, y) =

{
−1, y 6 x,

0, y > x,
= −H(x−y),
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we calculate

PN(L)G
c(x, y) = −1

4
(y − 1)2 +

1

26
· (2x− 1)(9y4 − 9y3 + 12y2 + 11y − 12).

Further, we are going to find the function vg2, which is the minimizer to
the consistent problem Lu = PR(L)e

1. Example 1.8 gives us two vector func-
tions

(
−x(1−x)2; 1; 0

)> and
(
H(x− ξ); 0; 1

)>, those generate the nullspace
N(L∗). Using the Gram–Schmidt process, we obtain the orthogonal basis

w1 =
(
− x(1− x)2; 1; 0

)>
, w2 =

(
H(x− ξ) + c · x(1− x)2;−c; 1

)>
,

where we denoted the constant c = 35(3ξ4 − 8ξ3 + 6ξ2 + 1)/424. Now
according to (4.17), we can calculate the following projection

PR(L)e
1 = e1 − w1

‖w1‖2
(w1, e1)− w2

‖w2‖2
(w2, e1),

where ‖w1‖2 = 106/105 and ‖w2‖2 = 2−ξ−c2/105. Simplifying, we obtain
PR(L)e

1 = (p(x); p1; p2)
> of the form

p(x) = a ·H(x− ξ) + b · x(1− x)2, p1 = 1− b, p2 = a.

For simpler further expressions, here we denoted two constants

a =
c

‖w2‖2
=

105 · 424(3ξ4 − 8ξ3 + 6ξ2 − 1)

3 · 4242 · (2− ξ)− 35(3ξ4 − 8ξ3 + 6ξ2 − 1)2
,

b =
c2

‖w2‖2
+

105

106
=

105

106
+

35 · 105 · (3ξ4 − 8ξ3 + 6ξ2 − 1)2

3 · 4242 · (2− ξ)− 35(3ξ4 − 8ξ3 + 6ξ2 − 1)2
.

Since d = 2, the solution to the problem Lu = PR(L)e
1 is equivalent

to the solution of the differential equation −u′′ = p(x) only. Now we take
general solution to the equation −u′′ = p(x), that is,

ug = c1z
1 + c2z

2 +

∫ 1

0
Gc(x, y)p(y) dy.

It describes the general least squares solution to the consistent problem
Lu = PR(L)e

1 or the problem Lu = e1 and depends on two arbitrary
constants c1, c2 ∈ R (d = 2). Now we use the formula vg1(x) = PN(L)⊥u

g

and find the minimizer

vg1(x) = co1z
1 + co2z

2 +

∫ 1

0
Gc(x, y)p(y) dy,

given explicitly

vg1 = co1 + co2(2x− 1)− b

60
x3(3x2 − 10x+ 10)− a

2
(x− ξ)2H(x− ξ) (5.33)
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with such values of constants

co1 =
1

60

(
10a(1−ξ)3 +b

)
, co2 =

1

1092

(
21a(5ξ4−4ξ3−6ξ2−8ξ+13)−23b

)
.

Now we look for the function vg2, which is the minimizer to the consistent
problem Lu = PR(L)e

2. Its right hand side (p(x); p1; p2)
> is of the form

p(x) = ã ·H(x− ξ) + b̃ · x(1− x)2, p1 = −b̃, p2 = 1 + ã,

where ã = −1/‖w2‖2 and b̃ = −c/‖w2‖2. Since d = 2, the solution to the
problem Lu = PR(L)e

2 is again equivalent to the solution of the differential
equation −u′′ = ã ·H(x− ξ) + b̃ · x(1− x)2, which differs from the previous
equation −u′′ = a · H(x − ξ) + b · x(1 − x)2 with constants only. Thus, the
minimizer vg2 also has the form as (5.33) with ã, b̃ instead of constants a, b.

Resuming, the generalized biorthogonal fundamental system can be given
by

vg,k = ck,o1 +ck,o2 (2x−1)− b
k

60
x3(3x2−10x+10)−a

k

2
(x−ξ)2H(x−ξ), k = 1, 2,

with the following values of constants

a1 = −b2 =
c

‖w2‖2
, a2 = − 1

‖w2‖2
, b1 =

c2

‖w2‖2
+

105

106
,

ck,o1 =
1

60

(
10ak(1− ξ)3 + bk

)
,

ck,o2 =
1

1092

(
21ak(5ξ4 − 4ξ3 − 6ξ2 − 8ξ + 13)− 23bk

)
.

So, we know expressions of all functions vg1, vg2 and PN(L)G
c(x, y). Sub-

stituting them into (5.32), we also know the representation of the generalize
Green’s function for the problem (5.30)–(5.31) with ∆ = 0.

6 Conclusions

Below we list basic conclusions of this chapter:

1) A differential problem (1.1)–(1.2) always has the Moore–Penrose in-
verseL†, a generalized Green’s function and the unique minimum norm
least squares solution.

2) For ∆ 6= 0, we have that L† = L−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized
Green’s function Gg(x, y) is coincident with the ordinary Green’s func-
tion G(x, y), the biorthogonal fundamental system v1, v2 is coincident
with the generalized biorthogonal fundamental system vg,1, vg,2.
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3) The minimum norm least squares solution has literally similar repre-
sentations as the unique solution: it can be described by the unique
solution of the Cauchy problem or the unique solution to other rela-
tive problem (the same differential equation (1.1) but different nonlocal
conditions (1.2)).

4) The generalized Green’s function also has representations similar to ex-
pressions of the Green’s function: it can be written using the Green’s
function of the Cauchy problem or the Green’s function to other rela-
tive problem (the same differential equation (1.1) but different nonlocal
conditions (1.2)).

5) The minimum norm least squares solution uo ∈ C2[0, 1] if f ∈ C[0, 1]

and fully nonlocal parts of conditions (1.2) are of the form (3.13).
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Chapter 2

m-th order differential
problems with nonlocal
conditions

1 Introduction

In this chapter, we are going to generalize results of Chapter 1 to higher
order differential problems. Here the investigation object is the m-th order
differential equation with m nonlocal conditions

Lu := u(m)+am−1(x)u(m−1)+ . . .+a1(x)u′+a0(x)u = f(x), x ∈ [0, 1], (1.1)

〈Lk, u〉 = gk, k = 1,m, (1.2)

defined on the real Sobolev space Hm[0, 1] for m > 2. We take real all
functions a0, . . . , am−1 ∈ C[0, 1], f ∈ L2[0, 1], numbers gk ∈ R and consider
the operator L : Hm[0, 1] → L2[0, 1]. Here Lk ∈

(
Cm−1[0, 1]

)∗
, k = 1,m,

are continuous linear functionals. According to [2, Alt 2016], they can always
be written in the following form

〈L, u〉 :=

m−2∑
j=0

γju
(j)(ξj) +

∫ 1

0
u(m−1)(x) dµ(x) (1.3)

for some numbers γj ∈ R, points ξj ∈ [0, 1] and a measure µ ∈ rca[0, 1].
Let us note that often most nonlocal conditions (1.3) can be represented as
below

〈L, u〉 :=

∞∑
i=1

m−2∑
j=0

aiju
(j)(ξi) +

∫ 1

0

m−1∑
j=0

αj(x)u(j)(x) dx (1.4)
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for ξi ∈ [0, 1] (here 0 6 ξ1 < ξ2 < ξ3 < . . .), real numbers aij and integrable
functions αj ∈ L1[0, 1].

The structure of this chapter remains as previous in order that we can
comfortably compare results of second order problems to higher order prob-
lems. Here many proofs will be omitted because they are absolutely analo-
gous to corresponding proofs from Chapter 1.

2 The vectorial problem

Let us rewrite the problem (1.1)–(1.2) into the vectorial form

Lu = f (2.1)

with L := (L, L1, . . . , Lm)> and the right hand side f = (f, g1, . . . , gm)> ∈
L2[0, 1]× Rm. Now we take the inner product

(f , f̃) =

∫ 1

0
f(x)f̃(x) dx+ g1 · g̃1 + . . .+ gm · g̃m

in the Hilbert space L2[0, 1]× Rm and introduce the norm

‖f‖ = ‖f‖L2[0,1]×Rm = (f ,f)1/2 =
√
‖f‖2

L2[0,1]
+ |g1|2 + . . .+ |gm|2,

where f , f̃ ∈ L2[0, 1]×Rm. Here we recall the Sobolev embedding theorem
[42, Evans 2010], which gives Hm[0, 1] ⊂ Cm−1[0, 1] and the inequality

‖u‖Cm−1[0,1] 6 C‖u‖Hm[0,1], ∀u ∈ Hm[0, 1], (2.2)

with a particular constant C independent on a chosen u. From here we get
(Cm−1[0, 1])∗ ⊂ (Hm[0, 1])∗ and, so, each functional Lk ∈

(
Cm−1[0, 1]

)∗
, k =

1,m, belongs to the dual space (Hm[0, 1])∗. Since L is also defined on
Hm[0, 1], we consider the vectorial operator L mapping one Hilbert space
Hm[0, 1] to another Hilbert space L2[0, 1]× Rm. Similarly as in Chapter 1,
we obtain the following properties.

Lemma 2.1. The operator L : Hm[0, 1] → L2[0, 1]× Rm is the continuous
linear operator with the domain D(L) = Hm[0, 1].

2.1 Nullspace of the operator L

As in Chapter 1, we have the closed nullspace N(L) = {u ∈ Hm[0, 1] :

Lu = 0} and can represent the Sobolev space Hm[0, 1] by the direct sum of
orthogonal subspaces as follows

Hm[0, 1] = N(L)⊕N(L)⊥. (2.3)
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The nullspace of the operator L is a subset of the nullspace N(L), i.e.,
N(L) ⊂ N(L) = span {z1, . . . , zm} ⊂ Cm[0, 1], where z1, . . . , zm ∈ Cm[0, 1]

are a fundamental system of the homogenous equation Lu = 0. Thus, the
nullity d := dimN(L) ∈ {0, 1, . . . ,m}. Precisely, we take the general so-
lution of Lu = 0 in the form u = c1z

1 + . . . + cmz
m with arbitrary real

constants and substitute it into nonlocal conditions 〈Lk, u〉 = 0, k = 1,m.
We obtain the linear system

c1〈L1, z
1〉+ . . .+ cm〈L1, z

m〉 = 0,

. . .

c1〈Lm, z1〉+ . . .+ cm〈Lm, zm〉 = 0

with respect to constants c1, . . . , cm. Solving values of constants, we get
that the nullspace N(L) is composed of m times continuously differentiable
functions.

Denoting the determinant of the previous system

∆ :=

∣∣∣∣∣∣∣
〈L1, z

1〉 . . . 〈L1, z
m〉

. . . . . . . . .

〈Lm, z1〉 . . . 〈Lm, zm〉

∣∣∣∣∣∣∣ ,
we separate the following situations:

• d = 0 ⇔ ∆ 6= 0. Then N(L) is trivial.

• d = m ⇔ ∆ = 0 and all 〈Lk, zl〉 = 0 for k, l = 1,m. Then all
constants c1, . . . , cm remain arbitrary and N(L) = span {z1, . . . , zm}.
So, the solution to Lu = 0 is now equivalent to the solution of the
differential equation Lu = 0 only.

• 0 < d < m ⇔ ∆ = 0 and rank(〈Lk, zl〉) = m− d (here k, l = 1,m). In
this case, some m− d constants are solved and represented by other d
arbitrary constants. In other words, there exist d rows in the determi-
nant representation of ∆ above, those are linear combinations of the
rest m−d linearly independent rows. Let us denote these “dependent”
rows by (〈Lkl , z1〉, . . . , 〈Lkl , zm〉) for kl, l = 1, d. The independent
rows are also given by (〈Lkj , z1〉, . . . , 〈Lkj , zm〉) for kj , j = d+ 1,m.
Thus, the solution to the problem Lu = 0 is now equivalent to the
solution of the simplified problem: the equation Lu = 0 with con-
ditions 〈Lkj , u〉 = 0, j = d+ 1,m, representing linearly independent
rows only.
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2.2 Range of the operator L

Let us begin this subsection with the following property.

Theorem 2.2. The range R(L) of the operator L is closed.

This theorem is proved absolutely analogously as Theorem 1.2 for the
second order differential problem. Let us note that here we take the Green’s
function Gc(x, y) to the Cauchy problem

Lu = f, u(0) = 0, . . . , u(m−1)(0) = 0. (2.4)

This Green’s function Gc(x, y) always exists [100, Roman 2011] and is of the
form

Gc(x, y) =
1

W (y)

{
W̃ (x, y), 0 6 y 6 x,

0, x 6 y 6 1.

HereW (y) := W [z1, . . . , zm](y) is the Wronskian of the fundamental system
z1, . . . , zm at the point y ∈ [0, 1], i.e.,

W [z1, . . . , zm](y) =

∣∣∣∣∣∣∣
z1(y) (z1)′(y) . . . (z1)(m−2)(y) (z1)(m−1)(y)

. . . . . . . . . . . . . . .

zm(y) (zm)′(y) . . . (zm)(m−2)(y) (zm)(m−1)(y)

∣∣∣∣∣∣∣
but W̃ (x, y) is the determinant obtained from the Wronskian replacing the
last column by (z1(x), . . . , zm(x))>. Moreover, this Green’s function has the
following properties:

a) Gc(x, y) is continuous on the entire square 0 6 x, y 6 1 as well as its
partial derivatives (∂i/∂xi)Gc(x, y), i = 1,m− 2;

b) Gc(x, y) is Cm in x except the diagonal x = y;

c) (∂m−1/∂xm−1)Gc(y + 0, y)− (∂m−1/∂xm−1)Gc(y − 0, y) = 1;

d) LGc(·, y) = 0 except the diagonal x = y;

e) (∂i/∂xi)Gc(0, y) = 0 for i = 0,m− 1.

We can also derive the direct representation of the range R(L). Let us
first consider the composition

f = (f, g1, . . . , gm)> = fe0 + g1e
1 + . . .+ gme

m

for every vector valued function f ∈ L2[0, 1] × Rm, where we denoted unit
functions e0 = (1, 0, . . . , 0)>, e1 = (0, 1, . . . , 0)>,. . . , em = (0, 0, . . . , 1)>.
Now we can provide the representation of the range.
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Lemma 2.3.

1) If d = m, then for every f ∈ L2[0, 1] we have

R(L) =

{(
f ;

1∫
0

〈L1, G
c(·, y)〉f(y) dy; . . . ;

1∫
0

〈Lm, Gc(·, y)〉f(y) dy

)>}
.

2) If 0 < d < m, then R(L) is represented by the vector function

f = fe0 +
d∑
l=1

( m∑
j=d+1

gkj 〈Lkl , v
kj 〉+

∫ 1

0
〈Lkl , G

a(·, y)〉f(y) dy

)
ekl

+
m∑

j=d+1

gkje
kj , where f ∈ L2[0, 1] and gkj ∈ R for j = d+ 1,m.

Here Ga(x, y) is the Green’s function and {v1, . . . , vm} is the biorthog-
onal fundamental system for the problem Lu = f with original conditions
〈Lkj , u〉 = 0, j = d+ 1,m, and conditions 〈`kl , u〉 = 0, l = 1, d, replac-
ing 〈Lkl , u〉 = 0. Here 〈`kl , u〉 = 0 are selected such that for this auxiliary
problem ∆ 6= 0. Let us note that 〈`kl , u〉 = 0 can always be selected from
independent conditions u(i)(0) = 0 or u(i)(1) = 0 for i = 0,m− 1, or their
combination.

Let us recall the nullspace and range theorem. Applying Lemma 2.3, we
can obtain the representation of N(L∗) = R(L)⊥ that is given below.

Corollary 2.4. The following statements are valid:

1) if d = m, then N(L∗) is spanned by vector functions

wk = −〈Lk, Gc(·, x)〉e0 + ek, k = 1,m;

2) if 0 < d < m, then N(L∗) is spanned by vector functions

wl = −〈Lkl , G
a(·, x)〉e0 −

m∑
j=d+1

〈Lkj , v
kl〉ekj + ekl , l = 1, d.

This corollary gives that d = dimN(L) and d∗ := dimN(L∗) are equal.
Applying the Fredholm alternative theorem, we get solvability conditions to
the problem (1.1)–(1.2) without the unique solution (∆ = 0).

Corollary 2.5. (Solvability conditions) The problem (1.1)–(1.2) with ∆ = 0

is solvable if and only if the conditions are valid:
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1)
1∫
0

〈L1, G
c(·, y)〉f(y) dy = g1, . . . ,

1∫
0

〈Lm, Gc(·, y)〉f(y) dy = gm for d = m;

2)
m∑

j=d+1

gkj 〈Lkl , vkj 〉+
∫ 1
0 〈Lkl , G

a(·, y)〉f(y) dy = gkl for l = 1, d if 0 < d <

m.

Example 2.6. Let us recall Example 1.6 from Chapter 1. Now we are going
to make the generalization considering the m-th order differential problem
with initial conditions and one Bitsadze–Samarskii condition

u(m) = f(x), x ∈ [0, 1], (2.5)

u(0) = g1, u
′(0) = g2, . . . , u

(m−2)(0) = gm−1, u(1) = γu(ξ) + gm (2.6)

for γ ∈ R and a point ξ ∈ (0, 1).
Taking the fundamental system zj = xj−1/(j − 1)! for j = 1,m, we

calculate the determinant

∆ =

∣∣∣∣∣∣∣∣∣∣∣∣

1 0 . . . 0 1− γ
0 1 . . . 0 1− γξ

. . . . . .

0 0 . . . 1 (1− γξm−2)/(m− 2)!

0 0 . . . 0 (1− γξm−1)/(m− 1)!

∣∣∣∣∣∣∣∣∣∣∣∣
=

1− γξm−1

(m− 1)!
.

From here ∆ = 0 gives the condition γξm−1 = 1, where the problem (2.5)–
(2.6) does not have the unique solution. Conditions u(j)(0) = gj , j =

1,m− 1, are always independent because the basic (m − 1)-rst order mi-
nor of the m-th order determinant ∆ above is nonzero. Thus, the nullity
for the problem with ∆ = 0 is always equal to d = 1. From here we get
k1 = m, which represents the last condition u(1) = γu(ξ) + gm. Then other
kj = j−1, j = 2,m, are numbering initial conditions 〈Lkj , u〉 := u(j−2)(0) =

gj−1.
Now we formulate the auxiliary problem with classical conditions only:

u(m) = f , u(j)(0) = 0, j = 0,m− 2, and u(1) = 0. We obtained it from
the original problem (2.5)–(2.6) taking γ = 0 since here ∆ = 1/(m − 1)! is
nonzero. The Green’s function for this auxiliary problem was investigated
in [100, Roman 2011], [48, Hao et al. 2007] and is of the form

Gcl(x, y) =
1

(m− 1)!

{
(x− y)m−1 − xm−1(1− y)m−1, y 6 x,

−xm−1(1− y)m−1, y > x.

Let us take the biorthogonal fundamental system to the classical problem
(γ = 0)

vj := zj − xm−1

(j − 1)!
=
xj−1 − xm−1

(j − 1)!
, j = 1,m− 1, and vm := xm−1. (2.7)
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According to Lemma 2.3, the range R(L) is represented by the vector function(
f ; g1; . . . ; gm−1;

m−1∑
j=1

gj〈Lm, vj〉+

∫ 1

0
〈Lm, Gcl(·, y)〉f(y) dy

)>
,

that can be rewritten into the form(
f ; g1; . . . ; gm−1;

m−1∑
j=1

gj
1− γξj−1

(j − 1)!
− γ

∫ 1

0
Gcl(ξ, y)f(y) dy

)>
.

Moreover, from Corollary 2.4, we obtain the function

w(x) =

(
γGcl(ξ, x); γ − 1; γξ − 1;

γξ2 − 1

2!
; . . . ;

γξm−2 − 1

(m− 2)!
; 1

)>
or simplifying

w(x) =

(
1

(m− 1)!

{
γ(ξ − x)m−1 − (1− x)m−1, x 6 ξ,

−(1− x)m−1, x > ξ
;

γ − 1; γξ − 1;
γξ2 − 1

2!
; . . . ;

γξm−2 − 1

(m− 2)!
; 1

)>
,

which generates the nullspace N(L∗). Lastly, the solvability condition for
the problem (2.5)–(2.6) with γ = 1/ξm−1 (that is ∆ = 0) is formulated below

gm =
m−1∑
j=1

gj
1− γξj−1

(j − 1)!
− γ

∫ 1

0
Gcl(ξ, y)f(y) dy.

We present it in the explicit form

gm =

m−1∑
j=1

gj
1− γξj−1

(j − 1)!

− γ

(m− 1)!

∫ ξ

0
(ξ − y)m−1f(y) dy +

1

(m− 1)!

∫ 1

0
(1− y)m−1f(y) dy.

Let us note that for the case m = 2 we use γξ = 1 and simplifying obtain
the representation

g2 = (1− γ)g1 + γ

∫ ξ

0
yf(y) dy +

∫ 1

ξ
f(y) dy −

∫ 1

0
yf(y) dy.

If differs from the g2 expression (2.18) in Example 1.6 of Chapter 1 with
the minus sign by integrals. This is because now we investigate the operator
u′′ but there we considered −u′′, where the Green’s function differs with the
minus sign.
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3 Problem with the unique solution

Started the investigation with the properties of the vectorial operator L to
the problem (1.1)–(1.2), let us now look at the unique solution. Here we are
going to generalize results of Chapter 1. So, this section is based on Roman’s
work [101, 2011] again, where the problem (1.1)–(1.2) with f ∈ C[0, 1] and
the classical unique solution u ∈ Cm[0, 1] was considered. Now we take
f ∈ L2[0, 1] and apply Roman’s results investigating the unique solution
u ∈ Hm[0, 1] from the Sobolev space.

First, we take the general solution to the differential equation (1.1), that
is

u = c1z
1 + . . .+ cmz

m +

∫ 1

0
Gc(x, y)f(y) dy.

Substituting it into nonlocal conditions (1.2), we obtain the system

c1〈L1, z
1〉+ . . .+ cm〈L1, z

m〉 = g1 −
∫ 1
0 〈L1, G

c(·, y)〉f(y) dy,

. . .

c1〈Lm, z1〉+ . . .+ cm〈Lm, zm〉 = gm −
∫ 1
0 〈Lm, G

c(·, y)〉f(y) dy

(3.1)

and solve constants uniquely if ∆ 6= 0. Then we know the representation of
the unique solution to the problem (1.1)–(1.2).

Our aim is to investigate the problem with ∆ = 0. To make the clear
background for the further investigation, first we analyze aspects of the
unique solution u = L−1f using the inverse operator L−1 : L2[0, 1]×Rm →
Hm[0, 1]. Let us begin our study looking at the structure of this inverse L−1

and its properties.

3.1 Representation of the inverse operator

As in Chapter 1, we can derive the representation of the unique solution

u =

∫ 1

0
G(x, y)f(y) dy + g1v

1(x) + . . .+ gmv
m(x) (3.2)

for all f ∈ L2[0, 1] and g1, . . . , gm ∈ R. Here we use the biorthogonal funda-
mental system v1, . . . , vm, where each function is the unique solution to the
corresponding problem

Lvl = 0,

〈Lk, vl〉 = δjk, k, l = 1,m.
(3.3)

Functions vk, k = 1,m, can also be directly calculated from formulas
vk = ∆k/∆, where ∆k is the determinant obtained replacing the k-th col-
umn in ∆ by the column (z1(x), . . . , zm(x))>. Another component in the
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representation (3.2) is the Green’s function to the problem (1.1)–(1.2) [100,
Roman 2011], which is of the form

G(x, y) := Gc(x, y)− 〈L1, G
c(·, y)〉v1(x)− . . .− 〈Lm, Gc(·, y)〉vm(x). (3.4)

Denoting the Green’s operator by

Gf =

∫ 1

0
G(x, y)f(y) dy,

we describe the unique solution as below

u = Gf + g1v
1 + . . .+ gmv

m (3.5)

with all functions f ∈ L2[0, 1] and numbers g1, . . . , gm ∈ R. From here we
obtain the structure of the inverse operator

L−1 =
(
G, v1, . . . , vm

)
: L2[0, 1]× Rm → Hm[0, 1] (3.6)

since the unique solution is u = L−1f with every f = (f, g1, . . . , gm)>. We
note that G : L2[0, 1]→ Hm[0, 1] and vk ∈ Hm[0, 1], k = 1,m, (precisely, all
vk ∈ Cm[0, 1] according to Subsection 2.1) are characterized by the inverse
operator as follows

Gf = L−1(f, 0, . . . , 0)>, v1 = L−1(0, 1, . . . , 0)>, . . . , vm = L−1(0, 0, . . . , 1)>.

All here obtained representations are analogical as in Chapter 1.

3.2 Properties of the unique solution

Substituting the extended form of the Green’s function (3.4) into the repre-
sentation (3.2), we rewrite the unique solution into the form

u = uc + (g1 − 〈L1, u
c〉)v1 + . . .+ (gm − 〈Lm, uc〉)vm (3.7)

using the unique solution

uc =

∫ 1

0
Gc(x, y)f(y) dy

to the Cauchy problem (2.4). We can also obtain the similar expression to
(3.7) considering two relative problems

Lu = f,

〈L̃k, u〉 = g̃k, k = 1,m,

Lv = f,

〈Lk, v〉 = gk, k = 1,m,
(3.8)

where functionals L̃k and Lk, k = 1,m, may be different. Precisely, we have
the following relation.
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Corollary 2.7. For unique solutions to the problems (3.8), the following
equality is always satisfied

v = u+ (g1 − 〈L1, u〉)v1 + . . .+ (gm − 〈Lm, u〉)vm.

Here conditions ∆̃ 6= 0 and ∆ 6= 0 for both problems, respectively, are
valid and the biorthogonal fundamental system vk, k = 1,m, for the second
problem (3.8) only is used. On the other hand, biorthogonal fundamental
systems for these two problems (3.8) are always related as given below.

Corollary 2.8. Let ∆̃ 6= 0 and ∆ 6= 0 for problems (3.9). Then their
biorthogonal fundamental systems ṽk, k = 1,m, and vk, k = 1,m, are
linked with the equality 〈L1, ṽ

1〉 . . . 〈Lm, ṽ1〉
. . . . . . . . .

〈L1, ṽ
m〉 . . . 〈Lm, ṽm〉


 v1

. . .

vm

 =

 ṽ1

. . .

ṽm

 .

3.3 Properties of a Green’s function

In this section, we present properties of a Green’s function for the problem
with nonlocal conditions (1.1)–(1.2). Let us begin with following features.

Corollary 2.9. For y 6= y0, y1, y2, . . . with any x ∈ [0, 1], the Green’s func-
tion has such properties:

1) (∂i/∂xi)G(x, y), i = 0,m− 2, are continuous in (x, y);

2) G(x, y) is Cm in x except the diagonal x = y;

3) (∂m−1/∂xm−1)G(y + 0, y)− (∂m−1/∂xm−1)G(y − 0, y) = 1;

4) LG(·, y) = 0 except the diagonal x = y;

5) 〈Lk, G(·, y)〉 = 0 for k = 1,m.

A relation between a generalized Green’s function and an ordinary Green’s
function for two relative problems is given below.

Proposition 2.10. For the problems (3.8) with ∆̃ 6= 0 and ∆ 6= 0, their
Green’s functions G̃(x, y) and G(x, y), respectively, are linked with the equal-
ity

G(x, y) = G̃(x, y)− 〈L1, G̃(·, y)〉v1(x)− . . .− 〈Lm, G̃(·, y)〉vm(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].
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3.4 Applications to nonlocal boundary conditions

Now we are interested to examine the problem with nonlocal boundary con-
ditions

Lu := u(m)+am−1(x)u(m−1)+ . . .+a1(x)u′+a0(x)u = f(x), x ∈ [0, 1], (3.9)

〈Lk, u〉 := 〈κk, u〉 − γk〈κk, u〉 = gk, k = 1,m, (3.10)

where functionals κk, k = 1,m, describe classical parts but functionals
κk, k = 1,m, represent fully nonlocal parts of conditions (3.10). If all
parameters γk, k = 1,m, vanish, then this problem becomes classical. Let
us note that initial conditions 〈κk, u〉 := u(k−1)(0) = gk, k = 1,m, can also
be considered as particular classical conditions for m-th order problems.

As in Chapter 1, we ask what is the relation between the unique solu-
tions to the problem with nonlocal boundary conditions (3.9)–(3.10) and the
problem with classical conditions (all γk = 0) only? Indeed, if the classical
problem (all γk = 0) has the unique solution ucl, then the unique solution
to the nonlocal boundary value problem (3.9)–(3.10) is described by the
function ucl as given below

u = ucl + γ1〈κ1, u
cl〉v1 + . . .+ γm〈κm, ucl〉vm.

Here we assumed ∆ 6= 0 for the problem with nonlocal boundary conditions
(3.10)–(3.11) and took its biorthogonal fundamental system vk, k = 1,m.

Similarly, the expression of the Green’s function G(x, y) for the prob-
lem (3.9)–(3.10) can be derived using the Green’s function Gcl(x, y) of the
classical problem. We provide this relation below

G(x, y) = Gcl(x, y) +
m∑
k=1

γk〈κk, Gcl(·, y)〉vk(x) (3.11)

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].
Moreover, following continuity properties for the Green’s function are

valid.

Corollary 2.11. If fully nonlocal conditions for the problem (3.9)–(3.10)
are of the form

〈κ, u〉 :=
∞∑
i=1

m−2∑
j=0

γiju
(j)(ξi) +

∫ 1

0

m−2∑
j=0

αj(x)u(j)(x) dx (3.12)

with γij ∈ R, ξi ∈ (0, 1) (here 0 < ξ1 < ξ2 < . . .) and αj ∈ L1[0, 1], then the
Green’s function G(x, y) is continuous on the entire unit square 0 6 x, y 6 1
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as well as its partial derivatives (∂i/∂xi)G(x, y), i = 1,m− 2. Moreover,
(∂m−1/∂xm−1)G(x, y) and (∂m/∂xm)G(x, y) are also continuous except the
diagonal x = y.

Remark 2.12. Let κk, k = 1,m, represent initial conditions instead of clas-
sical conditions, and fully nonlocal conditions for the problem (3.9)–(3.10)
be of the form (3.12). Then the Green’s function G(x, y) is continuous
on the entire unit square 0 6 x, y 6 1 as well as its partial derivatives
(∂i/∂xi)G(x, y), i = 1,m− 2. Partial derivatives (∂m−1/∂xm−1)G(x, y) and
(∂m/∂xm)G(x, y) are also continuous except the diagonal x = y. We obtain
the proof analogously.

So, we have continuous partial derivatives of the Green’s function

∂i

∂xi
G(x, y) =

∂i

∂xi
Gcl(x, y) +

m∑
k=1

γk〈κk, Gcl(·, y)〉(vk)(i)(x)

except the diagonal x = y, where i = 1,m. Further, weak derivatives of the
unique solution (3.3) can be described using these classical derivatives of the
Green’s function in the form

u(i) =

∫ x

0

∂i

∂xi
G(x, y)f(y) dy +

∫ 1

x

∂i

∂xi
G(x, y)f(y) dy +

m∑
k=1

gk(v
k)(i)(x),

for i = 1,m− 1, and

u(m) =

∫ x

0

∂m

∂xm
G(x, y)f(y) dy

+

∫ 1

x

∂m

∂xm
G(x, y)f(y) dy + f(x) +

m∑
k=1

gk(v
k)(m)(x).

Here derivatives u(i), i = 1,m− 1, are classical because u ∈ Hm[0, 1] ⊂
Cm−1[0, 1]. Let us note that u(m) is also continuous and u ∈ Cm[0, 1] if
f ∈ C[0, 1].

4 The unique minimizer

If ∆ = 0, we cannot solve the problem (1.1)–(1.2) uniquely and obtain nei-
ther the representation u = L−1f nor the Green’s function. As in Chapter
1, we are going to solve the problem in the least squares sense, consider
properties of the unique minimizer and provide its representations, study a
generalized Green’s function.
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4.1 The minimum norm least squares solution

Let us look for the unique function uo ∈ Hm[0, 1], which minimizes the norm
of the residual for the differential problem (1.1)–(1.2)

‖Lug − f‖ = inf
u∈Hm[0,1]

‖Lu− f‖ (4.1)

and has the minimum Hm[0, 1] norm among all minimizers ug ∈ Hm[0, 1] of
the residual

‖uo‖ < ‖ug‖ ∀ ug 6= uo. (4.2)

This minimizer uo for the differential problem with nonlocal conditions
(1.1)–(1.2) always exists and is unique since L is the continuous linear op-
erator with a closed range [6, Ben-Israel and Greville 2003]. If the problem
(1.1)–(1.2) has the unique solution u = L−1f , it is coincident with the min-
imizer uo. As in the previous chapter, we focus our study on the following
representation of the minimum norm least squares solution

uo = L†f , (4.3)

where L† : L2[0, 1] × Rm → Hm[0, 1] is the Moore–Penrose inverse of the
operator L. The definition of the Moore–Penrose inverse and its properties
are listed in Subsection 4.1 of Chapter 1. In example, we have the following
features.

Lemma 2.13. The Moore–Penrose inverse L† for the problem (4.1)–(4.2)
is the continuous linear operator with the domain D(L†) = L2[0, 1] × Rm

and the range R(L†) = N(L)⊥.

We emphasize that the minimizer (4.3) to the problem Lu = f is always
the minimizer to a consistent problem Lu = PR(L)f [6, Ben-Israel and
Greville 2003].

4.2 The generalized Green’s function

Now we rewrite the minimum norm least squares solution u = L†f in the
following from

uo = Ggf + g1v
g,1 + . . .+ gmv

g,m (4.4)

denoting Ggf := L†(f, 0, . . . , 0)> and vg,1 := L†(0, 1, . . . , 0)>, . . ., vg,m :=

L†(0, 0, . . . , 1)>. Here functions vg,1, . . . , vg,m ∈ Hm[0, 1] because L†f ∈
Hm[0, 1] with every f , but Gg : L2[0, 1] → Hm[0, 1] is a continuous linear
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operator since L† is continuous and linear. From the representation (4.4),
we obtain the desired composition of the Moore–Penrose inverse

L† = (Gg, vg,1, . . . , vg,m).

As in Chapter 1, we concentrate our investigation on the following ex-
pression of the minimum norm least squares solution

uo(x) =

1∫
0

Gg(x, y)f(y)dy + g1v
g,1(x) + . . .+ gmv

g,m(x), (4.5)

which is valid for all f ∈ L2[0, 1], g1, . . . , gm ∈ R and x ∈ [0, 1]. Here the
kernel Gg(x, y) is L2[0, 1] function in y for every fixed x ∈ [0, 1]. We obtained
it analogously as in the previous chapter. The representation (4.5) of the
minimizer uo resembles the representation of the unique solution

u(x) =

1∫
0

G(x, y)f(y)dy + g1v
1(x) + . . .+ gmv

m(x), (4.6)

for the problem (4.1)–(4.2) with∆ 6= 0, where G(x, y) is the Green’s function
and v1, . . . , vm are the biorthogonal fundamental system of the problem
(1.1)–(1.2). According to the similarity, we call the kernel Gg(x, y) – the
generalized Green’s function and the functions vg,1, . . . , vg,m – the generalized
biorthogonal fundamental system for the nonlocal problem (1.1)–(1.2).

Thus, if ∆ 6= 0, we have that L† = L−1, the minimum norm least
squares solution uo is coincident with the unique solution u, the generalized
Green’s function Gg(x, y) is coincident with the ordinary Green’s function
G(x, y), the generalized biorthogonal fundamental system vg,k, k = 1,m, is
coincident with the biorthogonal fundamental system vk, k = 1,m.

Do these similarities also imply some relative properties or descriptions
of these functions? We are going to provide the answer to this question
below.

4.3 Properties of minimizers

First, we are going to investigate the minimum norm least solution. Here we
will derive its properties, those are literally analogous to properties of the
unique solution, given in Subsection 3.2. Let us begin with the generalized
biorthogonal fundamental system and obtain the analogue of (3.3).
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Theorem 2.14. Every function vg,l ∈ Hm[0, 1] is the minimum norm least
squares solution to the corresponding problem

Lvg,l = 0,

〈Lk, vg,l〉 = δlk, k, l = 1,m.
(4.7)

Let us now consider two relative problems (3.8). Here and further
Gg(x, y) is the generalized Green’s function and vg,l, l = 1,m, are the gener-
alized biorthogonal fundamental system for the second problem (3.8), which
may have the unique solution (∆ 6= 0) or not (∆ = 0).

Theorem 2.15. If the first problem (3.8) has the unique solution u (∆̃ 6= 0),
then the minimum norm least squares solution to the second problem (3.8)
is given by

uo = u− PN(L)u+ (g1 − 〈L1, u〉)vg,1 + . . .+ (gm − 〈Lm, u〉)vg,m.

Below we present the analogue of (3.7), which is the particular case of
the previous theorem.

Corollary 2.16. The minimum norm least squares solution to the problem
(2.1)–(2.2) can always be represented by the unique exact solution uc to the
Cauchy problem (2.4) as follows

uo = uc − PN(L)u
c + (g1 − 〈L1, u

c〉)vg,1 + . . .+ (gm − 〈Lm, uc〉)vg,m.

Corollary 2.8 is generalized in the following form.

Corollary 2.17. Let ∆̃ 6= 0 for the first problem (3.8). Then the biorthogo-
nal fundamental system ṽk, k = 1,m, of the first problem and the generalized
biorthogonal fundamental system vg,k, k = 1,m, of the second problem (3.8)
are related by 〈L1, ṽ

1〉 . . . 〈Lm, ṽ1〉
. . . . . . . . .

〈L1, ṽ
m〉 . . . 〈Lm, ṽm〉


 vg,1

. . .

vg,m

 =

 PN(L)⊥ ṽ
1

. . .

PN(L)⊥ ṽ
m

 .

Let us emphasize that, for ∆ 6= 0, the generalized biorthogonal funda-
mental system vg,k, k = 1,m, becomes ordinary biorthogonal fundamental
system vk, k = 1,m. Then we also have the trivial nullspace N(L), and
PN(L) vanishes in all expressions above. Thus, we obtain that all results
from this subsection are coincident with the results of Section 3.1, given for
the problem (1.1)–(1.2) with the unique solution if it exists.
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4.4 Properties of a generalized Green’s function

From Corollary 2.4, we obtain the following representation, which is always
valid since Gc(x, y) always exits for the Cauchy problem (2.4).

Lemma 2.18. The generalized Green’s function of the problem (1.1)–(1.2)
is described by the Green’s function Gc(x, y) of the Cauchy problem (2.4),
that is,

Gg(x, y) = Gc(x, y)− PN(L)G
c(x, y)−

m∑
k=1

〈Lk, Gc(·, y)〉vg,k(x).

Below we list other properties of a generalized Green’s function.

Corollary 2.19. For y 6= y0, y1, y2, . . . with any x ∈ [0, 1], we have:

1) (∂i/∂xi)Gg(x, y), i = 0,m− 2 are continuous in (x, y);

2) Gg(x, y) is Hm in x except the diagonal x = y;

3) (∂m−1/∂xm−1)Gg(y + 0, y)− (∂m−1/∂xm−1)Gg(y − 0, y) = 1;

4) LGg(·, y) = −〈L1, G
c(·, y)〉Lvg,1 − . . .− 〈Lm, Gc(·, y)〉Lvg,m if x 6= y;

5) 〈Lk, Gg(·, y)〉 = 〈Lk, Gc(·, y)〉 −
∑m

l=1〈Ll, Gc(·, y)〉 · 〈Ll, vg,l〉 for k =

1,m.

Moreover, a generalized Green’s function may be described by an ordi-
nary Green’s function of other relative problem. We formulate this relation
below.

Theorem 2.20. If ∆̃ 6= 0 for the first problem (3.8), then its Green’s func-
tion G(x, y) and the generalized Green’s function Gg(x, y) of the second prob-
lem (3.8) are linked as follows

Gg(x, y) = G(x, y)− PN(L)G(x, y)−
m∑
k=1

〈Lk, G(·, y)〉vg,k(x)

for all x ∈ [0, 1] and a.e. y ∈ [0, 1]. Here PN(L)G(x, y) is the kernel of the
operator PN(L)G : L2[0, 1]→ Hm[0, 1].

Remark 2.21. If ∆ 6= 0, then the nullspace N(L) is trivial and the kernel
PN(L)G(x, y) vanishes. Otherwise, the projection PN(L)u is given by

PN(L)u =

d∑
l=1

zl(x)(zl, u)Hm[0,1],
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where zl, l = 1, d, is an orthonormal basis of the nullspace N(L) in the space
Hm[0, 1], i.e., (zl, zj)Hm[0,1] = 0 if l 6= j and (zl, zl)Hm[0,1] = 1. Recalling
Remark 1.26 from Chapter 1, we get the formula

PN(L)G(x, y) =
d∑
l=1

zl(x)(zl, G(·, y))Hm−1[0,1]

for the problem (3.9)–(3.10) with the operator Lu := u(m) and nonlocal
boundary conditions, where fully nonlocal parts are of the form (3.12).

Let us note that here formulated properties of a generalized Green’s
function extend results of Subsection 3.3 to the case ∆ = 0. We also get the
generalization of features of Subsection 4.3 from Chapter 1.

4.5 Applications to nonlocal boundary conditions

For the problem with nonlocal boundary conditions (3.9)–(3.10), we can
present obtained properties in the following forms.

Corollary 2.22. If the classical problem (3.9)–(3.10) (all γk = 0) has the
unique solution ucl, then the minimum norm least squares solution to the
nonlocal boundary value problem (3.9)–(3.10) is of the form

uo = ucl − PN(L)u
cl + γ1〈κ1, u

cl〉vg,1 + . . .+ γm〈κm, ucl〉vg,m.

Moreover, the generalized Green’s function for the problem with nonlocal
boundary conditions (3.9)–(3.10) can also be similarly described.

Corollary 2.23. If the classical problem (3.9)–(3.10) (γk = 0) has the
Green’s function Gcl(x, y), then the generalized Green’s function of the non-
local problem (3.9)–(3.10) is given by

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) +

m∑
k=1

γk〈κk, Gcl(·, y)〉vg,k(x),

for all x ∈ [0, 1] and a.e. y ∈ [0, 1].

For nonlocal boundary conditions (3.11) with nonlocal parts κk of the
form (3.12), we can obtain the following quality.

Proposition 2.24. If f ∈ C[0, 1], then the boundary value problem (3.9)–
(3.10) with (3.12) has the minimizer uo ∈ Cm[0, 1].

The similar property for the generalized biorthogonal fundamental sys-
tem is given below.
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Corollary 2.25. For the problem (3.9)–(3.10) with (3.12), we have vg,k ∈
Cm[0, 1] with every k = 1,m.

Finally, we get the following feature for the generalized Green’s function.

Corollary 2.26. For the problem (3.9)–(3.10) with (3.12), the generalized
Green’s function Gg(x, y) and its partial derivatives (∂i/∂xi)Gg(x, y), i =

1,m− 2, are continuous on the entire unit square 0 6 x, y 6 1. Moreover,
partial derivatives (∂m−1/∂xm−1)Gg(x, y) and (∂m/∂xm)Gg(x, y) are also
continuous except the diagonal x = y.

Remark 2.27. Let us note that Proposition 2.24 and Corollaries 2.25–2.26
are also valid if 〈κk, u〉 := u(k)(0), k = 1,m, are initial conditions instead of
classical conditions.

As Corollary 2.26 claims, the generalized Green’s function has classical
partial derivatives

∂iGg(x, y)

∂xi
=
∂iGcl(x, y)

∂xi
−
∂iPN(L)G

cl(x, y)

∂xi
+

m∑
k=1

γk〈κk, Gcl(·, y)〉(vg,k)(i)(x)

except the diagonal x = y, where i = 1,m− 1 . The weak derivatives of the
minimizer (4.5) can be described using these classical partial derivatives of
the generalized Green’s function, that is,

(uo)(i) =

∫ x

0

∂i

∂xi
Gg(x, y)f(y) dy+

∫ 1

x

∂i

∂xi
Gg(x, y)f(y) dy+

m∑
k=1

gk(v
g,k)(i)(x),

for i = 1,m− 1, and

(uo)(m) =

∫ x

0

∂m

∂xm
Gg(x, y)f(y) dy

+

∫ 1

x

∂m

∂xm
Gg(x, y)f(y) dy + f(x) +

m∑
k=1

gk(v
g,k)(m)(x).

Here derivatives (uo)(i), i = 1,m− 1, are classical since uo ∈ Hm[0, 1] ⊂
Cm−1[0, 1]. Now recalling Proposition 2.24, we know that the minimizer uo

belongs to Cm[0, 1] if f ∈ C[0, 1].
Let us note that all properties above reduce to properties from Subsection

3.4 if ∆ 6= 0 for the problem with nonlocal boundary conditions (3.9)–(3.10).

Example 2.28. Let us continue the investigation of Example 2.6. Here we
are going to analyze the representation of the minimum norm least squares
solution

uo(x) =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g1(x) + . . .+ gmv
gm(x), (4.8)
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where f ∈ L2[0, 1] and numbers gk ∈ R, for the problem (2.5)–(2.6) without
the unique solution, that is γ = 1/ξm−1. Applying Corollary 2.23, we get
the form of the generalized Green’s function

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) + γvg,m(x)Gcl(ξ, y), (4.9)

where Gcl(x, y) is the Green’s function to the classical problem (2.5)–(2.6)
(all γk = 0) and it is presented in Example 2.6. Here we have d = 1, and
xm−1 ∈ N(L) generates the nullspace. Using Remark 2.21, we get the kernel

PN(L)G
cl(x, y) =

xm−1

‖tm−1‖2Hm[0,1]

(tm−1, Gcl(t, y))Hm−1[0,1].

So, in the representation (4.9) only the function vg,m remains unknown.
To find vg,m, we are are going to apply the similar procedure made for the
second order problem in Subsection 5.1 from Chapter 1. So, vg,m is the
minimizer to the problem Lu = em as well as to the consistent problem
Lu = PR(L)e

m. Here we recalled the notation em = (0, 0, . . . , 0, 1)> ∈
L2[0, 1] × Rm. Let us note that we consider the problem (2.5)–(2.6) with
∆ = 0, i.e., γξm−1 = 1, according to Example 2.6. Then we can calculate
the projection

PR(L)e
m = em − w

‖w‖2
(w, em)

using the function

w(x) =

(
γGcl(ξ, x); γ − 1;

γξ − 1

1!
;
γξ2 − 1

2!
; . . . ;

γξm−2 − 1

(m− 2)!
; 1

)>
,

which spans the nullspace N(L∗) and is obtained in Example 2.6. Thus, we
get PR(L)e

m =

1

‖w‖2

(
−γGcl(ξ, x); 1− γ;

1− γξ
1!

;
1− γξ2

2!
; . . . ;

1− γξm−2

(m− 2)!
; ‖w‖2 − 1

)>
with the denominator ‖w‖2 = γ2

∫ 1
0 (Gcl(ξ, x))2 dy+

∑m−2
j=0 (γξj−1)2/(j!)2+

1.
Now we solve the consistent problem Lu = PR(L)e

m, given in the ex-
tended form

u(m) = −γGcl(ξ, x)/‖w‖2, x ∈ [0, 1], (4.10)

u(j)(0) = (1− γξj)/(j! · ‖w‖2), j = 0,m− 2, (4.11)

u(1)− γu(ξ) = 1− 1/‖w‖2. (4.12)
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First, we obtain the general solution to the differential equation (4.10), that
is

u = c0 + c1x+ . . . cm−1x
m−1 − γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy.

Substituting it into initial conditions (4.11), we have cj = (1− γξj)/((j!)2 ·
‖w‖2), j = 0,m− 2. Since d = 1 for the consistent problem (4.10)–(4.12),
the last condition (4.12) is satisfied trivially. Thus, the general least squares
solution

ug =
m−2∑
j=0

1− γξj

(j!)2 · ‖w‖2
xj + cxm−1 − γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy

depends on one arbitrary constant c ∈ R. Since the minimizer is always of
the form vg,m(x) = PN(L)⊥u

g, we find its expression

vg,m(x) =

m−2∑
j=0

1− γξj

(j!)2 · ‖w‖2
xj + coxm−1 − γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy

with the particular constant

co =
m−2∑
j=0

γξj − 1

(j!)2 · ‖w‖2
·

(xm−1, xj)Hm[0,1]

‖xm−1‖2Hm[0,1]

+
γ

‖w‖2 · ‖xm−1‖2Hm[0,1]

∫ 1

0
(xm−1, Gcl(x, y))Hm−1[0,1]G

cl(ξ, y) dy,

which is obtained from the equality of projections

coxm−1 =
m−2∑
j=0

γξj − 1

(j!)2 · ‖w‖2
PN(L)x

j +
γ

‖w‖2

∫ 1

0
PN(L)G

cl(x, y)Gcl(ξ, y) dy.

Thus, we have just found the minimizer to the problem Lu = em, which now
gives the full representation of the generalized Green’s function (4.9).

Since our goal is to get the full representation of the minimizer (4.8),
we need to find other functions vg,j , j = 1,m− 1. As given in Example
2.6, the problem (2.5)–(2.6) with all γk = 0 always has the unique solution
(∆̃ = 1/(m − 1)! 6= 0). So, we take its biorthogonal fundamental system
ṽk, k = 1,m, given by (2.7). Applying Corollary 2.17 and simplifying, we
get functions

vg,j =
γξj−1 − 1

(j!)2 · ‖w‖2
vg,m + PN(L)⊥ ṽ

j , j = 1,m− 1.

Resuming, we have the analogous situation as for the second order prob-
lem investigated in Subsection 5.1 of Chapter 1. Precisely, substituting the
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obtain expression of vg,m, we find functions vg,j, j = 1,m− 1, and know all
representations of Gg(x, y) and vg,j, j = 1,m. Then we can always calculate
the minimum norm least squares solution uo with every right hand side by
the formula (4.8).

As Corollaries 2.25 and 2.26 say, here all functions vg,k ∈ Cm[0, 1]

and (∂i/∂xi)Gg(x, y) for i = 0,m− 2 are continuous on the entire domain
0 6 x, y 6 1. Moreover, partial derivatives (∂m−1/∂xm−1)Gg(x, y) and
(∂m/∂xm)Gg(x, y) are also continuous on the unit square except the diago-
nal x = y.

5 Conclusions

In this chapter, we generalized results of the previous chapter, where a second
order differential problem with nonlocal conditions was considered. Thus,
basic conclusions are also similarly given:

1) A differential problem (1.1)–(1.2) always has the Moore–Penrose in-
verseL†, a generalized Green’s function and the unique minimum norm
least squares solution.

2) For ∆ 6= 0, we have that L† = L−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized
Green’s function Gg(x, y) is coincident with the ordinary Green’s func-
tion G(x, y), the generalized biorthogonal fundamental system vg,k,
k = 1,m, is coincident with the biorthogonal fundamental system vk,
k = 1,m.

3) The minimum norm least squares solution has literally similar repre-
sentations as the unique solution: it can be described by the unique
solution of the Cauchy problem or the unique solution to other rela-
tive problem (the same differential equation (1.1) but different nonlocal
conditions (1.2)).

4) The generalized Green’s function also has representations similar to ex-
pressions of the Green’s function: it can be written using the Green’s
function of the Cauchy problem or the Green’s function to other rela-
tive problem (the same differential equation (1.1) but different nonlocal
conditions (1.2)).

5) The minimum norm least squares solution uo ∈ Cm[0, 1] if f ∈ C[0, 1]

and fully nonlocal parts of conditions (1.2) are of the form (3.12).
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Chapter 3

Second order discrete problems
with nonlocal conditions

1 Introduction

In general, the unique solution or the minimizer of the nonlocal problem

Lu := u′′(x) + a(x)u′(x) + b(x)u(x) = f(x), x ∈ [0, 1], (1.1)

〈Lk, u〉 = gk, k = 1, 2, (1.2)

which was investigated in Chapter 1, cannot always be found analytically.
Since the computer-programming science nowadays is widely developed, var-
ious numerical methods have been being investigated and applied to differ-
ential problems [51, Hernandez-Martinez et al. 2011], [55, Il’in and Moiseev
1987]. Then the nonlocal problem (1.1)–(1.2) is replaced by some discrete
problem that, merely, is described by a linear system of equations

Au = b (A ∈ Cm×n, u ∈ Cn×1, b ∈ Cm×1). (1.3)

Since every linear transformation from one finite-dimensional vector space
to another can be represented by a matrix (uniquely described by the linear
transformation and the fixed bases for the vector spaces), there is one to one
correspondence between the m×n complex matrices Cm×n and L(Cn,Cm),
the space of linear transformations mapping Cn into Cm. Hence, we use the
same symbol A to denote both the linear transformation A ∈ L(Cn,Cm)

and its matrix representation A ∈ Cm×n. Then the discrete representation
(1.3) of the differential problem (1.1)–(1.2) is equivalent to the statement
that the linear transformation A maps u into b.

In this chapter, we investigate second order discrete problems with non-
local conditions those are analogues of second order differential nonlocal
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problems (1.1)–(1.2). Here considering discrete problems are not necessary
discretizations of differential problems using numerical methods. Various
discrete problems also arise in the theory of graphs, networks. Due to this,
we are interested to consider a wider class of discrete problems, not only
obtained from differential problems.

The structure of the chapter is as follows. First, we define some no-
tation. Second, we formulate a discrete problem with nonlocal conditions
and its matrix representation, discuss on properties of a discrete problem.
Then already known results for the discrete problem with the unique solu-
tion are briefly presented. Further, we investigate discrete problems without
the unique solution. Here we solve problems in the least squares sense and
consider properties of the unique discrete minimizer. Analogous features
for a generalized discrete Green’s function are also derived. Afterwards, we
solve discrete problems in the least squares sense introducing two finite di-
mensional Hilbert spaces. We apply these results to discrete problems, those
approximate differential problems, and obtain sufficient convergence condi-
tions of the discrete minimizer to the minimizer of a differential problem.
Let us note that this chapter is based on papers [83,84,86,88,124, Paukštaitė
and Štikonas 2012–2016].

2 Notation

First, we introduce the space of complex linear functions F (Xn) := {u |
u : Xn → C} defined on the finite set Xn := {0, 1, 2, . . . , n}, n > 2. We use
the notation ui = u(i), i ∈ Xn, and call functions u ∈ F (Xn) by discrete
functions making the difference from continuous functions, investigated in
previous chapters.

For the space of discrete functions F (Xn), we take the standard basis
of complex functions ej , j = 0, n, where ej(i) = δji , i ∈ Xn, and δji is the
Kronecker delta. Then we can write u =

∑n
i=0 uie

i. It also means that
F (Xn) ∼= C(n+1)×1, i.e., every u ∈ F (Xn) can be uniquely described by the
complex column matrix u = (u0, u1, . . . , un)> ∈ C(n+1)×1 or u =

∑n
i=0 uie

i.
Here e0 = (1, 0, . . . , 0)>, e1 = (0, 1, . . . , 0)>,. . . , en = (0, 0, . . . , 1)> are
matrix representations of the standard basis ej , j = 0, n.

Similarly, a linear functional L ∈ F ∗(Xn) can be interpreted as a complex
row matrix L = (L0, L1, . . . , Ln) ∈ C1×(n+1). For the functional L ∈ F ∗(Xn)

value at the function u ∈ F (Xn), we use the notation 〈L, u〉 or the matrix
multiplication Lu.

In analogous way, the space F (Xm ×Xn) is defined [100, Roman 2011]
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and its elements are uniquely described by complex matrices from C(m+1)×(n+1).
In this work, the one to one correspondence between functions M : Xm ×
Xn → C and matrices M = (Mij) ∈ C(m+1)×(n+1) is represented by Mij =

M(i, j), i ∈ Xm, j ∈ Xn. Further we use notations of the summation
without the sum symbol, that is,

〈L·, U·j〉 :=

n∑
l=0

LlUlj , Mi·U·j :=

n∑
l=0

MilUlj , i ∈ Xm, j ∈ Xk,

where L ∈ F ∗(Xn), M ∈ F (Xm ×Xn), U ∈ F (Xn ×Xk). Matrix represen-
tations of two last notations are interpreted as usual matrix multiplications
LU and MU, respectively. So, we understand the multiplication of two dis-
crete functions, i.e., MU , as the discrete representation of the matrix MU,
the multiplication of two matrices. We describe the i-th row of the matrix
M by rowiM := (Mi0, . . . ,Min). Similarly, coljM := (M0j , . . . ,Mmj)

> rep-
resents the j-th column. Their discrete representations are given by discrete
functions rowiM ∈ F (Xn) and coljM ∈ F (Xm), respectively.

Let us remark again that a discrete function u and its matrix represen-
tation u are always equivalent notations for the same function. Thus, the
identity function I = id ∈ F (Xn ×Xn) is equivalent to the identity matrix
I = In+1 of order n+ 1. We will use another notation δij for the Kronecker
delta as well.

3 Formutation of the problem

In this chapter, we investigate a second order discrete problem

(Lu)i : = a2iui+2 + a1iui+1 + a0iui = fi, i ∈ Xn−2, (3.1)

〈Lk, u〉 :=

n∑
j=0

Ljkuj = gk, k = 1, 2, (3.2)

with functions a0, a1, a2 ∈ F (Xn−2), f ∈ F (Xn−2) and the operator L :

F (Xn) → F (Xn−2). Here gk are complex numbers but Lk ∈ F ∗(Xn) –
discrete linear functionals describing nonlocal conditions.

Let us take functions a0i , a
2
i 6= 0 for all i ∈ Xn−2 and consider the non-

singular second order discrete operator L, i.e., all rows of its matrix repre-
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sentation

L =



a00 a10 a20 0 . . . 0 0 0

0 a01 a11 a21 . . . 0 0 0
. . .

0 0 0 0 . . . a1n−3 a2n−3 0

0 0 0 0 . . . a0n−2 a1n−2 a2n−2


are linearly independent. Since discrete functionals Lk, describing nonlocal
conditions (3.2), are represented by row matrices Lk = (L0

k, L
1
k, . . . , L

n
k) ∈

C1×(n+1), we rewrite the discrete problem (3.1)–(3.2) in the following matrix
form

Au = b, A =

 L
L1

L2

 (3.3)

with the right hand side b = (f0, f1, . . . , fn−2, g1, g2)
> ∈ C(n+1)×1.

3.1 Nullspace of the matrix A

The problem (3.3) has the unique solution if detA 6= 0. The condition
for the unique solvability of the problem (3.1)–(3.2) is often given by the
nonzero determinant

∆ :=

∣∣∣∣∣ 〈L1, z
1〉 〈L1, z

2〉
〈L2, z

1〉 〈L2, z
2〉

∣∣∣∣∣
as well, where z1, z2 ∈ F (Xn) is any fundamental system of the homogenous
equation (3.1). We obtain it solving the homogenous problem Az = 0.
Precisely, we take the general solution z = c1z

1 + c2z
2, ck ∈ C, of the

equation Lz = 0. Substituting it into homogenous conditions 〈Lk, z〉 =

0, k = 1, 2, we get the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = 0,

c1〈L2, z
1〉+ c2〈L2, z

2〉 = 0

with the determinant ∆. Let us denote the nullity of the matrix A by
d := dimN(A) and separate the following cases:

• d = 0 ⇔ ∆ 6= 0. Then the nullspace N(A) is trivial.

• d = 2 ⇔ if ∆ = 0 with all 〈Lk, zl〉 = 0 for k, l = 1, 2. Then the
general solution to Az = 0 depends on two arbitrary constants c1, c2
and N(A) = span {z1, z2}. Thus, the solution to Az = 0 is equivalent
to the solution to the differential equation Lz = 0 only.
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• d = 1⇔ if ∆ = 0 and exists at least one value 〈Lk, zl〉 6= 0. Emphasiz-
ing the number of the functional, let us say 〈Lk2 , zl〉 6= 0. Then we can
solve one constant cl but other c3−l remains arbitrary. Here the one
condition 〈Lk1 , z〉 = 0 (k1 = 3 − k2) is dependent because it gives no
additional information how to find the arbitrary constant c3−l. Thus,
the solution to the problem Az = 0 is equivalent to the solution of the
simplified problem Lz = 0, 〈Lk2 , z〉 = 0.

For more study on the nullspace and classifications of the nullity, we
suggest to read these papers [84–87, Paukštaitė and Štikonas 2013–2015].

3.2 Range of the matrix A

For the discrete problem (3.1)–(3.2), we can obtain its range representation
R(A) that is given below.

Lemma 3.1.

1) If d = 2, then for all f ∈ F (Xn−2) we have

R(A) =

{(
f0; f1; . . . ; fn−2;

n−2∑
j=0

〈L·1, Gc·j〉fj ;
n−2∑
j=0

〈L·2, Gc·j〉fj
)>}

.

2) If d = 1 and k1 = 1, then for all f ∈ F (Xn−2) and g2 ∈ C we have

R(A) =

{(
f0; f1; . . . ; fn−2; g2〈L1, v

2〉+
n−2∑
j=0

〈L·1, Ga·j〉fj ; g2
)>}

.

3) If d = 1 and k1 = 2, then for all f ∈ F (Xn−2) and g1 ∈ C we have

R(A) =

{(
f0; f1; . . . ; fn−2; g1; g1〈L2, v

1〉+

n−2∑
j=0

〈L·2, Ga·j〉fj
)>}

.

Here Gc ∈ F (Xn × Xn−2) is the discrete Green’s function for the dis-
crete Cauchy problem Lu = f , u0 = 0, u1 = 0. Other discrete Green’s
function Ga ∈ F (Xn × Xn−2) and the biorthogonal fundamental system
v1, v2 ∈ F (Xn) are taken for the problem Lu = f with the original con-
dition 〈L3−k1 , u〉 = 0 and condition 〈`, u〉 = 0, replacing 〈Lk1 , u〉 = 0. Here
〈`, u〉 = 0 is selected such that for this auxiliary problem ∆ 6= 0.

Proof. The proof is analogous to the proof of Lemma 1.3 from Chapter 1,
where we investigated the second order differential problem.
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1) First, the discrete Green’s functionGc ∈ F (Xn×Xn−2) for the discrete
Cauchy problem

Lu = f, u0 = 0, u1 = 0, (3.4)

always exists [100, Roman 2011] and is of the form

Gcij =
1

a2j ·Wj+2

{
z1j+1z

2
i − z1i z2j+1 j < i,

0, i 6 j,
i ∈ Xn, j ∈ Xn−2. (3.5)

Here

Wj+2 := W [z1, z2]j+2 =

∣∣∣∣∣ z1j+1 z1j+2

z2j+1 z2j+2

∣∣∣∣∣
denotes the Wronskian of the discrete biorthogonal fundamental system
{z1, z2} at a point j + 2 for every j ∈ Xn−2.

Further, we take the general solution

ui = c1z
1
i + c2z

2
i +

n−2∑
j=0

Gcijfj , i ∈ Xn,

to the discrete equation (3.1). Substituting it into nonlocal conditions (3.2),
we obtain the system

c1〈L1, z
1〉+ c2〈L1, z

2〉 = g1 −
∑n−2

j=0 〈L·1, Gc·j〉fj ,
c1〈L2, z

1〉+ c2〈L2, z
2〉 = g2 −

∑n−2
j=0 〈L·2, Gc·j〉fj .

Since d = 2, then all 〈Lk, zj〉 = 0 and we get conditions g1 =
∑n−2

j=0 〈L·1, Gc·j〉fj
and g2 =

∑n−2
j=0 〈L·2, Gc·j〉fj . Thus, the range R(A) is composed of the follow-

ing vectors b = (f0; . . . ; fn−2; g1; g2)
> =

(
f0; f1; . . . ; fn−2;

∑n−2
j=0 〈L·1, Gc·j〉fj ;∑n−2

j=0 〈L·2, Gc·j〉fj
)> with an arbitrary f ∈ F (Xn−2).

2) Since d = 1, the one condition 〈Lk1 , u〉 = gk1 (here k1 = 1, k2 = 2)
can be omitted as dependent in the consistent problem (3.1)–(3.2). Then
we choose such condition 〈`, u〉 = 0, that the problem Lu = f, 〈`, u〉 =

0, 〈Lk2 , u〉 = g2 has ∆ 6= 0. According to [100, Roman 2011], his special
problem has the Green’s function Ga ∈ F (Xn×Xn−2) and the fundamental
system v1, v2 ∈ F (Xn), satisfying 〈`, vk〉 = δk1 and 〈L2, v

k〉 = δk2 for k = 1, 2.
In example, 〈`, u〉 = 0 can always be one of independent conditions u0 = 0,
u1 = 0, un−1 = 0 or un = 0.

As in the part 1) of the proof, we take the general solution

ui = c1v
1
i + c2v

2
i +

n−2∑
j=0

Gaijfj , i ∈ Xn,
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to the discrete equation (3.1). Putting it into nonlocal conditions (3.2), we
analogously get the system

c1〈L1, v
1〉+ c2〈L1, v

2〉 = g1 −
∑n−2

j=0 〈L·1, Ga·j〉fj ,
c1〈L2, v

1〉+ c2〈L2, v
2〉 = g2 −

∑n−2
j=0 〈L·2, Ga·j〉fj .

Since 〈L2, v
2〉 = 1, 〈L2, v

1〉 = 0 and 〈L·2, Ga·j〉 = 0, then c2 = g2 and
∆ = 0 for the problem (3.1)–(3.2) gives 〈L1, v

1〉 = 0. So, the condition
c1〈L1, v

1〉+ c2〈L1, v
2〉 = g1 −

∑n−2
j=0 〈L·1, Ga·j〉fj can be rewritten in the form

g1 = g2〈L1, v
2〉+

∑n−2
j=0 〈L·1, Ga·j〉fj . Finally, the range R(A) representation is

given by the vector b = (f0; . . . ; fn−2; g1; g2)
> =

(
f0; . . . ; fn−2; g2〈L1, v

2〉 +∑n−2
j=0 〈L·1, Ga·j〉fj ; g2

)> with arbitrary g2 ∈ C and f ∈ F (Xn−2).
3) The proof is obtained similarly.

To formulate other results, it is useful to recall the notation

b = (f0, . . . , fn−2, g1, g2)
> =

n−2∑
j=0

fie
i + g1e

n−1 + g2e
n,

where e0 = (1, 0, . . . , 0)>, e1 = (0, 1, . . . , 0)>,. . . , en = (0, 0, . . . , 1)> are
matrix representations of the standard basis ej , j = 0, n, in the discrete
space F (Xn). Since the equality R(A)⊥ = N(A∗) is always valid, further
we provide the representation of the nullspace N(A∗).

Corollary 3.2. The following three statements are valid:

1) if d = 2, then N(A∗) is generated by two vectors

w1 = −
n−2∑
j=0

〈L·1, Gc·j〉e
j + en−1, w2 = −

n−2∑
j=0

〈L·2, Gc·j〉e
j + en;

2) if d = 1 and k1 = 1, then N(A∗) is generated by the vector

w = −
n−2∑
j=0

〈L·1, Ga·j〉e
j + en−1 − 〈L1, v2〉en;

3) if d = 1 and k1 = 2, then N(A∗) is generated by the vector

w = −
n−2∑
j=0

〈L·2, Ga·j〉e
j − 〈L2, v1〉en−1 + en.
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Proof. 1) We have the orthogonality condition (b, b̃) = 0 for all b ∈ R(A)

and b̃ = (f̃0, . . . , f̃n−2, g̃1, g̃2)
> ∈ R(A)⊥, i.e.,

n−2∑
j=0

fj f̃j + g̃1

n−2∑
j=0

〈L·1, Gc·j〉fj + g̃2

n−2∑
j=0

〈L·2, Gc·j〉fj = 0

with arbitrary f ∈ F (Xn−2). We rewrite it in the form

n−2∑
l=0

(
f̃l + g̃1〈L·1, Gc·l〉+ g̃2〈L·2, Gc·l〉

)
fl = 0.

Taking fl = δlj for every fixed j ∈ Xn−2, we get conditions f̃j+ g̃1〈L·1, Gc·j〉+
g̃2〈L·2, Gc·j〉 = 0 or f̃j = −g̃1〈L·1, Gc·j〉 − g̃2〈L·2, Gc·j〉 valid with every j ∈
Xn−2 and g̃1, g̃2 ∈ C. Thus, the set R(A)⊥ is composed of vectors b̃ =

−
∑n−2

j=0

(
g̃1〈L·1, Gc·j〉+g̃2〈L·2, Gc·j〉

)
ej+g̃1e

n−1+g̃2e
n with all g̃1, g̃2 ∈ C, those

are generated by two linearly independent vectorsw1 = −
∑n−2

j=0 〈L·1, Gc·j〉ej+
en−1, w2 = −

∑n−2
j=0 〈L·2, Gc·j〉ej +en.

2) We write the orthogonality condition (b, b̃) = 0 in the explicit form

n−2∑
j=0

(
f̃j + g̃1〈L·1, Ga·j〉

)
fj dx+ g2 ·

(
g̃1〈L1, v

2〉+ g̃2
)

= 0

for every g2 ∈ C and f ∈ F (Xn−2). Since g2 and f obtain values indepen-
dently, we take g2 = 0, afterwards f = 0 and as in the part 1) of this proof,
get conditions f̃j + g̃1〈L·1, Ga·j〉 = 0, j ∈ Xn−2, and g̃1〈L1, v

2〉 + g̃2 = 0.
Rewriting we have f̃j = −g̃1〈L·1, Ga·j〉 and g̃2 = −g̃1〈L1, v2〉. Thus, the
nullspace N(A∗) is represented by b̃ = −g̃1

∑n−2
j=0 〈L·1, Ga·j〉ej + g̃1e

n−1 −
g̃1〈L1, v2〉en with an arbitrary g̃1 ∈ R, generated by the one vector w =

−
∑n−2

j=0 〈L·1, Ga·j〉ej + en−1 − 〈L1, v2〉en.
3) The proof of the last statement is analogous.

Now recalling the Fredholm alternative theorem, we get solvability con-
ditions for the problem (3.1)–(3.2) without the unique solution (∆ = 0).

Corollary 3.3. (Solvability conditions) The problem (3.1)–(3.2) with ∆ = 0

is solvable if and only if the conditions are valid:

1)
∑n−2

j=0 〈L·1, Gc·j〉fj = g1,
∑n−2

j=0 〈L·2, Gc·j〉fj = g2 for d = 2;

2) g2〈L1, v
2〉+

∑n−2
j=0 〈L·1, Ga·j〉fj = g1 for d = 1 and k1 = 1;

3) g1〈L2, v
1〉+

∑n−2
j=0 〈L·2, Ga·j〉fj = g2 for d = 1 and k1 = 2.
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Example 3.4. Let us consider a differential problem

− u′′ = f(x), x ∈ [0, 1], (3.6)

u(0) = g1, u(1)− γu(ξ) = g2 (3.7)

with ξ ∈ (0, 1), a real function f ∈ C[0, 1] and γ, g1, g2 ∈ R. Let us introduce
the mesh ωh := {xi = ih, i ∈ Xn, hn = 1} and the submesh of inner points
ωh := {xi = ih, i = 1, n− 1, hn = 1} . We denote fi = f(xi+1), i ∈ Xn−2,
and suppose ξ is coincident with a mesh point, i.e., ξ = sh for some s =

1, n− 2. Now we approximate the problem (3.6)–(3.7) by the finite difference
method and obtain the real discrete problem

(Lu)i := − 1

h2
ui+2 +

2

h2
ui+1 −

1

h2
ui = fi, i ∈ Xn−2, (3.8)

〈L1, u〉 := u0 = g1, 〈L2, u〉 := un − γus = g2. (3.9)

Let us take the fundamental system of the homogenous equation (3.8) as
follows z1 = 1, z2 = x, x ∈ ωh. Then the necessary and sufficient existence
condition of the unique solution [100, Roman 2011] is given by

∆ =

∣∣∣∣∣ 〈L1, z
1〉 〈L2, z

1〉
〈L1, z

2〉 〈L2, z
2〉

∣∣∣∣∣ =

∣∣∣∣∣ 1 1− γ
0 1− γξ

∣∣∣∣∣ = 1− γξ 6= 0 ⇔ γξ 6= 1.

For γξ = 1, we have d = 1 and k1 = 2, k2 = 1 since 〈L1, z
1〉 = 1 6= 0.

Now we formulate the auxiliary problem Lu = f , u0 = 0, un = 0 with
classical conditions only (take γ = 0 in (3.9)) because here ∆ 6= 0. This
problem has the biorthogonal fundamental system v1 = 1 − x, v2 = x for
x ∈ ωh and the discrete Green’s function

Gcl
ij = h

{
xj+1(1− xi), xj+1 6 xi,

xi(1− xj+1), xi 6 xj+1,
i ∈ Xn, j ∈ Xn−2. (3.10)

So, from Lemma 3.1, we get the range representation

R(A) =

{(
f0; f1; . . . ; fn−2; g1; (1− γ)g1 − γ

n−2∑
j=0

Gcl
ijfj

)>}
.

Moreover, Corollary 3.2 gives the vector

w = γ

n−2∑
j=0

Gcl
sje

j + (γ − 1)en−1 + en,

which generates the nullspace N(A∗). Finally, we present the solvability
condition

g2 = (1− γ)g1 − γ
n−2∑
j=0

Gcl
ijfj
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for the problem (3.6)–(3.7) with ∆ = 0, what gives γ = 1/ξ in formulas
above.

4 Problem with the unique solution (case ∆ 6= 0)

Substituting the general solution

ui = c1z
1
i + c2z

2
i +

n−2∑
j=0

Gcijfj , i ∈ Xn,

of the discrete equation (3.1) into nonlocal conditions (3.2), we get the sys-
tem

c1〈L1, z
1〉+ c2〈L1, z

2〉 = g1 −
∑n−2

j=0 〈L·1, Gc·j〉fj ,
c1〈L2, z

1〉+ c2〈L2, z
2〉 = g2 −

∑n−2
j=0 〈L·2, Gc·j〉fj .

(4.1)

If ∆ 6= 0, we solve constants c1, c2 uniquely and obtain the representation
of the unique solution to the problem (3.1)–(3.2).

On the other hand, for detA 6= 0, the matrix form Au = b of the dis-
crete problem (3.1)–(3.2) gives another representation of the unique solution
u = A−1b with every right hand side b ∈ C(n+1)×1. Now we are interested
to investigate the structure of the inverse matrix A−1 ∈ C(n+1)×(n+1). Here
we recall several results from Roman’s work [100, 2011] to make their gen-
eralizations in the following section for problems (3.1)–(3.2) with ∆ = 0, or
equivalently, detA = 0.

4.1 Representation of the inverse matrix

Since the right hand side of the problem Au = b has the particular form
b = (f0, f1, . . . , fn−2, g1, g2)

> with every f = (f0, f1, . . . , fn−2)
> ∈ C(n+1)×1

and complex numbers g1, g2, the unique solution can be written in the special
form

u = A−1b = Gf + g1v
1 + g2v

2. (4.2)

Here G ∈ C(n+1)×(n−1) and v1,v2 ∈ C(n+1)×1 are submatrices of the inverse
matrix

A−1 = (G, v1, v2).

Let us now take the discrete representation of the solution (4.2)

u = Gf + g1v
1 + g2v

2,

which has the explicit form

ui =

n−2∑
j=0

Gijfj + g1v
1
i + g2v

2
i , i ∈ Xn. (4.3)
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Here the kernel G ∈ F (Xn × Xn−2) is also known as the discrete Green’s
function and functions v1, v2 ∈ F (Xn) are called the discrete biorthogonal
fundamental system for the problem (3.1)–(3.2) [100, Roman 2011]. Using
the inverse matrix B = A−1, we can always calculate the discrete Green’s
function as well as the discrete biorthogonal fundamental system in the
following way

Gij = Bij , i ∈ Xn, j ∈ Xn−2, (4.4)

v1i = Bi,n−1, i ∈ Xn, (4.5)

v2i = Bin, i ∈ Xn. (4.6)

4.2 Properties of discrete Green’s functions

Roman investigated discrete Green’s functions and their properties in [100,
2011]. Firstly, the discrete Green’s function G is the unique solution to
discrete problem

Li·G·j = δij , i ∈ Xn−2,

〈L·k, G·j〉 = 0, k = 1, 2,
(4.7)

for every fixed j ∈ Xn−2. On the other hand, discrete functions v1 and v2

are unique solutions to corresponding discrete problems

Lv1 = 0,

〈L1, v
1〉 = 1, 〈L2, v

1〉 = 0,

Lv2 = 0,

〈L1, v
2〉 = 0, 〈L2, v

2〉 = 1,
(4.8)

and can always be obtained from the formulas below

v1i =

∣∣∣∣∣ z1i 〈L2, z
1〉

z2i 〈L2, z
2〉

∣∣∣∣∣
∆

, v2i =

∣∣∣∣∣ 〈L1, z
1〉 z1i

〈L1, z
2〉 z2i

∣∣∣∣∣
∆

, i ∈ Xn.

Further we present the way to calculate the discrete Green’s function.

Lemma 3.5 (Roman 2011, [100]). If ∆ 6= 0, then the discrete Green’s func-
tion for the problem (3.1)–(3.2) is given by

Gij = Gcij − v1i 〈L·1, Gc·j〉 − v2i 〈L·2, Gc·j〉, i ∈ Xn, j ∈ Xn−2.

The discrete Green’s function Gc ∈ F (Xn×Xn−2) always exists (3.5) and
describes the unique solution uc ∈ F (Xn) to the discrete Cauchy problem
(3.4), i.e., uci =

∑n−2
j=0 G

c
ijfj , i ∈ Xn. Moreover, the unique solution uc of

the Cauchy problem always represents the unique solution to the discrete
problem (3.1)–(3.2) in the following form

u = uc + (g1 − 〈L1, u
c〉)v1 + (g2 − 〈L2, u

c〉)v2.
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This representation also follows from the other, more general result. Pre-
cisely, unique solutions of two relative problems

Lu = f,

〈L̃k, u〉 = g̃k, k = 1, 2,

Lv = f,

〈Lk, v〉 = gk, k = 1, 2,
(4.9)

where functionals L̃k and Lk, k = 1, 2, may be different, are analogously
related. We present this statement below.

Corollary 3.6 (Roman 2011, [100]). For unique solutions of problems (4.9),
the following equality is always valid

v = u+ (g1 − 〈L1, u〉)v1 + (g2 − 〈L2, u〉)v2.

Moreover, discrete Green’s functions of these problems are also similarly
related.

Theorem 3.7 (Roman 2011, [100]). Discrete Green’s functions G̃ and G of
problems (4.9), respectively, are linked with the equality

Gij = G̃ij − v1i 〈L·1, G̃·j〉 − v2i 〈L·2, G̃·j〉, i ∈ Xn, j ∈ Xn−2.

Let us note that here we used the biorthogonal fundamental system v1, v2

for the second problem (4.9) only. Furthermore, conditions ∆̃ 6= 0 and
∆ 6= 0 for both problems, respectively, are fulfilled. Applying the previous
corollary, we get the relation between biorthogonal fundamental systems for
these problems (4.9) as well.

Corollary 3.8. Let ∆̃ 6= 0 and ∆ 6= 0 for problems (4.9). Then their
biorthogonal fundamental systems ṽ1, ṽ2 ∈ F (Xn) and v1, v2 ∈ F (Xn) are
related by(

〈L1, ṽ
1〉 〈L2, ṽ

1〉
〈L1, ṽ

2〉 〈L2, ṽ
2〉

)(
v1i
v2i

)
=

(
ṽ1i
ṽ2i

)
, i ∈ Xn.

Roman applied these results to problems with nonlocal boundary condi-
tions

(Lu)i := a2iui+2 + a1iui+1 + a0iui = fi, i ∈ Xn−2, (4.10)

〈Lk, u〉 := 〈κk, u〉 − γk〈κk, u〉 = gk, k = 1, 2, (4.11)

where ∆ 6= 0. Here functionals κk describe classical parts but κk, k = 1, 2

represent fully nonlocal parts of conditions (4.11). For vanishing parameters
γ1, γ2 = 0, the problem becomes classical. If this classical problem has the
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unique solution ucl ∈ F (Xn), then it describes the unique solution of the
problem with nonlocal boundary conditions (4.10)–(4.11) in the following
form

u = ucl + γ1〈κ1, u
cl〉+ γ2〈κ2, u

cl〉.

Analogously, the discrete Green’s function for the problem with nonlocal
boundary conditions (4.10)–(4.11) can also be represented

Gij = Gcl
ij + γ1v

1
i 〈κ·1, Gcl

·j〉+ γ2v
2
i 〈κ·2, Gcl

·j〉, i ∈ Xn, j ∈ Xn−2,

using the discrete Green’s function Gcl ∈ F (Xn × Xn−2) of the classical
problem (γ1, γ2 = 0).

5 The unique discrete minimizer (case ∆ = 0)

If the condition ∆ = 0 or equivalent condition detA = 0 is satisfied, then
the discrete problem (3.1)–(3.2) does not have the unique solution [100,
Roman 2011]. In this case, the equivalent problem (3.3) has a singular matrix
A. So, the unique solution as well as the discrete Green’s function cannot
be calculated using the ordinary inverse A−1 because the representation
u = A−1b and formulas (4.4)–(4.6) are not valid.

In this section, we are going to solve the problem (3.1)–(3.2) with ∆ = 0

in the least squares sense. Thus, here we focus on the matrix representation
(3.3) of the discrete problem (3.1)–(3.2). Precisely, we will look for a unique
vector, which minimizes the norm of the residual Au − b and is smallest
among all minimizers. This unique minimizer as well as its representations
are essential objects of our consideration in this section. Here we will derive
its properties. Let us note that obtained results are analogous to all known
properties from the previous section, where the discrete problem (3.1)–(3.2)
with ∆ 6= 0 only was considered.

5.1 The minimum norm least squares solution

The problem (3.1)–(3.2) with detA = 0 has a lot of solutions (consistent
problem) or no solutions (inconsistent problem). Despite this, we make a
following decision. Instead of the unique solution to the problem Au = b,
here we look for a vector ug ∈ C(n+1)×1, which minimizes the standard
Euclidean norm of the residual

‖Aug − b‖ 6 ‖Au− b‖, ∀ u ∈ C(n+1)×1. (5.1)
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Every vector, minimizing the residual (5.1), is called the least squares so-
lution to the problem (3.3) [6, Ben-Israel and Greville 2003]. Among all
least squares solution, we choose the unique solution uo ∈ C(n+1)×1 of the
minimum norm

‖uo‖ < ‖ug‖ ∀ ug 6= uo. (5.2)

This vector uo always exists and is often called the minimum norm least
squares solution to the problem (3.3). Considering its discrete representation
uo ∈ F (Xn), we assign it to the equivalent discrete problem (3.1)–(3.2) as
the unique minimizer as well.

Minimization steps (5.1)–(5.2) for the consistent problem means that
we select the unique solution, which has the minimum standard Euclidean
norm among all solutions. If the problem is inconsistent, we have the best
approximate solution. As we will see, there are a lot of approximate solutions
as well. Thus, here we choose the one of the minimum norm again.

Let us note that the problem (3.1)–(3.2) with detA 6= 0 is also involved
in the minimization problem (5.1)–(5.2) because its unique solution u =

A−1b is coincident with the unique minimizer uo. As the inverse matrix
A−1 exists and plays the essential role for the problem (3.1)–(3.2) with
detA 6= 0, we can also obtain an analogue for the problem with detA = 0.
Indeed, according to Penrose [93, 1955], every matrix A ∈ C(n+1)×(n+1)

of the discrete problem always has the unique matrix X ∈ C(n+1)×(n+1)

satisfying all four Penrose equations

AXA = A, XAX = X, (AX)∗ = AX, (XA)∗ = XA. (5.3)

This matrix is often called the Moore–Penrose inverse of the matrix A and
is denoted by A†. Several properties of the Moore–Penrose inverse A† are
listed below.

Lemma 3.9 (Penrose 1955, [93]; Moore and Barnard 1935, [81]; Ben-Israel
and Greville 2003, [6]). For every finite matrix A ∈ Ck×m and its Moore–
Penrose inverse A† ∈ Cm×k, the following conditions are valid:

1) A† = A−1 if detA 6= 0 (∆ 6= 0);

2) (A†)† = A;

3) (A∗)† = (A†)∗;

4) N(A†) = N(A∗);

5) R(A†) = R(A∗);
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6) rankA = rankA† = rankA∗;

7) PR(A) = AA† and PR(A∗) = A†A.

Another property of the Moore–Penrose inverse A† says that it describes
the minimum norm least squares solution

uo = A†b (5.4)

of the problem (3.1)–(3.2) analogously as the unique solution is given u =

A−1b if it exists [93, Penrose 1955], [6, Ben-Israel and Greville 2003], [79,
Mayer 2004]. Using the minimum norm least squares solution uo = A†b,
we also know the general least squares solutions ug, that is,

ug = A†b + PN(A)c, ∀c ∈ C(n+1)×1, (5.5)

where PN(A) denotes the orthogonal projector onto the nullspace N(A). Let
us note that the minimizer uo is the particular least squares solution, which
is uniquely characterized by the following two inequalities:

‖Auo − b‖ 6 ‖Au− b‖, ∀ u ∈ C(n+1)×1, (5.6)

‖uo‖ < ‖ug‖, ∀ ug 6= uo. (5.7)

Moreover, every least squares solution can be represented by the minimum
norm least squares solution

ug = uo + PN(A)c (5.8)

with an arbitrary discrete function c ∈ F (Xn), whereas the minimum norm
least squares solution is always equal to

uo = PN(A)⊥u
g. (5.9)

Let us remark that the minimizer (5.4) to the problem (3.3), which may be
consistent (b ∈ R(A)) or inconsistent (b /∈ R(A)), is always the minimizer
to a consistent problem Au = PR(A)b [6, Ben-Israel and Greville 2003].

5.2 Generalized discrete Green’s function

Considering the form of b = (f0, f1, . . . , fn−2, g1, g2)
> ∈ C(n+1)×1 with every

f = (f0, f1, . . . , fn−2)
> ∈ C(n−1)×1 and complex numbers g1, g2, we write

the minimum norm least squares solution (5.4) in the following special form

uo = Ggf + g1v
g,1 + g2v

g,2. (5.10)
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Here Gg ∈ C(n+1)×(n−1) and vg,1,vg,2 ∈ C(n+1)×1 are submatrices of the
Moore–Penrose inverse

A† = (Gg, vg,1, vg,2).

We also get the discrete representation of the minimum norm least
squares solution (5.9)

uo = Ggf + g1v
g,1 + g2v

g,2,

which can be considered in the explicit form

uoi =

n−2∑
j=0

Ggijfj + g1v
g,1
i + g2v

g,2
i , i ∈ Xn. (5.11)

This representation of the unique minimizer uo ∈ F (Xn) is so literally simi-
lar to the representation of the unique solution (4.3) for the particular case,
investigated in Section 4. Furthermore, formulas (4.3) and (5.11) are coin-
cident if ∆ 6= 0. Thus, we call the discrete kernel Gg ∈ F (Xn × Xn−2) by
the generalized discrete Green’s function and functions vg,1, vg,2 ∈ F (Xn)

– the generalized discrete biorthogonal fundamental system for the problem
(3.1)–(3.2) [100, Roman 2011].

Moreover, we can always calculate the generalized discrete Green’s func-
tion and the generalized discrete biorthogonal fundamental system using the
Moore–Penrose inverse B = A† as given below

Ggij = Bij , i ∈ Xn, j ∈ Xn−2, (5.12)

vg,1i = Bi,n−1, i ∈ Xn, (5.13)

vg,2i = Bin, i ∈ Xn. (5.14)

Thus, for detA 6= 0, we have that A† = A−1, the discrete minimum
norm least squares solution uo ∈ F (Xn) is coincident with the unique dis-
crete solution u ∈ F (Xn), the generalized discrete Green’s function Gg is
coincident with the discrete Green’s function G, the generalized discrete
biorthogonal fundamental system vg,1, vg,2 is coincident with the discrete
biorthogonal fundamental system v1, v2.

5.3 Properties of minimizers

In this subsection we investigate properties of minimum norm least squares
solutions and generalized discrete Green’s functions. Obtained results are
similar to corresponding properties given in Section 4.
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Lemma 3.10. The generalized discrete Green’s function Gg ∈ F (Xn×Xn−2)

is the minimum norm least squares solution of the following discrete problem

Li·Gg·j = δij , i ∈ Xn−2,

〈L·k, G
g
·j〉 = 0, k = 1, 2,

(5.15)

for every fixed j ∈ Xn−2.

Proof. The minimum norm least squares solution of problem (3.1)–(3.2) is
described by the formula (5.11). Let us choose j ∈ Xn−2 and values of the
right hand side f = (δ0j , δ1j , . . . , δn−2,j)

> and g1 = g2 = 0. Then for a
fixed j ∈ Xn−2, the form of the minimum norm least squares solution (5.11)
simplifies as follows

uoi =
n−2∑
l=0

Ggilfl =
n−2∑
l=0

Ggilδlj = Ggij , i ∈ Xn.

So, for each fixed j ∈ Xn−2 generalized Green’s function Gg·j is the minimum
norm least squares solution of the problem (5.15).

Lemma 3.11. Discrete functions vg,1 and vg,2 from F (Xn) are minimum
norm least squares solutions of corresponding discrete problems

Lvg,1 = 0,

〈L1, v
g,1〉 = 1, 〈L2, v

g,1〉 = 0,

Lvg,2 = 0,

〈L1, v
g,2〉 = 0, 〈L2, v

g,2〉 = 1.
(5.16)

Proof. The minimum norm least squares solution of the problem (3.1)–(3.2)
is described by formula (5.10). For this problem, let us choose f = 0 and
g1 = 1, g2 = 0. Then from the formula (5.10) follows that vg,1 is the
minimum norm least squares solution of the first problem (5.12). Afterwards
choosing f = 0 and g1 = 0, g2 = 1, we obtain similarly that vg,2 is the
minimum norm least squares solution of the other problem (5.16).

Let us now investigate two relative problems (4.9), where the first prob-
lem has the unique solution, i.e., the condition ∆̃ 6= 0 is valid. Here and
further Gg ∈ F (Xn×Xn−2) is the generalized discrete Green’s function and
vg,1, vg,2 ∈ F (Xn) are the generalized biorthogonal fundamental system to
the second problem (4.9), which may have the unique solution (∆ 6= 0) or
not (∆ = 0).

Theorem 3.12. If the first discrete problem (4.9) has the unique exact solu-
tion u ∈ F (Xn), then the minimum norm least squares solution uo ∈ F (Xn)

of the other problem (4.9) is given by

uo = u− PN(A)u+ vg,1(g1 − 〈L1, u〉) + vg,2(g2 − 〈L2, u〉).
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Proof. Let us take the difference w = uo − u between the minimum norm
least squares solution uo ∈ F (Xn) of the second problem (4.9) and the
unique exact solution u ∈ F (Xn) of the first problem of (4.9). Now we will
show that w is the least squares solution to the problem

Lw = 0, 〈Lk, w〉 = gk − 〈Lk, u〉, k = 1, 2, (5.17)

which can be represented in the equivalent matrix form Aw = b̃ with the
right hand side b̃ = (0, 0, . . . , 0, g1 − L1u, g2 − L2u)>. Since uo is the min-
imum norm least squares solution to the system (3.3) with the right hand
side b = (f0, f1, . . . , fn−2, g1, g2)

>, then the inequality (5.6) is always valid,
i.e.,

‖Auo − b‖ 6 ‖Av − b‖ (5.18)

for every v ∈ C(n+1)×1. Now we rewrite the norm as follows ‖Av − b‖ =

‖Av + (Au−Au)− b‖ = ‖A(v− u)− (−Au + b)‖ = ‖A(v− u)− b̃‖ for
all v ∈ C(n+1)×1. From here we have

‖A(uo − u)− b̃‖ 6 ‖A(v − u)− b̃‖, ∀ v ∈ C(n+1)×1

or, denoting z = v − u, obtain

‖Aw − b̃‖ 6 ‖Az− b̃‖, ∀ z ∈ C(n+1)×1

So, w is a least squares solution of the problem Aw = b̃ and, according
to the formula (5.8), it describes the minimizer wo = A†b̃ in the form
wo = PN(A)⊥w. Using the composition w = PN(A)⊥w + PN(A)w, we get
w = A†b̃ + PN(A)w. Now we recall the equality w = uo − u and obtain

uo = u + A†b̃ + PN(A)w. (5.19)

Here we take the composition u = PN(A)⊥u + PN(A)u and rewrite the
representation (5.19) into the form uo = PN(A)⊥u+A†b̃+PN(A)u

o, because
w + u = uo. From (5.9), we have uo ∈ N(A)⊥. Then PN(A)u

o = 0 and
the previous representation simplifies to uo = PN(A)⊥u + A†b̃. Rewriting
it into the extended form

uo = u−PN(A)u + (g1 − L1u)vg,1 + (g2 − L2u)vg,2,

we obtain the statement of this theorem.

Remark 3.13. Let us note that, for detA 6= 0, the nullspace N(A) is trivial
and the orthogonal projector PN(A) = O is the zero matrix. If detA = 0,
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then the nullspace N(A) has an orthonormal basis zl, l = 1, d, and the
orthogonal projector is represented by the following matrix

PN(A) =
d∑
l=1

zl(zl)∗.

Further, we provide the representation of the minimum norm least squares
solution, which is always applicable.

Corollary 3.14. The minimum norm least squares solution uo to the prob-
lem (3.1)–(3.2) can always be represented by the unique solution uc to the
Cauchy problem (3.4) as follows

uo = uc − PN(A)u
c + (g1 − 〈L1, u

c〉)vg,1 + (g2 − 〈L2, u
c〉)vg,2.

Proof. It follows from Theorem 3.12 since the Cauchy problem (3.4) always
has the unique solution uc.

Now we present the property of generalized discrete biorthogonal funda-
mental systems for problems (4.9), which is similar to Corollary 1.10.

Corollary 3.15. Let ∆̃ 6= 0 for the first problem (4.9). Then the discrete
biorthogonal fundamental system ṽ1, ṽ2 ∈ F (Xn) of the first problem and the
generalized discrete biorthogonal fundamental system vg,1, vg,2 ∈ F (Xn) of
the second problem (4.9) are related by(

〈L1, ṽ
1〉 〈L2, ṽ

1〉
〈L1, ṽ

2〉 〈L2, ṽ
2〉

)(
vg,1

vg,2

)
=

(
PN(A)⊥ ṽ

1

PN(A)⊥ ṽ
2

)
.

Proof. The proof is coincident with the proof of Corollary 1.21 from Chapter
1 but here we apply Theorem 3.12.

5.4 Relations between generalized discrete Green’s
functions

Here we discuss on representations of a generalized discrete Green’s func-
tions.

Theorem 3.16. If ∆̃ 6= 0 for the first problem (4.9), then its discrete Green’s
function G ∈ F (Xn × Xn−2) and the generalized discrete Green’s function
Gg ∈ F (Xn ×Xn−2) of the second problem (4.9) are related by the equality

Ggij = Gij− (PN(A))i·G·j−v
g,1
i 〈L

·
1, G·j〉−v

g,2
i 〈L

·
2, G·j〉, i ∈ Xn, j ∈ Xn−2.
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Proof. For every fixed j ∈ Xn−2, let us investigate two discrete problems
(4.7) and (5.15). Their solutions are u = coljG and v = coljGg, respectively.
Then according to Theorem 3.12, they are related as given

coljGg = coljG− PN(A)coljG− vg,1〈L1, coljG〉 − vg,2〈L2, coljG〉.

Rewriting in the extended form, we obtain the statement of this theorem.

If the second problem (4.9) has the discrete Green’s function as well,
then Theorem 3.16 simplifies to the result from [100, Roman 2011], which is
formulated in Theorem 3.7. The author also obtained the explicit represen-
tation of the discrete Green’s function (see Lemma 3.5) using the discrete
Green’s function Gc of the initial problem (3.4), since it always exists. Now
we present the extension of this result to the generalized discrete Green’s
function.

Corollary 3.17. The generalized discrete Green’s function Gg ∈ F (Xn ×
Xn−2) to the problem (3.1)–(3.2) is always given by

Ggij = Gcij− (PN(A))i·G
c
·j−v

g,1
i 〈L

·
1, G

c
·j〉−v

g,2
i 〈L

·
2, G

c
·j〉, i ∈ Xn, j ∈ Xn−2.

Proof. Since every second order discrete initial problem (3.1)–(3.2) has the
discrete Green’s function (3.5), the statement of this corollary follows from
Theorem 3.16 with G = Gc.

Since the condition ∆ 6= 0 is equivalent to the inequality detA 6= 0, the
discrete problem (3.3) has a nonsingular matrix and the orthogonal projector
PN(A) = O is the zero matrix. So, we note that all statements, proved in
this section for a generalized discrete Green’s function Gg, a generalized
discrete biorthogonal fundamental system vg,1, vg,2 and the minimum norm
least squares solution uo, are coincident with corresponding statements that
are formulated in Section 4 for a discrete Green’s function G, a discrete
biorthogonal fundamental system v1, v2 and the unique solution u if the
condition ∆ 6= 0 is satisfied.

5.5 Applications to nonlocal boundary conditions

For the problem with nonlocal boundary conditions (4.10)–(4.11), we obtain
the following representation of the minimizer uo using the unique solution
ucl to the classical problem (γ1, γ2 = 0).
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Corollary 3.18. If the classical problem (4.10)–(4.11) (γ1, γ2 = 0) has the
unique solution ucl ∈ F (Xn), then the minimizer to the nonlocal boundary
value problem (5.10)–(5.11) is given by

uo = ucl − PN(A)u
cl + γ1〈κ1, u

cl〉vg1 + γ2〈κ2, u
cl〉vg2.

Proof. We obtain this corollary applying Theorem 3.12 with 〈Lk, ucl〉 =

gk − γk〈κk, ucl〉, since ucl satisfies conditions 〈κk, ucl〉 = gk, k = 1, 2.

The generalized discrete Green’s function for the problem with nonlocal
boundary conditions (4.10)–(4.11) can also be similarly described.

Corollary 3.19. If the classical problem (4.10)–(4.11) (γ1, γ2 = 0) has the
discrete Green’s function Gcl ∈ F (Xn ×Xn−2), then the generalized Green’s
function of the nonlocal problem (4.10)–(4.11) is of the form

Ggij = Gcl
ij−(PN(A))i·G

cl
·j+γ1v

g,1
i 〈κ

·
1, G

cl
·j〉+γ2v

g,2
i 〈κ

·
2, G

cl
·j〉, i ∈ Xn, j ∈ Xn−2.

Proof. It follows from Theorem 3.16, since 〈κ·k, Gcl
·j〉 = 0 and 〈L·k, Gcl

·j〉 =

−γk〈κ·k, Gcl
·j〉 for k = 1, 2.

Example 3.20. Let us now recall Example 3.4, where we approximated the
differential problem

− u′′ = f(x), x ∈ [0, 1], (5.20)

u(0) = g1, u(1)− γu(ξ) = g2 (5.21)

by the real discrete second order problem

(Lu)i := − 1

h2
ui+2 +

2

h2
ui+1 −

1

h2
ui = fi, i ∈ Xn−2, (5.22)

〈L1, u〉 := u0 = g1, 〈L2, u〉 := un − γus = g2. (5.23)

Let us take γ = 1/ξ. It gives ∆ = 0, where the discrete problem (5.22)–
(5.23) has neither the unique exact solution nor the discrete Green’s function.
So, now we are going to consider its minimizer and obtain the representation
of the generalized discrete Green’s function.

Indeed, we have the following expression of the minimum norm least
squares solution

uoi =
n−2∑
i=0

Ggijfj + g1v
g,1
i + g2v

g,2
i , i ∈ Xn, (5.24)
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described by the generalized discrete Green’s function Gg ∈ F (Xn ×Xn−2).
Let us note [100, Roman 2011] that the problem (5.22)–(5.23) with classical
conditions (γ = 0) only always has the discrete Green’s function

Gcl
ij = h

{
xj+1(1− xi), xj+1 6 xi,

xi(1− xj+1), xi 6 xj+1,
i ∈ Xn, j ∈ Xn−2. (5.25)

Thus, according to Corollary 3.19, we get the following expression of the
generalized discrete Green’s function

Ggij = Gcl
ij − (PN(A))i·G

cl
·j + γvg,2i Gcl

sj , i ∈ Xn, j ∈ Xn−2. (5.26)

If ∆ 6= 0, then this representation simplifies to the description of the
discrete Green’s function

Gij = Gcl
ij + γv2iG

cl
sj , i ∈ Xn, j ∈ Xn−2.

Indeed, here PN(A) = O is the zero matrix and vg,2 = x/(1 − γξ), x ∈ ωh,
is the unique exact solution to the problem

Lu = 0, 〈L1, u〉 = 0, 〈L2, u〉 = 1.

Another situation ∆ = 0 is different. Here the nullity d = dimN(A) = 1

(recall Example 3.4) and x ∈ N(A) generates the nullspace. According to
Remark 3.13, we know the orthogonal projector PN(A) = xx>/‖x‖2 and the
projection of the discrete Green’s function PN(A)G

cl = xx>Gcl/‖x‖2, that
simplifies to

(PN(A))i·G
cl
·j =

xi
‖x‖2

n∑
l=0

xlG
cl
lj =

h

(1 + h)(2 + h)
· xixj+1(1− x2j+1).

To obtain the full representation of the generalized discrete Green’s func-
tion (5.26), we need to find the discrete function vg,2. It is the unique min-
imizer to the problem Au = en as well to the consistent problem Au =

PR(A)e
n. Indeed, taking the matrix representation of the minimizer vg,2 =

A†en, we get Avg,2 = AA†en = PR(A)e
n. Here we used the property

AA† = PR(A) [6, Ben-Israel and Greville 2003].
According to Example 3.4, the nullspace N(A∗) is generated by the vector

w = γ

n−2∑
j=0

Gcl
sje

j + (γ − 1)en−1 + en. (5.27)

Since PR(A) = PN(A∗)⊥, then PR(A)e
n = en−PN(A∗)e

n = en−w/‖w‖2 or

PR(A)e
n =

1

‖w‖2

(
− γ

n−2∑
j=0

Gcl
sje

j + (1− γ)en−1 + (‖w‖2 − 1)en
)
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with the denominator ‖w‖2 = γ2
∑n−2

j=0 (Gcl
sj)

2 + (1 − γ)2 + 1 = 1 + (γ −
1)2(hξ2 + 3)/3 + (γ− 1)2h3/6 converging to (γ− 1)2 = (ξ− 1)2/ξ2 if h→ 0.

Now we can solve the consistent problem Au = PR(A)e
n, that is,

(Lu)i = −γGcl
si/‖w‖2, i ∈ Xn−2, (5.28)

u0 = (1− γ)/‖w‖2, (5.29)

un − γus = 1− 1/‖w‖2. (5.30)

First, we obtain a general solution of the discrete equation (5.28), i.e.,

ui = c1 + c2xi −
γ

‖w‖2
n−2∑
j=0

Gcl
ijG

cl
sj , i ∈ Xn.

Substituting it into the equation (5.29), we use conditions 〈L·1, Gcl
·j〉 := Gcl

0j =

0 and find the general least squares solution

ugi =
1− γ
‖w‖2

+ cxi −
γ

‖w‖2
n−2∑
j=0

Gcl
ijG

cl
sj , i ∈ Xn, c ∈ R.

Here the equation (5.30) is not used to find the constant c because d = 1 and
this equation is a linear combination of previous equations. This condition
(5.30) for the obtained ug expression is satisfied trivially. Since the minimum
norm least squares solution vg,2 is the unique function from ug, we have

vg,2i =
1− γ
‖w‖2

+ coxi −
γ

‖w‖2
n−2∑
j=0

Gcl
ijG

cl
sj , i ∈ Xn,

with the particular constant

co =− 1

‖x‖2
x>ug =

3

(2 + h)‖w‖2
·
(
γ − 1 + γ

n∑
i=0

n−2∑
j=0

xiG
cl
ijG

cl
sj

)

=
1

40(2 + h)
· 1

6 + (γ − 1)2(h2 + 2hξ2 + 6)

(
− 12ξ4 + (7− 18h)ξ3

+2(5h2 − 9h− 10)ξ2 + 3h2ξ + 30h3 − 5h2 + 30h− 338 + 360γ

)
.

We found it calculating the projection vg,2 = PN(A)⊥u
g = ug −PN(A)u

g =

ug − xx>ug/‖x‖2. Simplifying we obtain

vg,2i =
ξ

6ξ2 + (ξ − 1)2(2hξ2 + 6 + h2)

(
6ξ · co · ‖w‖2x

+ 6(1− ξ)− h

{
ξ(1− ξ)(2− ξ − 2h)xi + (ξ − 1)x3i , xi < ξ,

ξh2 − ξ3 + ξ(2 + ξ2 − h2)xi − 3ξx2i + ξx3i , xi > ξ

)
.
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Substituting the obtained vg2 expression and representations of the discrete
Green’s function Gcl with (PN(A))i·G

cl
·j into (5.26), we know the full descrip-

tion of the generalized discrete Green’s function Gg, that is given below

Ggij = h

{
xj+1(1− xi) xj+1 6 xi,

xi(1− xi+1), xj+1 > xi,
− h

(1 + h)(2 + h)
· xixj+1(1− x2j+1)

+
h

6ξ2 + (ξ − 1)2(2hξ2 + 6 + h2)

(
6ξ · co · ‖w‖2x+ 6(ξ − 1)

− h

{
ξ(1− ξ)(2− ξ − 2h)xi + (ξ − 1)x3i , xi < ξ,

ξh2 − ξ3 + ξ(2 + ξ2 − h2)xi − 3ξx2i + ξx3i , xi > ξ

)
×

×

{
xj+1(1− ξ), xj+1 6 ξ,

ξ(1− xj+1), xj+1 > ξ.

To get the full representation of the minimizer (5.24), we still need to
find the discrete function vg,1. We take the biorthogonal fundamental system
ṽ1 = 1 − x, ṽ2 = x, x ∈ ωh, of the classical problem (γ = 0) and apply
Corollary 3.15. From there we get the equality vg1 + (1− γ)vg2 = PN(A)⊥ ṽ

1.
Since PN(A)⊥ ṽ

1 = ṽ1 − PN(A)ṽ
1 = 1 − 3x/(2 + h), we have the following

expression

vg1 = (γ − 1)vg2 + 1− 3

2 + h
x.

Substituting the obtain representation of vg2, we find vg1 and know all rep-
resentations of Gg, vg,1 and vg,2. So, now we can always calculate the mini-
mum norm least squares solution uo with every right hand side by the formula
(5.24).

Let us now recall the minimum norm least squares solution for the dif-
ferential problem (5.20)–(5.21), investigated in Subsection 5.1 from Chapter
1. However, comparing corresponding expressions, we obtain no conver-
gence. Indeed, the representation vg,2i above does not converge to the function
vg,2(x). Another discrete functions vg,1i and Ggij do not converge to functions
vg,1(x) and Gg(x, y), too. Why there is no convergence of the discrete min-
imizer (5.24) to the minimizer of the differential problem (5.20)–(5.21)?

The answer is as follows. First, the form of the minimum norm least
squares solution (5.24) as well as the unique solution

ui =

n−2∑
i=0

Gijfj + g1v
1
i + g2v

2
i , i ∈ Xn, (5.31)

if it exists, is not applied to investigate the convergence. Since the solution
of the differential problem (1.1)–(1.2) is given by

u(x) =

∫ 1

0
G(x, y)f(y) dy + g1v

1(x) + g2v
2(x), x ∈ [0, 1], (5.32)
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(consider the analogical representation for the minimizer!), we need to take
the representation of the solution (as well as the minimizer) in the form,
which is compatible with the representation (5.32). Rewriting the represen-
tation Gijfj = Gijf(xj+1) = Ghijf(xj+1)h with the modified discrete Green’s
function Ghij = h−1 ·Gij, we obtain the correct form

ui =
n−2∑
i=0

Ghijf(xj+1)h+ g1v
1
i + g2v

2
i , i ∈ Xn.

Similarly, we consider the minimizer

uoi =

n−2∑
i=0

Gg,hij f(xj+1)h+ g1v
g,1
i + g2v

g,2
i , i ∈ Xn. (5.33)

Second, we have just solved the minimization problem (5.6)–(5.7) using
the standard Euclidean norm in both minimization steps. However, the min-
imum norm least squares solution of the differential problem (1.1)–(1.2) has
the smallest H2[0, 1] norm among all functions minimizing the L2[0, 1]×R2

norm of the residual Lu − f . Thus, the standard Euclidean norm was not
compatible to investigate the convergence.

So, now we introduce the two different norms

‖u‖H2(ωh) =

(
n∑
i=0

u2ih+
n∑
i=1

(
ui − ui−1

h

)2

h+
n−1∑
i=1

(
ui+1 − ui + ui−1

h2

)2

h

)1/2

,

‖b‖L2(ωh)×R2 =

(
n−1∑
i=1

f2(xi)h+ g21 + g22

)1/2

,

for every u, b ∈ R(n+1)×1, and the corresponding inner products those hold
the equality ‖u‖ = (u,u)1/2. Let us note that here b is not necessary of the
special form b =

(
f(x1), f(x2), . . . , f(xn−1), g1, g2

)> ∈ R(n+1)×1, which only
helps to illustrate the similarity to the inner product in the space L2[0, 1]×R2.

Thus, instead of the minimization problem (5.6)–(5.7), now we minimize
the L2(ωh)× R2 norm of the residual

‖Aug − b‖L2(ωh)×R2 6 ‖Au− b‖L2(ωh)×R2 , ∀ u ∈ R(n+1)×1, (5.34)

and look for the unique minimizer uo ∈ R(n+1)×1, which has the smallest
norm

‖uo‖H2(ωh) < ‖u
g‖H2(ωh), ∀ ug 6= uo. (5.35)

Let us note that the new minimization problem indeed has the unique
minimizer uo since it can be reduced to the previous minimization problem
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(5.6)–(5.7). Precisely, we need to minimize the norm

‖Au− b‖2L2(ωh)×R2 =
n−2∑
j=0

(
(Lu)i − f(xi+1)

)2
h+

2∑
k=1

(gk − 〈Lk, u〉)2

=

n−2∑
j=0

(
h1/2(Lu)i − h1/2f(xi+1)

)2
+ (g1 − 〈L1, u〉)2 + (g2 − 〈L2, u〉)2

=
n−2∑
j=0

(
(L̃u)i − f̃i

)2
+ (g1 − 〈L1, u〉)2 + (g2 − 〈L2, u〉)2 = ‖Ãu− b̃‖2,

which represents the standard Euclidean norm of the residual of the second
order discrete problem

(L̃u)i := h1/2(Lu)i = f̃i, i ∈ Xn−2, 〈L1, u〉 = g1, 〈L1, u〉 = g2, (5.36)

also given in the matrix form Ãu = b̃. Here we denoted the output of the
discrete operator L̃ by f̃i = h1/2f(xi+1), i ∈ Xn−2. As discussed in Section
5.1, there exists a set of functions ug ∈ R(n+1)×1 those minimize the standard
Euclidean norm of the residual

‖Ãug − b̃‖ 6 ‖Ãu− b̃‖, ∀ u ∈ R(n+1)×1 (5.37)

and is of the form

ug = Ã†b̃ + P
N(Ã)

c, c ∈ R(n+1)×1.

Minimizing the H2(ωh) norm of the general least squares solution ug, we
find the desired minimizer uo.

Let us first obtain the discrete function vg,2 ∈ F (Xn) for the minimiza-
tion problem (5.34)–(5.35) of Au = en. The vector vg,2 is also the minimizer
to the problem Ãu = ẽn as well as to the consistent problem Ãu = P

R(Ã)
ẽn

in the standard least squares sense (5.6)–(5.7). Since here ẽn = en, we
consider the problem Ãu = P

R(Ã)
en.

For the problem (5.36), we have d = 1, k1 = 2, k2 = 1 and x ∈ N(Ã) =

N(A) as previous but N(Ã∗) is different to N(A∗) = N(A>). Let us formu-
late the auxiliary problem L̃u = f , u0 = 0, un = 0 with classical conditions
(γ = 0). It has the discrete Green’s function G̃cl

ij = h1/2 ·Gcl,h
ij , where

Gcl,h
ij =

{
xj+1(1− xi), xj+1 6 xi,

xi(1− xj+1), xi 6 xj+1,
i ∈ Xn, j ∈ Xn−2.

Using Corollary 3.2, we find the vector

w̃ = γ

n−2∑
j=0

G̃cl
sje

j + (γ − 1)en−1 + en
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generating the nullspace N(Ã∗). Now we calculate the projection

P
R(Ã)

en = en −P
N(Ã∗ )e

n = en − (w̃, en)

‖w̃‖2
w̃,

that can be rewritten in the form

P
R(Ã)

en =
1

‖w̃‖2

(
− γ

n−2∑
j=0

G̃cl
sje

j + (1− γ)en−1 + (1− ‖w̃‖2)en
)
.

Let us note that the denominator

‖w̃‖2 = γ2
n−2∑
j=0

(G̃cl
sj)

2 + (1− γ)2 + 1 = γ2
n−2∑
j=0

(Gcl,h
sj )2h+ (1− γ)2 + 1,

converges to the norm of the vector valued function w ∈ N(L∗) obtained in
Subsection 5.1 from Chapter 1, that is

‖w‖2 = γ2
∫ 1

0

(
Gcl(ξ, y)

)2
dy + (1− γ)2 + 1.

It is described by the Green’s function

Gcl(x, y) =

{
y(1− x), y 6 x,

x(1− y), y 6 x,

for the differential problem (5.20)–(5.21) with classical conditions (γ = 0).
Let us now solve the consistent problem Ãu = P

R(Ã)
en, which is given

by

(L̃u)i = −γG̃cl
si/‖w̃‖2, i ∈ Xn−2, (5.38)

u0 = (1− γ)/‖w̃‖2, (5.39)

un − γus = 1− 1/‖w̃‖2. (5.40)

First, we take a general solution of the discrete equation (5.38)

ui = c1+c2xi−
γ

‖w̃‖2
n−2∑
j=0

G̃cl
ijG̃

cl
sj = c1+c2xi−

γ

‖w̃‖2
n−2∑
j=0

Gcl,h
ij Gcl,h

sj h, i ∈ Xn.

Substituting it into the condition (5.39), we find the general least squares
solution

ugi =
1− γ
‖w̃‖2

+ cxi −
γ

‖w̃‖2
n−2∑
j=0

Gcl,h
ij Gcl,h

sj h, i ∈ Xn, c ∈ R.
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However, the condition (5.40) is not used to find the constant c since it is
satisfied trivially for this ug (here d = 1).

Let us note that here obtained ug is the general least squares solution
to Ãu = ẽn, i.e., it minimizes the standard Euclidean norm of the resid-
ual Ãu − ẽn. Together, it is the general least solution of the minimization
problem (5.34), i.e., it minimizes the L2(ωh) × R2 norm of the residual of
the problem Au = en. Our aim is to find the function vg,2, which is the
unique function from ug of the minimum H2(ωh) norm. So, minimizing the
H2(ωh) norm of ug above, we find

vg,2i =
1− γ
‖w̃‖2

+ ch,oxi −
γ

‖w̃‖2
n−2∑
j=0

Gcl,h
ij Gcl,h

sj h, i ∈ Xn,

with the particular constant ch,o = co + O(h), where co is the constant ob-
tained to represent the minimizer

vg2(x) =
1− γ
‖w‖2

+ cox− γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy

of the differential problem (5.20)–(5.21), considered in Subsection 5.1 from
Chapter 1. Letting h→ 0, we obtain that the discrete function vg,2i converges
to vg,2(xi).

Let us now find the discrete function vg,1 ∈ F (Xn), which is the min-
imizer to the problem Ãu = ẽn−1 as well as to the consistent problem
Ãu = P

R(Ã)
ẽn−1 in the standard least squares sense (5.6)–(5.6). Making

similar calculations, we obtain the following representation

vg,1 = (γ − 1)vg,2 − 3(1 + h)

8 + 3h+ h2
x, x ∈ ωh.

Here we again obtain the convergence of the discrete function vg,1 to the
minimizer

vg,1(x) = (γ − 1)vg,2(x)− 3

8
x, x ∈ [0, 1],

of the differential problem (5.20)–(5.21).
Now we present the generalized discrete Green’s function

G̃gij = G̃cl
ij − (P

N(Ã)
)i·G̃

cl
·j + γvg,2i G̃cl

sj , i ∈ Xn, j ∈ Xn−2,

for the problem (5.36), simply given by G̃g = G̃cl−P
N(Ã)

G̃cl+γvg,2rowsG̃
cl.

This discrete Green’s function represents the solution of the least squares
problem (5.37) (that is equal to (5.34)), which has the minimum standard
Euclidean norm. However, we our aim is to find the discrete Green’s function
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Gg ∈ F (Xn ×Xn−2) describing the minimizer of the problem (5.37) as well
but of the minimum H2(ωh) norm.

According to Lemma 3.10, for every fixed j ∈ Xn−2, the discrete Green’s
function G̃g is the minimum norm least squares solutions to the problem

(L̃u)i = δijh
1/2, i ∈ Xn−2, 〈Lk, u〉 = 0, k = 1, 2.

The general least squares solution to this problem is given by

Ugij = G̃gij + (P
N(Ã)

)i·C·j , i ∈ Xn,

with an arbitrary matrix C ∈ R(n+1)×(n+1). It can be rewritten as below

Ugij = G̃gij + cjxi, i ∈ Xn,

with an arbitrary constant cj ∈ R for every fixed j ∈ Xn−2. On the other
hand, the discrete Green’s function Gg represents the least squares solution
to this problem as well but of the minimum H2(ωh) norm. So, Gg is also
the least squares solution to the same problem. Then these discrete Green’s
functions differ from each other with the particular constant coj only, that is,

Ggij = G̃gij + cojxi, i ∈ Xn,

Now we are going to find these constants coj minimizing the H2(ωh) norm of
the general least squares solution, which is squared below

‖coljUg‖2
H2(ωh)

= c2j‖x‖2H2(ωh)
+ 2cj(x, coljG̃g)H2(ωh) + ‖coljG̃g‖2

H2(ωh)
.

Differentiating with respect to cj, we get the following system 2cj‖x‖2H2(ωh)
+

2(x, coljG̃g)H2(ωh) = 0 for every j ∈ Xn−2. From here we solve the constants

coj = −
(x, coljG̃g)H2(ωh)

‖x‖2
H2(ωh)

, j ∈ Xn−2

and observe that cojx = −P
H2(ωh),N(Ã)

coljG̃g. Substituting obtained con-
stant values coj , we get the representation

Gg = G̃g−P
H2(ωh),N(Ã)

G̃g = G̃cl−P
N(Ã)

G̃cl+γvg,2 rowsG̃
cl−P

H2(ωh),N(Ã)
G̃g.

Here P
H2(ωh),N(Ã)

G̃g = P
H2(ωh),N(Ã)

G̃cl−P
N(Ã)

G̃cl since P
H2(ωh),N(Ã)

G̃g ∈
N(Ã) and (see the formula (5.9)) vg,2 ∈ N(A)> = N(Ã)> gives vanishing
P
H2(ωh),N(Ã)

vg,2. So, we have

Gg = G̃cl −P
H2(ωh),N(Ã)

G̃cl + γvg,2 rowsG̃
cl.
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This discrete Green’s function describes the minimizer of the problem (5.36),
which has the minimum H2(ωh) norm, i.e., the unique solution to the least
squares problem (5.34)–(5.35), that is,

uoi =
n−2∑
j=0

Ggijf(xj+1)h
1/2 + g1v

g,1
i + g2v

g,2
i , i ∈ Xn.

Recalling the desired form (5.33) for the representation and the equality
G̃cl = h1/2Gcl,h, we rewrite the minimizer as below

uoi =

n−2∑
j=0

Gg,hij f(xj+1)h+ g1v
g,1
i + g2v

g,2
i , i ∈ Xn,

with the kernel

Gg,h = Gcl,h −P
H2(ωh),N(Ã)

Gcl,h + γvg,2 rowsG
cl,h.

Let us rewrite it into the discrete form

Gg,hij = Gcl,h
ij − (PH2(ωh)N(A)G

cl,h)ij + γvg,2i Gcl,h
sj , i ∈ Xn, j ∈ Xn−2. (5.41)

Letting h → 0, we have that discrete functions vg,2i , Gcl,h
ij converge to con-

tinuous functions vg,2(x), Gcl(x, y), respectively, as well as the projection

(PH2(ωh)N(A)G
cl,h)ij =

xi
‖x‖2

H2(ωh)

(x, coljGcl,h)H1(ωh), i ∈ Xn, j ∈ Xn−2,

converges to the projection PN(L)G
cl(x, y) = x(t, Gcl(t, y))H1[0,1]/‖t‖2H2[0,1].

Here we denoted the inner product (u, ũ)H1(ωh), which defines the norm

‖u‖H1(ωh) = (u,u)
1/2

H1(ωh)
=

( n∑
i=0

u2ih+

n−1∑
i=0

(
ui+1 − ui

h

)2

h

)1/2

for every u ∈ R(n+1)×1, and used the following equality (x, coljG
cl,h)H1(ωh) =

(x, coljG
cl,h)H2(ωh) because xi+1−2xi+xi−1 ≡ 0 for every i ∈ 1, 2, . . . , n−2.

So, the representation (5.41) converges to the Green’s function

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) + γvg,2(x)Gcl(ξ, y)

of the differential problem (5.20)–(5.21) pointwise as well.
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6 Minimization problem in different spaces

In the previous section, we investigated the discrete minimum norm least
squares solution and its properties. This solution has the smallest Euclidean
norm among all discrete functions, minimizing the same standard Euclidean
norm of the residual of the discrete problem (3.3)–(3.4). However, the previ-
ous example leads us to extend the interpretation of the minimization prob-
lem (5.1)–(5.2) introducing two different finite dimensional Hilbert spaces
instead of one standard Euclidean space.

Here we are going to investigate the generalized minimum norm least
squares solution, that minimizes the residual of the discrete problem in the
one norm and has the smallest second norm among all minimizers of the
residual in the first norm. The introduction of two different norms allows us
to analyze the convergence of the generalized minimum norm least squares
solution to the minimum norm least squares solution of the differential prob-
lem (1.1)–(1.2). We also obtain properties of the generalized minimum norm
least squares solution as well as its generalized discrete Green’s function.

6.1 The H1 least squares solution of the minimum H2 norm

Let us introduce two inner products (u,v)Hk
, k = 1, 2, for u,v ∈ C(n+1)×1

and denote by Hk the space C(n+1)×1 with the norm ‖u‖Hk
= (u,u)

1/2
Hk

,
respectively. Now we are going to generalize results of Section 5, minimizing
the H1 norm of the residual

‖Aug − b‖H1 6 ‖Au− b‖H1 , ∀ u ∈ C(n+1)×1, (6.1)

by a vector ug that, in general, may be not unique. We choose the one
solution uo from all minimizers ug, for which the H2 norm is smallest:

‖uo‖H2 < ‖ug‖H2 , ∀ ug 6= uo. (6.2)

This solution uo, which can be called the generalized minimum norm least
squares solution or the H1 least squares solution of the minimum H2 norm,
was also investigated by other authors [6, Ben-Israel and Greville 2003], and
is of the form

uo = A†H1,H2
b (6.3)

with
A†H1,H2

= PH2,N(A)⊥A
†PH1,N(A∗)⊥ .

Here A† ∈ C(n+1)×(n+1) denotes the standard Moore–Penrose inverse of the
matrix A ∈ C(n+1)×(n+1), which was investigated in the previous section.
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Moreover, PH2,N(A)⊥ is the orthogonal projector onto the orthogonal com-
plement N(A)⊥ of the nullspace N(A) in the space H2. Here A∗ : H2 → H1

denotes the adjoint operator of the discrete operator A = AH1,H2 : H2 → H1.
Since AH1,H2 is the continuous linear operator with the closed range [6,

Ben-Israel and Greville 2003], the discrete operator A†H1,H2
: H1 → H2 is the

Moore-Penrose inverse of AH1,H2 and describes the unique minimizer (6.3)
of the problem (6.1)–(6.2) for fixed finite dimension Hilbert spaces H1 and
H2. Moreover, A†H1,H2

is its matrix representation.
According to [6, Ben-Israel and Greville 2003], the general H1 least

squares solution of (6.1) is represented by the unique minimizer (6.3) as
below

ug = uo + PH2,N(A)c, ∀c ∈ C(n+1)×1,

and, conversely, the minimizer (6.3) is always equal to

uo = PH2,N(A)⊥u
g. (6.4)

Let us note that the minimizer (6.3) to the problem (3.3), which may
be consistent (b ∈ R(A)) or inconsistent (b ∈ R(A)⊥), is always the H1

least squares solution of the minimum H2 norm to a consistent problem
Au = PH1,R(A)b [6, Ben-Israel and Greville 2003].

6.2 Generalized discrete Green’s function

Let us consider the form of b = (f0, f1, . . . , fn−2, g1, g2)
> ∈ C(n+1)×1 with

every f = (f0, f1, . . . , fn−2)
> ∈ C(n−1)×1 and complex numbers g1, g2. As

in the previous section, we write the minimizer (6.3) in the following special
form

uo = Ggf + g1v
g,1 + g2v

g,2. (6.5)

Here Gg ∈ C(n+1)×(n−1) and vg,1,vg,2 ∈ C(n+1)×1 are submatrices of the
matrix representation of the Moore–Penrose inverse

A†H1,H2
= (Gg, vg,1, vg,2).

The minimizer (6.5), given in explicit form

uoi =

n−2∑
j=0

Ggijfj + g1v
g,1
i + g2v

g,2
i , i ∈ Xn, (6.6)

is coincident with the representation of the unique solution (4.3) for the
particular case detA 6= 0, investigated in Section 4. Moreover, it is also
describes the minimizer (5.11) taking the standard Euclidean space instead
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of two different spaces. Hence, we call Gg ∈ F (Xn×Xn−2) by the generalized
discrete Green’s function and functions vg,1, vg,2 ∈ F (Xn) – the generalized
discrete biorthogonal fundamental system describing the H1 least squares
solution of the minimum H2 norm for the problem (3.1)–(3.2).

This generalized discrete Green’s function and the generalized discrete
biorthogonal fundamental system can always be obtained using the Moore–
Penrose inverse B = A†H1,H2

in the following equalities

Ggij = Bij , i ∈ Xn, j ∈ Xn−2,

vg,1i = Bi,n−1, i ∈ Xn,

vg,2i = Bin, i ∈ Xn.

Here again, for detA 6= 0, we have that A†H1,H2
= A−1, the H1 least

squares solution of the minimumH2 norm uo ∈ F (Xn) is coincident with the
unique discrete solution u ∈ F (Xn), its generalized discrete Green’s function
Gg ∈ F (Xn × Xn−2) is coincident with the discrete Green’s function G ∈
F (Xn × Xn−2), the generalized discrete biorthogonal fundamental system
vg,1, vg,2 ∈ F (Xn) is coincident with the discrete biorthogonal fundamental
system v1, v2 ∈ F (Xn).

6.3 Properties

In this subsection, we present properties of the H1 least squares solution of
the minimum H2 norm and its generalized discrete Green’s function, those
literally resemble properties obtained in Subsection 5.3 for the standard
Euclidean space. We omit proofs since they are analogous to corresponding
proofs from Section 5.3.

Lemma 3.21. For every fixed j ∈ Xn−2, generalized discrete Green’s func-
tion Gg ∈ F (Xn × Xn−2) is the H1 least squares solution of the minimum
H2 norm to the discrete problem

Li·Gg·j = δij , i ∈ Xn−2,

〈L·k, G
g
·j〉 = 0, k = 1, 2.

Lemma 3.22. Every discrete function vg,l ∈ F (Xn), l = 1, 2, is the H1

norm least squares solution of the minimum H2 norm to the corresponding
discrete problem

Lvg,l = 0,

〈Lk, vg,l〉 = δlk, k = 1, 2.
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Let us now investigate two discrete problems (4.9), where the second
problem has generalized Green’s function Gg and generalized biorthogonal
system vg,k, k = 1, 2, describing the generalized minimum norm least squares
solution (6.6).

Theorem 3.23. The H1 least squares solutions of the minimum H2 norm
uo and vo to problems (4.9), respectively, are linked by the equality

vo = uo−PH2,N(A)u
o+Gg(f−Luo)+vg,1(g1−〈L1, u

o〉)+vg,2(g2−〈L2, u
o〉).

Proof. Let us denote w = vo − uo (the difference between the minimizers).
Our aim is to show that w is a least squares solution to the discrete problem

Lw = f − Luo, 〈Lk, w〉 = gk − 〈Lk, uo〉, k = 1, 2. (6.7)

We rewrite this problem in the equivalent matrix form Aw = b̃ with the
right hand side b̃ = (f̃0, f̃1, . . . , f̃n−2, g1 − L1u

o, g2 − L2u
o)>, where f̃i =

fi−(Luo)i, i ∈ Xn−2. Since vo is the minimum norm least squares solution to
the system (3.3) with the right hand side b = (f0, f1, . . . , fn−2, g1, g2)

>, then
the inequality (5.6) is always valid, i.e., ‖Avo−b‖H1 6 ‖Av−b‖H1 for every
v ∈ C(n+1)×1. Now we rewrite the norm as follows ‖Av − b‖H1 = ‖Av +

(Auo−Auo)−b‖H1 = ‖A(v−uo)− (−Auo +b)‖H1 = ‖A(v−uo)− b̃‖H1

for all v ∈ C(n+1)×1. From here we have

‖A(vo − uo)− b̃‖H1 6 ‖A(v − uo)− b̃‖H1 , ∀ v ∈ C(n+1)×1

or, denoting z = v − uo, obtain ‖Aw − b̃‖H1 6 ‖Az − b̃‖H1 for all z ∈
C(n+1)×1.

So, w is a least squares solution of the problem Aw = b̃ and, according
to the formula (6.4), it describes the minimizer wo = A†H1,H2

b̃ in the form
wo = PH2,N(A)⊥w. Using the composition w = PH2,N(A)⊥w + PH2,N(A)w,
we get w = A†H1,H2

b̃+PH2,N(A)w. Now we recall the equality w = vo−uo

and obtain
vo = uo + A†H1,H2

b̃ + PH2,N(A)w. (6.8)

Here we take the composition uo = PH2,N(A)⊥u
o + PH2,N(A)u

o and rewrite
the representation (6.8) into the form vo = PH2,N(A)⊥u

o + A†H1,H2
b̃ +

PH2,N(A)v
o, because w + uo = vo. From (6.4), we have vo ∈ N(A)⊥.

Then PH2,N(A)v
o = 0 and the previous representation simplifies to vo =

PH2,N(A)⊥u
o + A†H1,H2

b̃. Rewriting it into the extended form

vo = uo −PH2,N(A)u
o + Gg(f −Luo) + (g1 − L1u

o)vg,1 + (g2 − L2u
o)vg,2,

we obtain the statement of this theorem.
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Corollary 3.24. Let the first problem (4.9) be (uniquely) solvable. Then the
H1 least squares solutions of the minimum H2 norm uo and vo to problems
(4.9), respectively, are related as follows

vo = uo − PH2,N(A)u
o + vg,1(g1 − 〈L1, u

o〉) + vg,2(g2 − 〈L2, u
o〉).

Proof. It follows from Theorem 3.23 because Luo = f for the consistent
problem.

Since the discrete Cauchy problem (3.4) always has the unique solution
uc ∈ F (Xn) (for instance, see [100, Roman 2011]), we can obtain the repre-
sentation of the minimizer (6.3) as follows.

Corollary 3.25. The H1 least squares solution of the minimum H2 norm
to the problem (3.1)–(3.2) can always be described by the unique solution uc

to the Cauchy problem, that is,

uo = uc − PH2,N(A)u
c + vg,1(g1 − 〈L1, u

c〉) + vg,2(g2 − 〈L2, u
c〉).

For the problem with nonlocal boundary conditions (4.10)–(4.11), we
obtain the following representation.

Corollary 3.26. If the classical problem (4.10)–(4.11) (γ1, γ2 = 0) has the
unique solution ucl ∈ F (Xn), then the H1 least squares solution of the min-
imum H2 norm to the nonlocal boundary value problem (4.10)–(4.11) is

uo = ucl − PH2,N(A)u
cl + vg,1(g1 − 〈L1, u

cl〉) + vg,2(g2 − 〈L2, u
cl〉).

6.4 Relations between generalized discrete Green’s
functions

We are also interested to know a representation of the generalized discrete
Green’s function, which describes the minimizer (6.3). Here we use a discrete
Green’s function, investigated in Section 4, as given below.

Theorem 3.27. If there exists the discrete Green’s function G ∈ F (Xn ∈
Xn−2) for the first problem (4.9), then the generalized discrete Green’s func-
tion Gg ∈ F (Xn ×Xn−2) of the second problem is given by

Ggij = Gij−(PH2,N(A)G)ij−vg,1i 〈L
·
1, G·j〉−v

g,2
i 〈L

·
2, G·j〉, i ∈ Xn, j ∈ Xn−2.

Here (PH2,N(A)G)ij is trivial if detA 6= 0. Otherwise, it denotes the
kernel of the orthogonal projection onto the nullspace N(A) in the space
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H2 :

(PH2,N(A)Gf)i =
d∑
l=1

zli(z
l,Gf)H2 =

n−2∑
j=1

(PH2,N(A)G)ijfj , i ∈ Xn,

where zl, l = 1, d, is a basis of the nullspace N(A), orthonormal with respect
to the inner product in H2.

Corollary 3.28. The generalized discrete Green’s function for the problem
(3.1)–(3.2) is described by the discrete Green’s function Gc ∈ F (Xn×Xn−2)

of the Cauchy problem (3.4) as below

Ggij = Gcij−(PH2,N(A)G
c)ij−vg,1i 〈L

·
1, G

c
·j〉−v

g,2
i 〈L

·
2, G

c
·j〉, i ∈ Xn, j ∈ Xn−2.

For the problem (4.10)–(4.11) with nonlocal boundary conditions, we
obtain the following relation.

Corollary 3.29. If there exists the discrete Green’s function Gcl ∈ F (Xn×
Xn−2) of the classical problem (4.10)–(4.11) (γ1, γ2 = 0), then the general-
ized discrete Green’s function, describing the minimizer (6.3) to the problem
(4.10)–(4.11) with nonlocal boundary conditions, is given by

Ggij = Gcl
ij−(PH2,N(A)G

cl)ij+v
g,1
i 〈κ

·
1, G

cl
·j〉+v

g,2
i 〈κ

·
2, G

cl
·j〉, i ∈ Xn, j ∈ Xn−2.

6.5 Applications to differential problems

In this section, we discuss on real discrete problems approximating second
order differential problems (1.1)–(1.2). Recalling Example 3.20, we consider
the real L2(ωh)×R2 least squares solution of the minimum H2(ωh) norm for
the discrete problem (3.1)–(3.2). In other words, we minimize the L2(ωh)×
R2 norm of the residual

‖Aug − b‖L2(ωh)×R2 6 ‖Au− b‖L2(ωh)×R2 , ∀ u ∈ R(n+1)×1, (6.9)

by a vector ug that, in general, may be not unique. Then we select the one
solution uo from all minimizers ug, for which the H2(ωh) norm is smallest:

‖uo‖H2(ωh) < ‖u
g‖H2(ωh), ∀ ug 6= uo. (6.10)

To fulfill our plan, first, we need to represent the unique discrete solution
as well as the discrete minimizer uo in correct forms. We rewrite the unique
discrete solution (4.3) as given below

ui =

n−2∑
j=0

Ghijfjh+ g1v
1
i + g2v

2
i , i ∈ Xn,
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what is compatible to investigate the convergence to the unique solution

u =

∫ 1

0
G(x, y)f(y) dy + g1v

1(x) + g2v
2(x), x ∈ [0, 1],

of the differential problem (1.1)–(1.2). Thus, now we get the composition of
the inverse matrix A−1 = (hGh v1 v2) with the modified discrete Green’s
function Gh = h−1G.

Analogously we partition the Moore–Penrose inverse

A†
L2(ωh)×R2,H2(ωh)

= (hGg,h ,vg,1 ,vg,2)

introducing the modified generalized discrete Green’s functionGg,h = h−1Gg.
It describes the L2(ωh)×R2 least squares solution of the minimum H2(ωh)

norm
uo = A†

L2(ωh)×R2,H2(ωh)
b

in the desired form

uoi =
n−2∑
j=0

Gg,hij fjh+ g1v
g,1
i + g2v

g,2
i , i ∈ Xn,

(compare it with the representation (6.6)).
According to new partitioning of inverses, we rewrite R(A) and N(A∗)

representations. Since proofs are so similar, we present only the final ver-
sions.

Lemma 3.30. 1) If d = 2, then for all f ∈ F (Xn−2) we have

R(A) =

{(
f0; f1; . . . ; fn−2;

n−2∑
j=0

〈L·1, G
c,h
·j 〉fj h;

n−2∑
j=0

〈L·2, G
c,h
·j 〉fj h

)>}
.

2) If d = 1 and k1 = 1, then for all f ∈ F (Xn−2) and g2 ∈ R we have

R(A) =

{(
f0; f1; . . . ; fn−2; g2〈L1, v

2〉+
n−2∑
j=0

〈L·1, G
a,h
·j 〉fj h; g2

)>}
.

3) If d = 1 and k1 = 2, then for all f ∈ F (Xn−2) and g1 ∈ R we have

R(A) =

{(
f0; f1; . . . ; fn−2; g1; g1〈L2, v

1〉+

n−2∑
j=0

〈L·2, G
a,h
·j 〉fjh

)>}
.

Here Gc,h ∈ F (Xn×Xn−2) is the discrete Green’s function for the discrete
Cauchy problem (3.4). Other discrete Green’s function Ga,h ∈ F (Xn×Xn−2)
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and the biorthogonal fundamental system v1, v2 ∈ F (Xn) are taken for the
problem Lu = f with the original condition 〈L3−k1 , u〉 = 0 and condition
〈`, u〉 = 0, replacing 〈Lk1 , u〉 = 0. Here 〈`, u〉 = 0 is selected such that for
this auxiliary problem ∆ 6= 0.

Further, the composition of the nullspace N(A∗) is presented.

Corollary 3.31. The following three statements are valid:

1) if d = 2, then N(A∗) is generated by two vectors

w1 = −
n−2∑
j=0

〈L·1, G
c,h
·j 〉e

j + en−1, w2 = −
n−2∑
j=0

〈L·2, G
c,h
·j 〉e

j + en;

2) if d = 1 and k1 = 1, then N(A∗) is generated by the vector

w = −
n−2∑
j=0

〈L·1, G
a,h
·j 〉e

j + en−1 − 〈L1, v
2〉en;

3) if d = 1 and k1 = 2, then N(A∗) is generated by the vector

w = −
n−2∑
j=0

〈L·2, G
a,h
·j 〉e

j − 〈L2, v
1〉en−1 + en.

Now recalling the Fredholm alternative theorem, we get the solvability
conditions for the problem (3.1)–(3.2) without the unique solution (∆ = 0).

Corollary 3.32. (Solvability conditions) The problem (3.1)–(3.2) with ∆ =

0 is solvable if and only if the conditions are valid:

1)
∑n−2

j=0 〈L·1, G
c,h
·j 〉fjh = g1,

∑n−2
j=0 〈L·2, G

c,h
·j 〉fjh = g2 for d = 2;

2) g2〈L1, v
2〉+

∑n−2
j=0 〈L·1, Gh·j〉fjh = g1 for d = 1 and k1 = 1;

3) g1〈L2, v
1〉+

∑n−2
j=0 〈L·2, Gh·j〉fjh = g2 for d = 1 and k1 = 2.

We note that the nullspace N(A) and its classification remains as pre-
vious (see Subsection 3.1). Here are no changes.

Now we are going to answer what conditions guarantee a convergence of
the discrete minimizer to the minimizer of the differential problem. Thus,
here we recall several ideas from the theory of the discrete convergence.

First, we introduce the projection operator π1 : H2[0, 1] → H2(ωh),
which projects a function u ∈ H2[0, 1] on the mesh ωh by the formula
π1u = (u(x0), u(x1), . . . , u(xn))>. This poitwise definition is correct since
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every function from H2[0, 1] belongs to C1[0, 1]. Second, for every f =

(f, g1, g2)
> ∈ L2[0, 1] × R2 we also take a projector π2 : L2[0, 1] × R2 →

L2(ωh) × R2. If f ∈ C[0, 1], the projector may be given by the formula
π2f = (f(x0), f(x1), . . . , f(xn−2), g1, g2)

>. In general, f ∈ L2[0, 1] and we
can use the projector

π2f =

n−2∑
i=0

(
1

h

∫ xi+1

xi

f(x) dx

)
ei + g1e

n−1 + g2e
n.

Let us denote O(hα) :=
(
O(hα), . . . ,O(hα)

)> ∈ R(n+1)×1 and formulate
the following statement.

Theorem 3.33. (Sufficient convergence conditions) Let the following ap-
proximations

A(π1u) = π2Lu+ O(hα), PH2(ωh),N(A)(π1u) = π1(PN(L)u) + O(hα),

PL2(ωh)×R2,R(A)b = π2(PR(L)f) + O(hα)

be valid for some α > 0. If supn∈N ‖A†‖H2(ωh), L2(ωh)×R2 < +∞, then the
minimizer uo ∈ H2(ωh) of the discrete problem (3.1)–(3.2) converges to the
minimizer uo ∈ H2[0, 1] of the differential problem (1.1)–(1.2), i.e.,

‖uo − π1u
o‖C(ωh) = max

xi∈ωh
|uoi − uo(xi)| → 0 if n→∞.

Proof. The minimizers uo ∈ R(n+1)×1 and uo ∈ H2[0, 1] are solutions to
consistent problems Auo = PL2(ωh)×R2,R(A)b and Luo = PR(L)f , respec-
tively. Thus, we obtain the equality Auo − π2Lu

o = PL2(ωh)×R2,R(A)b −
π2PR(L)f = O(hα). From here we have O(hα) = Auo − π2Lu

o = Auo −
A(π1u

o)+O(hα), what provides a consistent linear system A(uo−π1u
o) =

O(hα). The difference uo−π1u
o is a particular solution to this system and

can be obtained from the general solution

uo − π1u
o = A†O(hα) + PL2(ωh)×R2,N(A)c

with a particular vector c ∈ R(n+1)×1. Here A†O(hα) = O(hα) because A†

is uniformly bounded. Below we prove that PL2(ωh)×R2,N(A)c = O(hα) as
well, what gives uo − π1u

o = O(hα).
Since uo ∈ N(L)⊥ (see the formula (4.4) in Chapter 1), we have PN(L)u

o =

0. Then 0 = π1PN(L)u
o = PL2(ωh)×R2,N(A)(π1u

o) + O(hα) provides the
equality PL2(ωh)×R2,N(A)(π1u

o) = O(hα). Moreover, uo ∈ N(A)⊥. Then
considering the orthogonal subspace N(A) in the equality uo − π1u

o =
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O(hα) + PL2(ωh)×R2,N(A)c, we get 0−O(hα) = O(hα) + PL2(ωh)×R2,N(A)c.
It means PL2(ωh)×R2,N(A)c = O(hα). Substituting this expression above, we
have uo − π1u

o = O(hα). From here we obtain the desired convergence.

7 Conclusions

Principal conclusions of this chapter are formulated below:

1) A discrete problem (3.1)–(3.2) always has the Moore–Penrose inverse
A†, a generalized discrete Green’s function and the unique minimum
norm least squares solution.

2) For ∆ 6= 0, we have that A† = A−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized
Green’s function Ggij is coincident with the ordinary Green’s function
Gij , the biorthogonal fundamental system v1, v2 is coincident with the
generalized biorthogonal fundamental system vg,1, vg,2.

3) The minimum norm least squares solution has literally similar repre-
sentations as the unique discrete solution: it can be described by the
unique solution of the discrete Cauchy problem or the unique solu-
tion to other relative problem (the same discrete equation (3.1) but
different nonlocal conditions (3.2)).

4) A generalized discrete Green’s function also has representations similar
to expressions of a discrete Green’s function: it can be written using
the discrete Green’s function of the Cauchy problem or the discrete
Green’s function to other relative problem (the same discrete equation
(3.1) but different nonlocal conditions (3.2)).

5) Obtained properties of minimizers are coincident with corresponding
properties of minimizers for differential problems.

6) The discrete minimum norm least squares solution converges to the
minimum norm least squares solution of the differential problem (1.1)–
(1.2) if conditions of Theorem 3.33 are fulfilled.

148



Chapter 4

m-th order discrete problems
with nonlocal conditions

1 Introduction

In this chapter, we are going to generalize results of Chapter 3. Here we
consider a discrete analogue of the m-th order differential problem with
nonlocal conditions

Lu := u(m)+am−1(x)u(m−1)+ . . .+a1(x)u′+a0(x)u = f(x), x ∈ [0, 1], (1.1)

〈Lk, u〉 = gk, k = 1,m, m ∈ N, (1.2)

which was studied in Chapter 2. There we investigated various properties for
the minimizer as well as its generalized Green’s function of the differential
problem (1.1)–(1.2). Similar results can be derived for the m-th order dis-
crete problem as well. Here we omit many proofs because they are obtained
analogously as in Chapter 3.

The structure of this chapter is as follows. First, we introduce the m-th
order discrete problem and study its properties. Then known results for the
unique discrete solution and its discrete Green’s function are presented. Af-
terwards, we investigate the minimum norm least squares solution as well as
the generalized discrete Green’s function. Their expressions and properties
will be given. Finally, we present results for the generalized minimum norm
least squares solution of the discrete problem, where two different finite di-
mensional Hilbert spaces are introduced. Let us note that this chapter is
based on papers [90,91, Paukštaitė and Štikonas 2016,2017].

149



2 Formutation of the problem

In this chapter, we investigate a m-th order discrete problem

(Lu)i : = ami ui+m + . . .+ a1iui+1 + a0iui = fi, i ∈ Xn−m, (2.1)

〈Lk, u〉 :=

n∑
j=0

Ljkuj = gk, k = 1,m, (2.2)

where a0, . . . , am ∈ F (Xn−m) but a0i , a
m
i 6= 0 with every i ∈ Xn−m, f ∈

F (Xn−m), Lk ∈ F ∗(Xn), gk ∈ C for k = 1,m, and n > m.
Let us recall notations from Chapter 3. For the solution u ∈ F (Xn) to

the problem (2.1)–(2.2), we may obtain two equivalent notations. Precisely,
the discrete complex function u ∈ F (Xn) can be uniquely described by the
complex column matrix u = (u0, u1, . . . , un)> ∈ C(n+1)×1. Thus, u and u

always are two equivalent notations for the same solution. Furthermore, a
discrete linear functional Lk ∈ F ∗(Xn) can be represented by a complex row
matrix Lk = (L0

k, L
1
k, . . . , L

n
k) ∈ C1×(n+1) but a discrete linear operator L :

F (Xn)→ F (Xn−m) is described by the matrix L = (Lij) ∈ C(n−m+1)×(n+1)

with rows

rowiL = (0, . . . , 0︸ ︷︷ ︸
i

, a0i , a
1
i , . . . , a

m
i , 0, . . . , 0), i ∈ Xn−m.

So, we can represent the discrete problem (2.1)–(2.2) by the equivalent sys-
tem

Au = b (2.3)

with the matrix A = (L; L1; . . . ;Lm)> ∈ C(n+1)×(n+1) and the right hand
side b = (f0, f1, . . . , fn−m, g1, g2, . . . , gm)> ∈ C(n+1)×1.

2.1 Nullspace of the matrix A

This subsection is analogous to Subsection 3.1 from the previous chapter.
Indeed, the problem (2.3) has the unique solution if detA 6= 0, that is
equivalent to the nonzero determinant

∆ :=

∣∣∣∣∣∣∣
〈L1, z

1〉 . . . 〈L1, z
m〉

. . . . . . . . .

〈Lm, z1〉 . . . 〈Lm, zm〉

∣∣∣∣∣∣∣ .
Here z1, . . . , zm ∈ F (Xn) are any fundamental system of the homogenous
equation (2.1). Let us solve the homogenous problem Az = 0. First, we
take the general solution z = c1z

1 + . . . + c2z
m, ck ∈ C, of the equation
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Lz = 0. Substituting it into homogenous conditions 〈Lk, z〉 = 0, k = 1,m,

we get the system

c1〈L1, z
1〉+ . . .+ cm〈L1, z

m〉 = 0,

. . .

c1〈Lm, z1〉+ . . .+ cm〈Lm, zm〉 = 0

with the determinant ∆. Let us denote the nullity of the matrix A by
d := dimN(A) and separate such cases:

• d = 0 ⇔ ∆ 6= 0. Then the nullspace N(A) is trivial.

• d = m ⇔ if ∆ = 0 with all 〈Lk, zl〉 = 0 for k, l = 1,m. Then
the general solution to Az = 0 depends on m arbitrary constants
ck, k = 1,m, and N(A) = span{z1, . . . , zm}. Thus, the solution to
Az = 0 is equivalent to the solution to the differential equation Lz = 0

only.

• 0 < d < m ⇔ ∆ = 0 and rank(〈Lk, zl〉) = m− d (here k, l = 1,m). In
this case, some m− d constants are solved and represented by other d
arbitrary constants. In other words, there exist d rows in the determi-
nant representation of ∆ above, those are linear combinations of the
rest m−d linearly independent rows. Let us denote these “dependent”
rows by (〈Lkl , z1〉, . . . , 〈Lkl , zm〉) for kl, l = 1, d. The independent
rows are also given by (〈Lkj , z1〉, . . . , 〈Lkj , zm〉) for kj , j = d+ 1,m.
Thus, the solution to the problem Az = 0 is now equivalent to the
solution of the simplified discrete problem: the equation Lz = 0 with
conditions 〈Lkj , z〉 = 0, j = d+ 1,m, representing linearly indepen-
dent rows only.

For more studies on the nullspace of the m-th order discrete operator,
you can also read the paper [90, Paukštaitė and Štikonas 2016].

2.2 Range of the matrix A

For the discrete problem (2.1)–(2.2), we obtain its range representation
R(A).

Lemma 4.1.

1) If d = m, then for all f ∈ F (Xn−m) we have

R(A) =

{(
f0; f1; . . . ; fn−m;

n−m∑
j=0

〈L·1, Gc·j〉fj ; . . . ;
n−m∑
j=0

〈L·m, Gc·j〉fj
)>}

.
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2) If 0 < d < m, then the range R(A) is generated by the vector

b =

n−m∑
i=0

fie
i +

d∑
l=1

( m∑
j=d+1

gkj 〈Lkl , v
kj 〉+

n−m∑
j=0

〈L·kl , G
a
·j〉fj

)
en−m+kl

+

m∑
j=d+1

gkje
n−m+kj

with every f ∈ F (Xn−m) and gkj ∈ C, j = d+ 1,m.

Here Gc ∈ F (Xn×Xn−m) is the discrete Green’s function for the discrete
Cauchy problem

Lu = f, uj = 0, j = 0,m− 1. (2.4)

Let us note [100, Roman 2011] that this discrete Green’s function Gc ∈
F (Xn ×Xn−m) always exists and is of the form

Gcij =
1

amj ·Wj+m

{
W̃i,j+m j +m < i,

0, i 6 j +m,
i ∈ Xn, j ∈ Xn−m. (2.5)

Here

Wj+m := W [z1, . . . , zm]j+m =

∣∣∣∣∣∣∣∣∣
z1j+1 z1j+2 . . . z1j+m
z2j+1 z2j+2 . . . z2j+m
. . . . . . . . . . . .

zmj+1 zmj+2 . . . zmj+m

∣∣∣∣∣∣∣∣∣
is the Wronskian’s determinant of the discrete biorthogonal fundamental
system {z1, . . . , zm} at a point j+m for every j ∈ Xn−m. Another determi-
nant W̃i,j+m is obtained replacing the last column of the Wronskian Wj+m

by the column (z1i , . . . , z
m
i )> ∈ Cm×1 for every selected i ∈ Xn.

In Lemma 4.1, other discrete Green’s function Ga ∈ F (Xn×Xn−m) and
the biorthogonal fundamental system v1, . . . , vm ∈ F (Xn) are taken for a
problem Lu = f with original conditions 〈Lkj , u〉 = 0, j = d+ 1,m, and
conditions 〈`kl , u〉 = 0, l = 1, d, replacing conditions 〈Lkl , u〉 = 0. These
conditions 〈`kl , u〉 = 0, l = 1, d, are selected to obtain the auxiliary problem
with ∆ 6= 0.

Below we provide the representation of the nullspace of the adjoint op-
erator N(A∗).

Corollary 4.2. The following statements are valid:

1) if d = m, then N(A∗) is generated by linearly independent vectors

wk = −
n−m∑
j=0

〈L·k, Gc·j〉e
j + en−m+k, k = 1,m.
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2) if 0 < d < m, then N(A∗) is generated by linearly independent vectors

wl = −
n−m∑
j=0

〈L·kl , G
a
·j〉e

j −
m∑

j=d+1

〈Lkl , vkj 〉e
kj + ekl , l = 1, d.

Now applying the Fredholm alternative theorem, we get the solvability
conditions to the problem (2.1)–(2.2) without the unique solution (∆ = 0).

Corollary 4.3. (Solvability conditions) The problem (2.1)–(2.2) with ∆ = 0

is solvable if and only if the conditions are valid:

1)
n−m∑
j=0
〈L·k, Gc·j〉fj = gk, k = 1,m, for d = m;

2)
∑m

j=d+1 gkj 〈Lkl , vkj 〉+
n−m∑
j=0
〈L·kl , G

a
·j〉fj = gkl for l = 1, d if 0 < d < m.

Example 4.4. Let us continue the investigation of the differential problem

u(m) = f(x), x ∈ [0, 1], (2.6)

u(0) = g1, u
′(0) = g2, . . . , u

(m−2)(0) = gm−1, u(1)− γu(ξ) = gm, (2.7)

which was considered in Chapter 2. Here we take again a point ξ ∈ (0, 1),
parameters γ, gk ∈ R, k = 1,m, and a real function f ∈ C[0, 1].

We suppose that ξ is coincident with a point of the mesh ωh, i.e., ξ = sh

for some positive s ∈ Xn−m, and denote the right hand side by fi = f(xi+1),
i ∈ Xn−m. Let us introduce finite differences ∇0ui = ui, ∇1ui = ui+1 − ui
and ∇k+1ui = ∇1(∇ku)i for k > 0. Then we apply the finite difference
method on the uniform grid ωh and consider the following m-th order real
discrete problem

(Lu)i := ∇mui/hm = fi, i ∈ Xn−m, (2.8)

〈Lk, u〉 := ∇k−1u0/hk−1 = gk, k = 1,m− 1, (2.9)

〈Lm, u〉 := un − γus = gm. (2.10)

It can be represented by a linear system (2.3) with the matrix A = A(γ),
γ ∈ R.

First, we consider the classical problem (2.6)–(2.7) with γ = 0 and the
matrix Acl = A(0). Let us take the particular fundamental system zk =

xk−1, k = 1,m, and denote the determinant ∆ = det(〈Lk, zl〉), where k, l =

1,m, by ∆(L1, . . . , Lm) as well. Then applying the additivity property of a
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column of the determinant and remembering that the determinant with two
equal columns is equal to zero, we rewrite the determinant as follows

∆cl := ∆|γ=0 = ∆(L1, L2, . . . , Lm−1, δn)

= ∆(δ0, h
−1(δ1 − δ0), L3 . . . , Lm−1, δn)

= h−1∆(δ0, δ1, L3 . . . , Lm−1, δn)− h−1∆(δ0, δ0, L3 . . . , Lm−1, δn)

= h−1∆(δ0, δ1, L3 . . . , Lm−1, δn) = . . .

= h−(m−2)(m−1)/2 ·∆(δ0, δ1, δ2, . . . , δm−1, δn),

were 〈δi, u〉 := ui, i ∈ Xn. Now we observe that

∆cl = h−(m−2)(m−1)/2 ·

∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 . . . 1 1

0 h 2h . . . (m− 2)h 1

0 h2 (2h)2 . . .
(
(m− 2)h

)2
1

. . .

0 hm−1 (2h)m−1 . . .
(
(m− 2)h

)m−1
1

∣∣∣∣∣∣∣∣∣∣∣∣
= h−(m−2)(m−1)/2 · V (x0, x1, . . . , xm−2, 1) 6= 0

because the Vandermonde determinant V (a1, . . . , am) =
∏

16i<j6m(ai − aj)
is nonzero for every different real numbers a1, . . . , am ∈ R. From here fol-
lows that the classical problem (2.8)–(2.10) with γ = 0 always has the unique
solution, since the existence condition of the unique solution is always ful-
filled:

∆cl = h−(m−2)(m−1)/2
∏

06i<j6m−2
(xi − xj)(xi − 1)(xm−2 − 1) 6= 0.

Thus, detAcl 6= 0.
Now we note that the determinant ∆ for the problem (2.8)–(2.10) with

every real γ is of the form

∆ := ∆cl − γ∆(L1, . . . , Lm−2, δs) = ∆cl(1− γvms ), (2.11)

where vmi := ∆(L1, . . . , Lm−1, δi)/∆
cl, i ∈ Xn, is the unique solution to the

classical problem (γ = 0 for (2.8)–(2.10)), that is,

Lu = 0, 〈Lk, u〉 = 0, k = 1,m− 1, un = 1. (2.12)

For details see [100, Roman 2011] or the following section. So, (2.11) is
equal to zero if and only if γvms = 1. This condition is also equivalent to
detA = 0.

Let us now take the problem (2.8)–(2.10) with the singular matrix, i.e.,
detA = 0 or equivalently, ∆ = 0.

154



First, we note that the discrete function vm ∈ F (Xn) belongs to N(A).
We can directly verify that it satisfies all homogenous equations (2.8)–(2.10).
Second, the nullity d = dimN(A) = 1 because all rows of the nonsingular
matrix Acl are linearly independent, and the singular A differs from Acl

with the last row only. From here it also follows that the functional Lm is
a linear combination of other rows of A, representing the operator L and
functionals Lk, k = 1,m− 1. Thus, k1 = m and kj = j − 1, j = 2,m.

Here we take the classical problem (2.12) as the auxiliary problem. Since
∆cl 6= 0, it has the discrete Green’s function Gcl ∈ F (Xn × Xn−m) and
the discrete biorthogonal fundamental system vk, k = 1,m. Then we apply
Corollary 4.2 and obtain the vector

w = γ
n−m∑
j=0

Gcl
sje

j + γ
n−1∑

j=n−m+1

vj−n+ms ej + en,

generating the nullspace N(A∗). Moreover, Corollary 4.3 provides the nec-
essary and sufficient solvability condition

γ

n−m∑
j=0

Gcl
sjfj + γ

m−1∑
k=1

gkv
k
s + gm = 0

for the discrete problem (2.8)–(2.10) with ∆ = 0 or equivalently detA = 0,
what gives γ = 1/vms in formulas above.

3 Problem with the unique solution

In this section, we consider the unique solution to the discrete problem (2.1)–
(2.2), that is also given in the matrix form Au = b. If detA 6= 0, we have
the representation u = A−1b. Now our aim is to analyze the structure of the
inverse matrixA−1 ∈ C(n+1)×(n+1), which was earlier investigated by Roman
[100, 2011]. This information directs the way how to make generalizations
for problems (2.1)–(2.2) without the unique solution (∆ = 0 or, equivalently,
detA = 0) in the following section.

3.1 Representation of the inverse matrix

Since the right hand side of the problem Au = b has the particular form
b = (f0, f1, . . . , fn−m, g1, g2, . . . ; gm)> with every f = (f0, f1, . . . , fn−m)> ∈
C(n+1)×1 and complex numbers g1, . . . , gm, the unique solution can also be
written in the special form

u = Gf + g1v
1 + . . .+ gmv

m. (3.1)
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Here G ∈ C(n+1)×(n−m+1) and vk ∈ C(n+1)×1, k = 1,m, are submatrices of
the inverse matrix

A−1 = (G, v1, . . . , vm).

Let us now take the discrete representation of the solution (3.1) as follows

u = Gf + g1v
1 + . . .+ gmv

m,

which has the explicit form

ui =
n−m∑
j=0

Gijfj + g1v
1
i + . . .+ gmv

m
i , i ∈ Xn. (3.2)

Here the kernel G ∈ F (Xn × Xn−m) is also known as the discrete Green’s
function and functions vk ∈ F (Xn), k = 1,m, are called the discrete
biorthogonal fundamental system for the problem (2.1)–(2.2) [100, Roman
2011]. Using the inverse matrix B = A−1, we can always calculate the
discrete Green’s function as well as the discrete biorthogonal fundamental
system in the following way

Gij = Bij , i ∈ Xn, j ∈ Xn−m, (3.3)

vki = Bi,n−m+k, i ∈ Xn, k = 1,m. (3.4)

3.2 Properties of discrete Green’s functions

According to Roman [100, 2011], the discrete Green’s function G is the
unique solution to the discrete problem

Li·G·j = δij , i ∈ Xn−m,

〈L·k, G·j〉 = 0, k = 1,m,
(3.5)

for every fixed j ∈ Xn−m. Moreover, discrete functions vl, l = 1,m, are
unique solutions to corresponding discrete problems

Lvl = 0, 〈Lk, vl〉 = δlk, k, l = 1,m, (3.6)

and can always be obtained from the formulas vli = ∆l
i/∆ for l = 1,m.

Here ∆l
i is the determinant obtained replacing the l-th column in ∆ by

(z1i , z
2
i , . . . , z

m
i )>. Now we can formulate the representation of the discrete

Green’s function.

Lemma 4.5 (Roman 2011, [100]). If ∆ 6= 0, then the discrete Green’s func-
tion for the problem (2.1)–(2.2) is given by

Gij = Gcij − v1i 〈L·1, Gc·j〉 − . . .− vmi 〈L·m, Gc·j〉, i ∈ Xn, j ∈ Xn−m.
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The discrete Green’s function Gc ∈ F (Xn × Xn−m) always exists [100,
Roman 2011] and describes the unique solution uc ∈ F (Xn) to the discrete
Cauchy problem (2.3) in the form uci =

∑n−m
j=0 Gcijfj , i ∈ Xn. Thus, the

following representation is always valid

u = uc + (g1 − 〈L1, u
c〉)v1 + . . .+ (gm − 〈Lm, uc〉)vm.

This representation follows from the other, more general result: unique
solutions of two relative problems

Lu = f,

〈L̃k, u〉 = g̃k, k = 1,m,

Lv = f,

〈Lk, v〉 = gk, k = 1,m,
(3.7)

where functionals L̃k and Lk, k = 1,m, may be different, are related. We
formulate this statement below.

Corollary 4.6 (Roman 2011, [100]). For unique solutions of problems (3.7),
the following equality is always satisfied

v = u+ (g1 − 〈L1, u〉)v1 + . . .+ (gm − 〈Lm, u〉)vm.

The analogous relation between discrete Green’s functions is also valid.

Theorem 4.7 (Roman 2011, [100]). Discrete Green’s functions G̃ and G of
problems (3.7), respectively, are linked with the equality

Gij = G̃ij − v1i 〈L·1, G̃·j〉 − . . .− vmi 〈L·m, G̃·j〉, i ∈ Xn, j ∈ Xn−m.

Let us note that here we used the biorthogonal fundamental system
vk, k = 1,m, for the second problem (3.7) only. Since conditions ∆̃ 6= 0

and ∆ 6= 0 for both problems, respectively, are fulfilled, we can obtain the
relation between biorthogonal fundamental systems for these problems (3.7)
as well.

Corollary 4.8. Let ∆̃ 6= 0 and ∆ 6= 0 for problems (3.7). Then their
biorthogonal fundamental systems ṽl ∈ F (Xn) and vl ∈ F (Xn) (l = 1,m)
are related by 〈L1, ṽ

1〉 . . . 〈Lm, ṽ1〉
. . . . . . . . .

〈L1, ṽ
m〉 . . . 〈Lm, ṽm〉


 v1

. . .

vm

 =

 ṽ1

. . .

ṽm

 .
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Roman also separately investigated the unique solution (∆ 6= 0) to a
problem with nonlocal boundary conditions

(Lu)i := ami ui+m + . . .+ a1iui+1 + a0iui = fi, i ∈ Xn−m, (3.8)

〈Lk, u〉 := 〈κk, u〉 − γk〈κk, u〉 = gk, k = 1,m, (3.9)

where functionals κk describe classical parts but κk, k = 1,m, represent
fully nonlocal parts of conditions (3.9). If the classical problem (all γk = 0)
has the unique solution ucl ∈ F (Xn), then the unique solution of the entire
problem (4.10)–(4.11) is given by

u = ucl + γ1〈κ1, u
cl〉+ . . .+ γm〈κm, ucl〉.

Their discrete Green’s functions Gcl ∈ F (Xn × Xn−m) and G ∈ F (Xn ×
Xn−m), respectively, are analogously related

Gij = Gcl
ij + γ1v

1
i 〈κ·1, Gcl

·j〉+ . . .+ γmv
m
i 〈κ·m, Gcl

·j〉, i ∈ Xn, j ∈ Xn−m.

4 The unique discrete minimizer

If the condition detA = 0 or the equivalent equality ∆ = 0 is valid, then
neither the matrix A has the unique inverse matrix A−1 nor the problem
(2.1)–(2.2) has the unique solution u = A−1b.

In this section, we are going to solve the problem (2.1)–(2.2) with ∆ = 0

in the least squares sense. Here we focus on the matrix representation (2.3) of
the discrete problem (2.1)–(2.2) and look for a minimum norm least squares
solution as in the previous chapter.

4.1 Generalized discrete Green’s function

The representation of the minimum norm least squares solution

uo = A†b (4.1)

to the problem (2.1)–(2.2) as well as the general least squares solution

ug = A†b + PN(A)c, ∀c ∈ C(n+1)×1, (4.2)

are introduced in Subsection 5.1 of Chapter 3. Properties of the Moore–
Penrose inverse A† ∈ C(n+1)×(n+1) are also given there. Now considering
the form of b = (f0, f1, . . . , fn−m, g1, . . . , gm)> ∈ C(n+1)×1 with every f =

(f0, f1, . . . , fn−m)> ∈ C(n−m+1)×1 and complex numbers gk, k = 1,m, we
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write the minimum norm least squares solution (4.1) in the following special
form

uo = Ggf + g1v
g,1 + . . .+ gmv

g,m. (4.3)

Here Gg ∈ C(n+1)×(n−m+1) and vg,k ∈ C(n+1)×1, k = 1,m, are submatrices
of the Moore–Penrose inverse

A† = (Gg, vg,1, . . . , vg,m).

We also get the discrete representation of the minimum norm least
squares solution

uo = Ggf + g1v
g,1 + . . .+ gmv

g,m,

which can be considered in the explicit form

uoi =

n−m∑
j=0

Ggijfj + g1v
g,1
i + . . .+ gmv

g,m
i , i ∈ Xn. (4.4)

This representation of the unique minimizer uo ∈ F (Xn) resembles the rep-
resentation of the unique solution (3.2) for the particular case, investigated
in Section 3. Furthermore, formulas (3.2) and (4.4) are coincident if ∆ 6= 0.
Thus, the discrete kernel Gg ∈ F (Xn × Xn−m) is called the generalized
discrete Green’s function and functions vg,k ∈ F (Xn), k = 1,m, – the gen-
eralized discrete biorthogonal fundamental system for them-th order discrete
problem (2.1)–(2.2).

Let us note that the generalized discrete Green’s function and the gen-
eralized discrete biorthogonal fundamental system can always be calculated
using the Moore–Penrose inverse B = A† as given below

Ggij = Bij , i ∈ Xn, j ∈ Xn−m, (4.5)

vg,ki = Bi,n−m+k, i ∈ Xn, k = 1,m. (4.6)

On the other hand, we have A† = A−1 for detA 6= 0. Then the discrete
minimum norm least squares solution uo ∈ F (Xn) is also coincident with the
unique discrete solution u ∈ F (Xn), the generalized discrete Green’s func-
tion Gg is coincident with the discrete Green’s function G, the generalized
discrete biorthogonal fundamental system vg,k, k = 1,m, is coincident with
the discrete biorthogonal fundamental system vk, k = 1,m.

4.2 Properties of minimizers

In this subsection, we investigate properties of minimum norm least squares
solutions and their generalized discrete Green’s functions. Obtained results
extend corresponding properties from Section 3.
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Lemma 4.9. The generalized discrete Green’s function Gg ∈ F (Xn×Xn−m)

is the minimum norm least squares solution of the following discrete problem

Li·Gg·j = δij , i ∈ Xn−m,

〈L·k, G
g
·j〉 = 0, k = 1,m,

(4.7)

for every fixed j ∈ Xn−m.

Below the generalization of (3.6) is given, where ∆ = 0 is valid.

Lemma 4.10. Discrete functions vg,l, l = 1,m, are minimum norm least
squares solutions of corresponding discrete problems

Lvg,l = 0,

〈Lk, vg,l〉 = 1, k, l = 1,m.
(4.8)

Let us now consider two relative problems (3.7), where the first discrete
problem has the unique solution (∆̃ 6= 0). Here and further Gg ∈ F (Xn ×
Xn−m) is the generalized discrete Green’s function and vg,k ∈ F (Xn), k =

1,m, are the generalized biorthogonal fundamental system to the second
problem (3.7), which may have the unique solution (∆ 6= 0) or not (∆ = 0).

Theorem 4.11. If the first discrete problem (3.7) has the unique exact solu-
tion u ∈ F (Xn), then the minimum norm least squares solution uo ∈ F (Xn)

of the other problem (3.7) is given by

uo = u− PN(A)u+ vg,1(g1 − 〈L1, u〉) + . . .+ vg,m(gm − 〈Lm, u〉).

Further, we provide the representation of the minimum norm least squares
solution, which is always applicable.

Corollary 4.12. The minimum norm least squares solution uo to the prob-
lem (2.1)–(2.2) can always be represented by the unique solution uc to the
Cauchy problem (2.4) as follows

uo = uc − PN(A)u
c + (g1 − 〈L1, u

c〉)vg,1 + . . .+ (gm − 〈Lm, uc〉)vg,m.

Now we present the property of generalized discrete biorthogonal funda-
mental systems for problems (3.7), which is similar to Corollary 4.8.

Corollary 4.13. Let ∆̃ 6= 0 for the first problem (3.7). Then the discrete
biorthogonal fundamental system ṽk ∈ F (Xn), k = 1,m, of the first problem
and the generalized discrete biorthogonal fundamental system vg,k ∈ F (Xn),
k = 1,m, of the second problem (3.7) are related by 〈L1, ṽ

1〉 . . . 〈Lm, ṽ1〉
. . . . . . . . .

〈L1, ṽ
m〉 . . . 〈Lm, ṽm〉


 vg,1

. . .

vg,m

 =

 PN(A)⊥ ṽ
1

. . .

PN(A)⊥ ṽ
m

 .
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4.3 Relations between generalized discrete Green’s
functions

Below we provide the representation of a generalized discrete Green’s func-
tion.

Theorem 4.14. If ∆̃ 6= 0 for the first problem (3.7), then its discrete Green’s
function G ∈ F (Xn ×Xn−m) and the generalized discrete Green’s function
Gg ∈ F (Xn ×Xn−m) of the second problem (3.7) are related by the equality

Ggij = Gij − (PN(A))i·G·j − v
g,1
i 〈L

·
1, G·j〉 − . . .− v

g,m
i 〈L·m, G·j〉

for all i ∈ Xn, j ∈ Xn−m.

Since the discrete Green’s function Gc of the initial problem (2.4) al-
ways exists, we obtain the representation of the generalized discrete Green’s
function, which is always valid.

Corollary 4.15. The generalized discrete Green’s function Gg ∈ F (Xn ×
Xn−m) to the problem (2.1)–(2.2) is of the form

Ggij = Gcij − (PN(A))i·G
c
·j − v

g,1
i 〈L

·
1, G

c
·j〉 − . . .− v

g,m
i 〈L·m, Gc·j〉

for all i ∈ Xn, j ∈ Xn−m.

4.4 Applications to nonlocal boundary conditions

For the problem with nonlocal boundary conditions (3.7)–(3.8), we obtain
the following representation of the minimizer uo using the unique solution
ucl to the classical problem (γk = 0, k = 1,m).

Corollary 4.16. If the classical problem (3.7)–(3.8) (γk = 0) has the unique
solution ucl ∈ F (Xn), then the minimizer to the nonlocal boundary value
problem (3.7)–(3.8) is given by

uo = ucl − PN(A)u
cl + γ1〈κ1, u

cl〉vg,1 + . . .+ γm〈κm, ucl〉vg,m.

The generalized discrete Green’s function for the problem with nonlocal
boundary conditions (3.7)–(3.8) is also similarly described.

Corollary 4.17. If the classical problem (3.7)–(3.8) (all γk = 0) has the
discrete Green’s function Gcl ∈ F (Xn×Xn−m), then the generalized Green’s
function of the nonlocal problem (3.7)–(3.8) is of the form

Ggij = Gcl
ij − (PN(A))i·G

cl
·j + γ1v

g,1
i 〈κ

·
1, G

cl
·j〉+ . . .+ γmv

g,m
i 〈κ·m, Gcl

·j〉

for every i ∈ Xn, j ∈ Xn−m.
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If ∆ 6= 0, then the inequality detA 6= 0 gives a nonsingular matrix for
the discrete problem (2.3) and the zero orthogonal projector PN(A) = O.
Now all statements, proved in this section for a generalized discrete Green’s
function Gg, a generalized discrete biorthogonal fundamental system vg,k,
k = 1,m, and the minimum norm least squares solution uo, are coincident
with corresponding statements from Section 3, where a discrete Green’s
function G, a discrete biorthogonal fundamental system vk, k = 1,m, and
the unique solution u were considered.

5 Minimization problem in different spaces

In this section, we investigate the generalized minimum norm least squares
solution, which minimizes residual Au − b of the discrete problem (2.3) in
the one norm and is of the smallest second norm among all minimizers of the
residual. Here we provide properties and representations of the generalized
minimum norm least squares solution and its generalized discrete Green’s
function.

5.1 The H1 least squares solution of the minimum H2 norm

Let us take two inner products (u,v)Hk
, k = 1, 2, for u,v ∈ C(n+1)×1

and denote by Hk the space C(n+1)×1 with the norm ‖u‖Hk
= (u,u)

1/2
Hk

,
respectively. In this section, we minimize the H1 norm of the residual

‖Aug − b‖H1 6 ‖Au− b‖H1 , ∀ u ∈ C(n+1)×1, (5.1)

and investigate the minimizer uo for which the H2 norm is smallest:

‖uo‖H2 < ‖ug‖H2 , ∀ ug 6= uo. (5.2)

This H1 least squares solution of the minimum H2 norm is introduced in
Subsection 6.1 of Chapter 3 and is of the form

uo = A†H1,H2
b, (5.3)

where A†H1,H2
is the matrix representation of the Moore-Penrose inverse

A†H1,H2
: H1 → H2.

Considering the form of b = (f0, f1, . . . , fn−m, g1, . . . , gm)> ∈ C(n+1)×1

with every f = (f0, f1, . . . , fn−m)> ∈ C(n−m+1)×1 and complex numbers gk,
k = 1,m, we write the minimizer (5.3) in the following special form

uo = Ggf + g1v
g,1 + . . .+ gmv

g,m. (5.4)
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Here Gg ∈ C(n+1)×(n−m+1) and vg,k ∈ C(n+1)×1, k = 1,m, are submatrices
of the matrix representation of the Moore–Penrose inverse

A†H1,H2
= (Gg, vg,1, . . . , vg,m).

The minimizer (5.4), given in the explicit form

uoi =

n−m∑
j=0

Ggijfj + g1v
g,1
i + . . .+ gmv

g,m
i , i ∈ Xn, (5.5)

is coincident with the representation of the unique solution (3.2) for the
particular case detA 6= 0, investigated in Section 3. Moreover, it also de-
scribes the minimizer (4.4) taking the standard Euclidean space instead of
two different spaces. Hence, we call Gg ∈ F (Xn × Xn−m) by the general-
ized discrete Green’s function and functions vg,k ∈ F (Xn), k = 1,m, – the
generalized discrete biorthogonal fundamental system describing the H1 least
squares solution of the minimum H2 norm for the problem (2.1)–(2.2).

This generalized discrete Green’s function and the generalized discrete
biorthogonal fundamental system can always be obtained using the Moore–
Penrose inverse B = A†H1,H2

in the following equalities

Ggij = Bij , i ∈ Xn, j ∈ Xn−m,

vg,ki = Bi,n−m+k, i ∈ Xn, k = 1,m.

So, for detA 6= 0, we have the equality A†H1,H2
= A−1. Then the

H1 least squares solution of the minimum H2 norm uo ∈ F (Xn) is also
coincident with the unique discrete solution u ∈ F (Xn), the generalized
discrete Green’s function Gg ∈ F (Xn×Xn−m) is coincident with the discrete
Green’s function G ∈ F (Xn ×Xn−m), the generalized discrete biorthogonal
fundamental system vg,k ∈ F (Xn), k = 1,m, is coincident with the discrete
biorthogonal fundamental system vk ∈ F (Xn), k = 1,m.

5.2 Properties of minimizers

In this subsection, we present properties of the H1 least squares solution
of the minimum H2 norm. Let us begin with the characterization of the
generalized discrete Green’s function.

Lemma 4.18. For every fixed j ∈ Xn−m, the generalized discrete Green’s
function Gg ∈ F (Xn ×Xn−m) is the H1 least squares solution of the mini-
mum H2 norm to the discrete problem

Li·Gg·j = δij , i ∈ Xn−m,

〈L·k, G
g
·j〉 = 0, k = 1,m.
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The generalized discrete biorthogonal fundamental system has the fol-
lowing property.

Lemma 4.19. Every discrete function vg,l ∈ F (Xn), l = 1,m, is the H1

norm least squares solution of the minimum H2 norm to the corresponding
discrete problem

Lvg,l = 0,

〈Lk, vg,l〉 = δlk, k = 1,m.

For two discrete problems (3.7), where the second problem has the gener-
alized Green’s functionGg and the generalized biorthogonal system vg,k, k =

1,m, we obtain following relations.

Theorem 4.20. The H1 least squares solutions of the minimum H2 norm
uo and vo to problems (3.7), respectively, are linked by the equality

vo = uo − PH2,N(A)u
o +Gg(f − Luo) +

m∑
k=1

vg,k(gk − 〈Lk, uo〉).

Corollary 4.21. Let the first problem (3.7) be (uniquely) solvable. Then the
H1 least squares solutions of the minimum H2 norm (the unique solution)
uo and vo to problems (3.7), respectively, are related as follows

vo = uo − PH2,N(A)u
o +

m∑
k=1

vg,k(gk − 〈Lk, uo〉).

Since the discrete Cauchy problem (2.4) always has the unique solution
uc ∈ F (Xn) [100, Roman 2011], the minimizer (5.3) is always expressed as
below.

Corollary 4.22. The H1 least squares solution of the minimum H2 norm
to the problem (2.1)–(2.2) can always be described by the unique solution uc

to the Cauchy problem, i.e.,

uo = uc − PH2,N(A)u
c + vg,1(g1 − 〈L1, u

c〉) + . . .+ vg,m(gm − 〈Lm, uc〉).

Moreover, we obtain the following representation.

Corollary 4.23. If the classical problem (3.8)–(3.9) (γk = 0) has the unique
solution ucl ∈ F (Xn), then the H1 least squares solution of the minimum H2

norm to the nonlocal boundary value problem (4.10)–(4.11) is given by

uo = ucl − PH2,N(A)u
cl + vg,1(g1 − 〈L1, u

cl〉) + . . .+ vg,m(gm − 〈Lm, ucl〉).
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5.3 Relations between generalized discrete Green’s
functions

Let us now provide a representation of the generalized discrete Green’s func-
tion, which describes the minimizer (6.3).

Theorem 4.24. If there exists the discrete Green’s function G ∈ F (Xn ∈
Xn−m) for the first problem (3.7), then the generalized discrete Green’s func-
tion Gg ∈ F (Xn ×Xn−m) of the second problem is given by

Ggij = Gij − (PH2,N(A)G)ij − vg,1i 〈L
·
1, G·j〉 − . . .− v

g,m
i 〈L·m, G·j〉

for all i ∈ Xn, j ∈ Xn−m.

Here (PH2,N(A)G)ij is trivial if detA 6= 0. Otherwise, it denotes the
kernel of the orthogonal projection onto the nullspace N(A) in the space
H2 :

(PH2,N(A)Gf)i =
d∑
l=1

zli(z
l,Gf)H2 =

n−m∑
j=1

(PH2,N(A)G)ijfj , i ∈ Xn,

where zl, l = 1, d, is a basis of the nullspace N(A), orthonormal with respect
to the inner product in H2.

Corollary 4.25. The generalized discrete Green’s function for the problem
(2.1)–(3.1) is described by the discrete Green’s function Gc ∈ F (Xn×Xn−m)

of the Cauchy problem (2.4) in the form

Ggij = Gcij − (PH2,N(A)G
c)ij − vg,1i 〈L

·
1, G

c
·j〉 − . . .− v

g,m
i 〈L·m, Gc·j〉

for all i ∈ Xn, j ∈ Xn−m.

For the problem (3.8)–(3.9) with nonlocal boundary conditions, the fol-
lowing property is valid.

Corollary 4.26. If there exists the discrete Green’s function Gcl ∈ F (Xn×
Xn−m) of the classical problem (3.8)–(3.9) (γk = 0), then the generalized dis-
crete Green’s function, describing the minimizer (5.3) to the problem (3.8)–
(3.9) with nonlocal boundary conditions, is given by

Ggij = Gcl
ij − (PH2,N(A)G

cl)ij + vg,1i 〈κ
·
1, G

cl
·j〉+ . . .+ vg,mi 〈κ·m, Gcl

·j〉

for all i ∈ Xn, j ∈ Xn−m.
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5.4 Applications to differential problems

In this section, our aim is to consider real discrete problems approximating
m-th order differential problems (1.1)–(1.2). Let us recall the minimum norm
least squares solution uo ∈ Hm[0, 1] to the differential problem (1.1)–(1.2),
which minimizes the norm of the residual

‖Lug − f‖L2[0,1]×Rm = inf
u∈Hm[0,1]

‖Lu− f‖L2[0,1]×Rm

and has the minimum Hm[0, 1] norm among all minimizers ug ∈ Hm[0, 1],
i.e.,

‖uo‖Hm[0,1] < ‖ug‖Hm[0,1] ∀ ug 6= uo.

Thus, for m-th order discrete problems, we introduce two discrete norms

‖u‖Hm(ωh) =

(
m∑
k=0

n−k∑
i=0

(
∇kui
hk

)2

h

)1/2

,

‖b‖L2(ωh
n−m)×Rm =

(
n−m∑
i=0

f2(xi)h+ g21 + . . .+ g2m

)1/2

,

for every u, b ∈ R(n+1)×1, and the corresponding inner products those hold
the equality ‖u‖ = (u,u)1/2 for each norm, respectively. Here we denoted
the submesh ωhn−m = {xi = ih, i ∈ Xn−m, nh = 1} ⊂ ωh. Let us note that
here b is not necessary of the special form b =

(
f(x0), f(x1), . . . , f(xn−m), g1,

. . . , gm
)> ∈ R(n+1)×1 taking f ∈ C[0, 1], which only helps to illustrate the

similarity to the inner product in the space L2[0, 1]× Rm.
Now we minimize the L2(ωhn−m)× Rm norm of the residual

‖Aug−b‖L2(ωh
n−m)×Rm 6 ‖Au−b‖L2(ωh

n−m)×Rm , ∀ u ∈ R(n+1)×1, (5.6)

by a vector ug. Then we select the one solution uo from all minimizers ug,
for which the Hm(ωh) norm is smallest:

‖uo‖Hm(ωh) < ‖u
g‖Hm(ωh), ∀ ug 6= uo. (5.7)

This minimizer is represented by the formula

uo = A†
L2(ωh

n−m)×Rm,Hm(ωh)
b

using the Moore–Penrose inverse A†
L2(ωh

n−m)×Rm,Hm(ωh)
. We rewrite it in the

form

uoi =

n−m∑
j=0

Gg,hij fjh+ g1v
g,1
i + . . .+ gmv

g,m
i , i ∈ Xn, (5.8)
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which is a discrete analogue of the representation of minimizer

uo =

∫ 1

0
Gg(x, y)f(y) dy+g1v

g,1(x) + . . .+gmv
g,m(x), x ∈ [0, 1], (5.9)

to the differential problem (1.1)–(1.2). Here we used the modified composi-
tion of the Moore–Penrose inverse

A†
L2(ωh

n−m)×Rm,Hm(ωh)
= (hGg,h vg,1 . . . vg,m)

taking the modified generalized discrete Green’s function Gg,h = h−1Gg.
For the particular case detA 6= 0, it reduces to the partitioning A−1 =

(hGh v1 . . . vm) with the modified discrete Green’s function Gh = h−1G.
According to this special partitioning, below we provide reformulated

representations of the range R(A) and the nullspace N(A∗).

Lemma 4.27. 1) If d = m, then for all f ∈ F (Xn−m) we have

R(A) =

{(
f0; f1; . . . ; fn−m;

n−m∑
j=0

〈L·1, G
c,h
·j 〉fjh; . . . ;

n−m∑
j=0

〈L·m, G
c,h
·j 〉fjh

)>}
.

2) If 0 < d < m, then the range R(A) is generated by the vector

b =
n−m∑
i=0

fie
i +

d∑
l=1

( m∑
j=d+1

gkj 〈Lkl , v
kj 〉+

n−m∑
j=0

〈L·kl , G
a,h
·j 〉fjh

)
en−m+kl

+

m∑
j=d+1

gkje
n−m+kj

with every f ∈ F (Xn−m) and gkj ∈ C, j = d+ 1,m.

Here Gc,h ∈ F (Xn × Xn−m) is the modified discrete Green’s function
for the discrete Cauchy problem (2.4). Other modified discrete Green’s
function Ga,h ∈ F (Xn × Xn−m) and the biorthogonal fundamental system
vk ∈ F (Xn), k = 1,m, are taken for a problem Lu = f with original
conditions 〈Lkj , u〉 = 0, j = d+ 1,m, and conditions 〈`kl , u〉 = 0, l = 1 + d,
replacing 〈Lkl , u〉 = 0. Here conditions 〈`kl , u〉 = 0 are selected to construct
an auxiliary problem with ∆ 6= 0.

Further, the composition of the nullspace N(A∗) is presented.

Corollary 4.28. The following statements are valid:

1) if d = m, then N(A∗) is generated by linearly independent vectors

wk = −
n−m∑
j=0

〈L·k, G
c,h
·j 〉e

j + en−m+k, k = 1,m.
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2) if 0 < d < m, then N(A∗) is generated by linearly independent vectors

wl = −
n−m∑
j=0

〈L·kl , G
a,h
·j 〉e

j −
m∑

j=d+1

〈Lkl , v
kj 〉ekj + ekl , l = 1, d.

Now recalling the Fredholm alternative theorem, we get the solvability
conditions for the problem (2.1)–(2.2) without the unique solution (∆ = 0).

Corollary 4.29. (Solvability conditions) The problem (2.1)–(2.2) with ∆ =

0 is solvable if and only if the conditions are valid:

1)
n−m∑
j=0
〈L·k, G

c,h
·j 〉fjh = gk, k = 1,m, for d = m;

2)
m∑

j=d+1

gkj 〈Lkl , vkj 〉+
n−m∑
j=0
〈L·kl , G

a,h
·j 〉fjh = gkl for l = 1, d if 0 < d < m.

Let us note that the nullspace N(A) and its classification remain as
previous (see Subsection 2.1). Here are no changes.

Example 4.30. Let us now consider the discrete problem (2.8)–(2.10) with
∆ = 0 (equivalently detA = 0). It has neither the unique solution nor the
discrete Green’s function.

In this case Corollary 4.26 provides the representation of the generalized
discrete Green’s function Gg,h ∈ F (Xn ×Xn−m), that is,

Gg,hij = Gcl,h
ij − (PHm(ωh),N(A)G

cl,h)ij + γvg,mi Gcl,h
sj (5.10)

for every i ∈ Xn and j ∈ Xn−m. Here we use the discrete Green’s function
Gcl,h ∈ F (Xn ×Xn−m) for the classical problem (2.12), where always ∆cl 6=
0. This inequality means the existence of the unique solution ucl, the discrete
Green’s function Gcl,h and the discrete biorthogonal fundamental system vk ∈
F (Xn), k = 1,m, as well.

In Example 4.4, we got d = 1 and vm ∈ N(A). According to [100,
Roman 2011], we can always find this function from the formula vmi =

∆(L1, . . . , Lm−1, δi)/∆
cl, i ∈ Xn. Thus, we calculate the orthogonal pro-

jection

(PHm(ωh),N(A)G
cl,h)ij =

vmi
‖vm‖2

Hm(ωh)

(
vm, coljG

cl,h
)
Hm(ωh)

.

To obtain the full representation of the generalized discrete Green’s func-
tion (5.10), we still need to find the function vg,m ∈ F (Xn). It is the discrete
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minimizer to the consistent discrete problem Au = PL2(ωh
n−m)×Rm,R(A)e

n.
Let us calculate the projection PL2(ωh

n−m)×Rmen = en−PL2(ωh
n−m)×Rm,N(A∗)e

n.
First, we have d = 1 and k1 = m (see Example 4.4) and, using Corollary

4.28, obtain the vector

w = γ
n−m∑
j=0

Gcl,h
sj ej + γ

m−1∑
k=1

vkse
n−m+k + en,

which spans the nullspace N(A∗). Now we calculate

PL2(ωh
n−m)×Rm,R(A)e

n = en −w(w, en)L2(ωh
n−m)×Rm/‖w‖2L2(ωh

n−m)×Rm

=
1

‖w‖2

(
− γ

n−m∑
j=0

Gcl,h
sj ej − γ

m−1∑
k=1

vkse
n−m+k + (‖w‖2 − 1)en

)
,

where we denoted ‖w‖2 := ‖w‖2
L2(ωh

n−m)×Rm . Hence, we solve the consistent
problem Au = PL2(ωh

n−m)×Rm,R(A)e
n, that is

(Lu)i = −γGcl,h
si /‖w‖

2, i ∈ Xn−m, (5.11)

∇ku0/hk = −γvks/‖w‖2, k = 0,m− 2, (5.12)

un − γus = 1− 1/‖w‖2. (5.13)

First, we take the general solution

ui = c1v
1
i + c2v

2
i + . . . cmv

m
i −

γ

‖w‖2
n−m∑
j=0

Gcl,h
ij Gcl,h

sj h

of the discrete equation (5.11). Substituting it into conditions (5.12), we find
constants ck = −γvks/‖w‖2, k = 1,m− 1, those represent the general least
squares solution

ugi = −γ
m−1∑
k=1

vks
‖w‖2

vki + cvmi −
γ

‖w‖2
n−m∑
j=0

Gcl,h
ij Gcl,h

sj h, c ∈ R.

Since the minimizer is of the form vg,m = PH2(ωh),N(A)⊥u
g, we calculate

this projection of ug and find the expression

vg,mi = −γ
m−1∑
k=1

vks
‖w‖2

vki + ch,ovmi −
γ

‖w‖2
n−m∑
j=0

Gcl,h
ij Gcl,h

sj h, (5.14)

with the particular constant ch,o = co +O(h). Here co represents the mini-
mizer

vg,m(x) =

m−1∑
k=1

1− γξk−1(
(k − 1)! · ‖w‖

)2xk−1+coxm−1− γ

‖w‖2

∫ 1

0
Gcl(x, y)Gcl(ξ, y) dy
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of the differential problem (2.6)–(2.7) (see Example 2.28 in Chapter 2, where
∆ = 0 for this differential problem, that is, γξm−1 = 1). Since ch,o → co,
we ask if the discrete minimizer vg,mi converges to the continuous minimizer
vg,m(x) letting h→ 0?

To provide the answer, we need to discuss on several approximations.
Let us take the particular fundamental system zk = xk, k = 1,m. First, we
observe that

vmi =
∆(L1, . . . , Lm−1, δi)

∆cl
=
h−(m−2)(m−1)/2 ·∆(δ0, . . . , δm−2, δi)

h−(m−2)(m−1)/2 ·∆(δ0, . . . , δm−2, 1)

=
V (x0, . . . , xm−2, xi)

V (x0, . . . , xm−2, 1)
=

∏
06j<l6m−2(xj − xl)(xj − xi)(xm−2 − xi)∏
06j<l6m−2(xj − xl)(xj − 1)(xm−2 − 1)

=

∏
06j6m−2(xj − xi)∏
06j6m−2(xj − 1)

= xm−1i +O(h) = vm(xi) +O(h).

Here vm(x) = xm−1 is the function from the biorthogonal fundamental sys-
tem of the differential problem (2.12). In this representation, O(h) is ob-
tained of the special form: it is a linear combination of hαxji for j = 0,m− 2

and finite α = 1, 2, . . .

Second, Lemma 4.5 gives the representation Gcl,h
ij = Gc,hij −vmi G

c,h
n,j. Above

we proved vmi = vm(xi) + O(h). Let us now recall notations for a Green’s
function Gc(x, y) of a differential Cauchy problem (2.4) and derive the ap-
proximation Gc,hij = Gc(xi, xj) +O(h). Using properties of determinants, we
obtain that Wj+m, defined in the formula (2.5), is equal to

Wj+m =

∣∣∣∣∣∣∣∣∣
z1j+1 z1j+2 . . . z1j+m
z2j+1 z2j+2 . . . z2j+m
. . . . . . . . . . . .

zmj+1 zmj+2 . . . zmj+m

∣∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣
z1j+1 ∇1z1j+1 . . . ∇m−1z1j+1

z2j+1 ∇1z2j+1 . . . ∇m−1z2j+1

. . . . . . . . . . . .

zmj+1 ∇1zmj+1 . . . ∇m−1zmj+1

∣∣∣∣∣∣∣∣∣
= h

m(m−1)
2 ·

∣∣∣∣∣∣∣∣∣
z1j+1 ∇1z1j+1/h . . . ∇m−1z1j+1/h

m−1

z2j+1 ∇1z2j+1/h . . . ∇m−1z2j+1/h
m−1

. . . . . . . . . . . .

zmj+1 ∇1zmj+1/h . . . ∇m−1zmj+1/h
m−1

∣∣∣∣∣∣∣∣∣
= hm(m−1)/2(W (xj+1) +O(h)

)
for j ∈ Xn−m. Similarly, we get W̃i,j+m = h(m−1)(m−2)/2

(
W̃ (xi, xj+1) +
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O(h)
)
. Since amj = h−m, we calculate

Gc,hij = h−1Gcij = h−1 · 1

amj
· W̃i,j+m

Wj+m
=
W̃ (xi, xj+1) +O(h)

W (xj+1) +O(h)

=
W̃ (xi, xj+1)

W (xj+1)
+O(h) = Gc(xi, xj+1) +O(h), for all j +m < i.

Otherwise Gc,hij = Gcij = 0 if we take j +m > i. From the last two formulas,
we get the desired approximation Gc,hij = Gc(xi, xj+1) + O(h) for i ∈ Xn,
j ∈ Xn−m.

Substituting obtained approximations, we represent Gcl,h
ij = Gc,hij −vmi G

c,h
n,j

in the form Gcl,h
ij = Gc(xi, xj+1) − vm(xi)G

c(1, xj+1) + O(h). Since the
formula (3.4) in Chapter 2 gives the representation Gcl(x, y) = Gc(x, y) −
vm(x)Gc(1, y) of the Green’s function for the classical differential problem,
we get Gcl,h

ij = Gcl(xi, xj+1) +O(h).
Third, the discrete fundamental system vki , k = 1,m, is related with the

biorthogonal fundamental system vk(x), k = 1,m, of the classical differential
problem (2.12) by equalities

vki = ∆cl,k
i /∆cl = vk(xi) +O(h) =

xk−1i − xm−1i

(k − 1)!
+O(h) (5.15)

for k = 1,m− 1 and, as proved above, vmi = vm(xi) + O(h) = xm−1i +

O(h). We obtain these approximations rewriting determinants ∆cl,k
i :=

∆(δ0, δ1, . . . , δk−2, δi, δk, . . . , δm−2, δn) and ∆cl, k = 1,m− 1, similarly as
we have just did above for the modified discrete Green’s function Gc,hij .

Moreover, Example 4.4 says that ∆ = 0 for discrete problem (2.8)–(2.10)
is equivalent to the equality γvms = 1. Recalling the approximation vmi =

xm−1i + O(h) for all i ∈ Xn, we write this equality in the form γξm−1 =

1 + O(h). Letting h → 0, we obtain the condition γξm−1 = 1, where the
differential problem (2.6)–(2.7) does not have the unique solution.

Substituting obtained approximations in (5.14), we get the expression

vg,mi =
m−1∑
k=1

1− γξk−1(
(k − 1)! · ‖w‖

)2xk−1 + coxm−1

− γ

‖w‖2
n−m∑
j=0

Gcl(xi, xj+1)G
cl(ξ, xj+1)h+O(h).

This representation gives the approximation vg,mi = vg,m(xi) + O(h), what
means the convergence of that discrete minimizer to the continuous mini-
mizer. We note that other relations vg,ki = vg,k(xi) +O(h) for k = 1,m− 1
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are also valid. Here we find discrete functions

vg,k = γvksv
g,m + PHm(ωh),N(A)⊥v

k, k = 1,m− 1,

from Corollary 4.13 (where we take ṽk = vk, k = 1,m) and then apply
obtained approximations.

Moreover, we rewrite the orthogonal projection in the form

(PHm(ωh),N(A)G
cl,h)ij =

xm−1i

‖tm−1‖2Hm[0,1]

(
tm−1, Gcl(t, xj+1)

)
Hm[0,1]

+O(h).

Substituting relations Gcl,h
ij = Gcl(xi, xj+1) + O(h), (PHm(ωh),N(A)G

cl,h)ij =

PN(L)G
cl(xi, xj+1) + O(h) and vg,mi = vg,m(xi) + O(h) into the expression

(5.10), we get the approximation Gg,hij = Gg(xi, xj+1) +O(h).
Let us now put approximations of the generalized discrete Green’s func-

tion Gg,hij = Gg(xi, xj+1)+O(h) and the generalized biorthogonal fundamen-
tal system vg,ki = vg,k(xi) + O(h), k = 1,m, into the representation of the
discrete minimum norm least squares solution (5.8). Here we observe its
convergence to the minimum norm least squares solution (5.9) of the differ-
ential problem.

The basic conclusion of this example in formulated below.

Corollary 4.31. The minimizer of the discrete problem (2.8)–(2.10) con-
verges to the minimizer of the differential problem (2.6)–(2.7).

Below we suggest the way how to investigate the convergence of the
discrete minimizer to the minimizer of a differential problem.

To formulate the convergence conditions, we need to introduce the pro-
jection operator π1 : Hm[0, 1] → Hm(ωh), which projects a function u ∈
Hm[0, 1] on the mesh ωh by the formula π1u = (u(x0), u(x1), . . . , u(xn))>.
This poitwise definition is correct since every function from Hm[0, 1] belongs
to Cm−1[0, 1]. For every f = (f, g1, . . . , gm)> ∈ L2[0, 1] × Rm we also take
a projector π2 : L2[0, 1]×Rm → L2(ωhn−m)×Rm. If f ∈ C[0, 1], the projec-
tor may be given by π2f = (f(x0), f(x1), . . . , f(xn−2), g1, g2, . . . , gm)>. In
general, f ∈ L2[0, 1] and we can use the projector

π2f =
n−m∑
i=0

(
1

h

∫ xi+1

xi

f(x) dx

)
ei +

m∑
k=1

gke
n−m+k.

Theorem 4.32. (Sufficient convergence conditions) Let the following ap-
proximations

A(π1u) = π2Lu+ O(hα), PHm(ωh),N(A)(π1u) = π1(PN(L)u) + O(hα),

PL2(ωh
n−m)×Rm,R(A)b = π2(PR(L)f) + O(hα)
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be valid for some α > 0. If supn∈N ‖A†‖Hm(ωh), L2(ωh
n−m)×Rm < +∞, then

the minimizer uo ∈ Hm(ωh) of the discrete problem (2.1)–(2.2) converges to
the minimizer uo ∈ Hm[0, 1] of the differential problem (1.1)–(1.2), i.e.,

‖uo − π1u
o‖C(ωh) = max

xi∈ωh
|uoi − uo(xi)| → 0 if n→∞.

6 Conclusions

In this chapter, we generalized results of the previous chapter, where a second
order discrete problem with nonlocal conditions was investigated. Basic
conclusions of this chapter are formulated below:

1) A discrete problem (2.1)–(2.2) always has the Moore–Penrose inverse
A†, a generalized discrete Green’s function and the unique minimum
norm least squares solution.

2) For ∆ 6= 0, we have that A† = A−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized
Green’s function Ggij is coincident with the ordinary Green’s function
Gij , the biorthogonal fundamental system vk, k = 1,m, is coincident
with the generalized biorthogonal fundamental system vg,k, k = 1,m.

3) The minimum norm least squares solution has literally similar repre-
sentations as the unique discrete solution: it can be described by the
unique solution of the discrete Cauchy problem or the unique solu-
tion to other relative problem (the same discrete equation (2.1) but
different nonlocal conditions (2.2)).

4) A generalized discrete Green’s function also has representations similar
to expressions of a discrete Green’s function: it can be written using
the discrete Green’s function of the Cauchy problem or the discrete
Green’s function to other relative problem (the same discrete equation
(2.1) but different nonlocal conditions (2.2)).

5) Obtained properties of minimizers are coincident with corresponding
properties of minimizers for differential problems.

6) The discrete minimum norm least squares solution converges to the
minimum norm least squares solution of the differential problem (1.1)–
(1.2) if conditions of Theorem 4.32 are satisfied.
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Chapter 5

First order differential systems
with nonlocal conditions

1 Introduction

In this chapter, we consider a linear system of first order differential equa-
tions with nonlocal conditions

d uk

dx
=

m∑
l=1

akl(x)ul + fk(x), x ∈ [0, 1], (1.1)

m∑
l=1

〈Lkl, ul〉 = gk, k = 1,m, (1.2)

where we take real numbers gk and all functions uk ∈ H1[0, 1], fk ∈ L2[0, 1],
akl ∈ C[0, 1], Lkl ∈ C∗[0, 1]. Similar complex system was also studied by
Bryan [20, 1969]. He derived the expression of the Green’s matrix and stud-
ied its properties for the system with, as he called, general linear boundary
conditions. Generalized Green’s functions for systems of ordinary differen-
tial equations and general conditions were also investigated by Boichuk and
Samoilenko [13, 2004]. Authors obtained a representation of a generalized
Green’s matrix and solvability conditions in quite abstract form. We also de-
rive similar results for the system (1.1)–(1.2) in the form, applied particulary
for the problem with nonlocal conditions.

The structure of this chapter is as follows. First, we represent this sys-
tem into the vectorial form and consider its properties. Then the case of
the unique solution is investigated. We obtain several representations and
properties of the unique solution and its Green’s matrix. Afterwards, the
problem without the unique solution is considered. Here we discuss on the
unique minimizer of the residual, derive its properties and representations,
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study a generalized Green’s matrix. Several examples are also given. Let us
note that this chapter is based on the paper [89, Paukštaitė and Štikonas
2017].

2 The vectorial problem

Introducing notations u = (u1, u2, . . . , um)>, u′ =
(
(u1)′, (u2)′, . . . , (um)′

)>,
A(x) = (akl(x)), f = (f1, . . . , fm)>, Lk = (Lk1, . . . , Lkm), the system can
be written in the equivalent form

Lu := u′ −Au = f , (2.1)

〈Lk,u〉 = gk, k = 1,m. (2.2)

Here 〈Lk,u〉 is the usual matrix multiplication Lku, where brackets empha-
size only the nature of nonlocal conditions. Similarly, 〈Lk,U〉 = LkU for
every m × n matrix U = (U lj) on [0, 1]. We also use the two dot notation
〈Lk·,U ·j〉 :=

∑m
l=1〈Lkl, U lj〉 for every j = 1, n and denote the m-th order

matrix valued identity function by I = Im×m.
Let us take the short description of the problem

Lu = b (2.3)

with the operatorL := (L,L1, . . . ,Lm)> and the right hand b = (f1, . . . , fm,

g1, . . . , gm)> ∈ (L2[0, 1])m × Rm.
Since every function uk ∈ H1[0, 1], then for the Hilbert space (H1[0, 1])m

:= H1[0, 1]×. . .×H1[0, 1] (herem times) we take the standard inner product
and the norm

‖u‖ = (u,u)1/2 =

( m∑
k=1

‖uk‖2H1[0,1]

)1/2

, ∀ u ∈ (H1[0, 1])m.

Analogously, for the space (L2[0, 1])m × Rm, we introduce the norm

‖b‖ = (b, b)1/2 =

( m∑
k=1

‖fk‖2L2[0,1] + g2k

)1/2

, ∀b ∈ (L2[0, 1])m × Rm.

The Sobolev embedding theorem [42, Evans 2010] says that H1[0, 1] ⊂
C[0, 1] and the inequality

‖u‖C[0,1] 6 c‖u‖H1[0,1], ∀u ∈ H1[0, 1], (2.4)

is valid for a particular constant c independent on a chosen u. Thus,
(C[0, 1])∗ ⊂ (H1[0, 1])∗ and each functional Lkl ∈

(
C[0, 1]

)∗ belongs to the
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dual space (H1[0, 1])∗. It also means that vector valued functionals Lk be-
long to the dual space of (H1[0, 1])m. Since L is defined on (H1[0, 1])m,
then the vectorial operator L maps one Hilbert space (H1[0, 1])m to another
Hilbert space (L2[0, 1])m × Rm.

Lemma 5.1. The operator L : (H1[0, 1])m → (L2[0, 1])m × Rm is the con-
tinuous linear operator with the domain D(L) = (H1[0, 1])m.

Let us note that this proof is analogous to the proof of Lemma 1.1 from
Chapter 1. In this chapter, we omit analogous proves emphasizing particular
technical details if needed.

2.1 Existence of the unique solution

Let us consider the condition of the existence of the unique solution to the
problem (1.1)–(1.2). This condition was represented by other authors [19,
Brwon and Krall 1974], [20, Bryan 1969]. However, developing the parallel to
m-th order differential equations with nonlocal conditions, we present here
this condition in the similar form as an existence condition for the unique
solution to the m-th order equation is given in [100, Roman 2011].

So, we investigate the existence of the unique trivial solution z ≡ 0 to
the homogenous problem

z′ = Az, (2.5)

〈Lk, z〉 = 0, k = 1,m. (2.6)

The fundamental system of the equation (2.5) is composed of m linearly
independent vector functions zl, l = 1,m, those can be represented by the
m×m order fundamental matrix Z(x) = (z1(x), . . . ,zm(x)). Then we put
the general solution to (2.5), which is z =

∑n
l=1 clz

l for cl ∈ R, l = 1,m,
into conditions (2.6) and obtain the system ofm homogenous equations with
unknowns cl, l = 1,m, as follows

m∑
l=1

〈Lk, zl〉cl = 0, k = 1,m.

So, the system has only the trivial solution z = 0 or equivalently cl = 0, l =

1,m, if and only if the determinant of the previous system is nonzero

∆ :=

∣∣∣∣∣∣∣∣∣
〈L1, z

1〉 〈L1, z
2〉 . . . 〈L1, z

m〉
〈L2, z

1〉 〈L2, z
2〉 . . . 〈L2, z

m〉
. . . . . . . . . . . .

〈Lm, z1〉 〈Lm, z2〉 . . . 〈Lm, zm〉

∣∣∣∣∣∣∣∣∣ 6= 0. (2.7)
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It literally resembles the existence condition of the unique solution to a m-th
order differential equation with m nonlocal conditions, which was studied in
Chapter 2.

If ∆ = 0, then the nullspace N(L) is nontrivial. Denoting the nullity
d := dimN(L), we separate the following cases:

• d = 0 ⇔ ∆ 6= 0. Then N(L) is trivial.

• d = m ⇔ ∆ = 0 and all 〈Lk, zl〉 = 0 for k, l = 1,m. Then all
constants c1, . . . , cm remain arbitrary and N(L) = span{z1, . . . ,zm}.
So, the solution to Lz = 0 is now equivalent to the solution of the
differential equation z′ = Az only.

• 0 < d < m ⇔ ∆ = 0 and rank(〈Lk, zl〉) = m − d (here k, l = 1,m).
Here m−d constants are solved and represented by other d constants,
those remain arbitrary. In other words, there exist d rows in the deter-
minant representation of ∆ above, those are linear combinations of the
rest m−d linearly independent rows. Let us denote these “dependent”
rows by (〈Lkl , z1〉, . . . , 〈Lkl , zm〉) for kl, l = 1, d. The independent
rows are also given by (〈Lkj , z1〉, . . . , 〈Lkj , zm〉) for kj , j = d+ 1,m.
Thus, the solution to the problem Lz = 0 is now equivalent to the
solution of the simplified problem: the equation z′ = Az with con-
ditions 〈Lkj , z〉 = 0, j = d+ 1,m, representing linearly independent
rows only.

Let us note that the nullspaceN(L) is closed according to Lemma 5.1 [65,
Kreyszig 1978]. Then the entire space (H1[0, 1])m is represented by the direct
sum of orthogonal subspaces as below

(H1[0, 1])m = N(L)⊕N(L)⊥. (2.8)

Moreover, the nullspace N(L) is composed of continuously differentiable
functions zl ∈ (C1[0, 1])m, l = 1,m, because all functions akl ∈ C[0, 1] [34,
Coddington and Levinson 1955].

2.2 Range of the operator L

We can ontain the following result.

Theorem 5.2. The range R(L) of the operator L is closed.
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This theorem is proved analogously as Theorem 1.2 for the second order
differential problem in Chapter 1 is proved. We take the unique solution to
the Cauchy problem

u′ = Au+ f , uk(0) = 0, k = 1,m. (2.9)

According to [34, Coddington and Levinson 1955], its unique solution is
given by uc =

∫ x
0 K(x, y)f(y) dy, where K(x, y) = Z(x)Z−1(y) is the m-th

order Cauchy matrix. Now we introduce the Green’s matrix Gc(x, y) =(
Gc,kl(x, y)

)
(here k, l = 1,m) to the Cauchy problem as follows

Gc(x, y) =

{
K(x, y), y < x,

0, y > x,
(2.10)

and get another description of the unique solution

uc =

∫ 1

0
Gc(x, y)f(y) dy. (2.11)

The Green’s matrix has such properties:

1) Gc(y + 0, y)−G(y − 0, y) = I;

2) Gc(x, y) is C in (x, y) except the diagonal x = y;

3) Gc(x, y) is C1 in x except the diagonal x = y;

4) (∂/∂x)Gc(x, y)−A(x)G(x, y) = 0 except the diagonal x = y;

5) 〈Lk,Gc(·, y)〉 = 0, k = 1,m.

Applying these properties of the Green’s matrix Gc(x, y), we obtain the
proof of the Theorem 5.1 analogously as Theorem 1.2 in Chapter 1 is proved.

We can also obtain the direct representation of the range R(L). We omit
proves again because they are analogous to corresponding proves in previous
chapters. First, we need to discuss on the composition

b = (f1, . . . , fm, g1, . . . , gm)> =

m∑
k=1

(fkek + gke
m+k)

for all b ∈ (L2[0, 1])m × Rm. Here we denoted the unit vectorial functions
e1 = (1, 0, . . . , 0)>, e1 = (0, 1, . . . , 0)>,. . . , e2m = (0, 0, . . . , 1)>. Now we
can provide the representation of the range.

Lemma 5.3.
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1) If d = m, then R(L) is generated by the vector function

b =

(
f1; . . . ; fm;

∫ 1

0
〈L1,G

c(·, y)〉f(y) dy; . . . ;

∫ 1

0
〈Lm,Gc(·, y)〉f(y) dy

)>
where f = (f1, . . . , fm)> ∈ (L2[0, 1])m.

2) If 0 < d < m, then R(L) is generated by the vector function

b =

m∑
k=1

fkek +

d∑
l=1

( m∑
j=d+1

gkj 〈Lkl ,v
kj 〉+

∫ 1

0
〈Lkl ,G

a(·, y)〉f(y) dy

)
em+kl

+
m∑

j=d+1

gkje
m+kj ,

where f = (f1, . . . , fm)> ∈ (L2[0, 1])m and gkj ∈ R for j = d+ 1,m.

Here Ga(x, y) = (Ga,kl(x, y)) is the Green’s matrix and {v1, . . . ,vm} is
the biorthogonal fundamental system for the problem Lu = f with original
conditions 〈Lkj ,u〉 = 0, j = d+ 1,m, and conditions 〈`kl ,u〉 = 0, l = 1, d,
replacing 〈Lkl ,u〉 = 0. Here 〈`kl ,u〉 = 0 are selected such that for this
auxiliary problem ∆ 6= 0. For details see the following section.

According to [100, Roman 2011], properties of L implies the closeness of
N(L∗), where L∗ : (L2[0, 1])m × Rm → (H1[0, 1])m is the adjoint operator
of L. Then the nullspace and range theorem gives N(L∗) = R(L)⊥, which
representation can also be derived in the following forms.

Corollary 5.4. The following statements are valid:

1) if d = m, then N(L∗) is generated by vector functions

wk = −
m∑
l=1

〈Lk·,Gc,·l(·, x)〉el + em+k, k = 1,m.

2) if 0 < d < m, then N(L∗) is generated by vector functions

w` = −
m∑
l=1

〈Lk`·,G
a,·l(·, x)〉el −

m∑
j=d+1

〈Lk` ,v
kj 〉em+kj + em+k` , ` = 1, d.

This corollary gives that d = dimN(L) and d∗ := dimN(L∗) are equal.
Now applying the Fredholm alternative theorem, we get the solvability con-
ditions to the problem (1.1)–(1.2) without the unique solution (∆ = 0).

Corollary 5.5. (Solvability conditions) The problem (1.1)–(1.2) with ∆ = 0

is solvable if and only if the conditions are valid:
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1)
∫ 1
0 〈Lk,G

c(·, y)〉f(y) dy = gk, k = 1,m, for d = m;

2)
∑m

j=d+1 gkj 〈Lk` ,vkj 〉 +
∫ 1
0 〈Lk` ,G

a(·, y)〉f(y) dy = gkl for ` = 1, d if
0 < d < m.

Example 5.6. Let us consider a differential system (m = 2) with the
Bitsadze–Samarkii condition

(u1)′ = u2 + f1, (u2)′ = f2,

u1(0) = g1, u1(1) = γu1(ξ) + g2.
(2.12)

The solution to homogenous equations (z1)′ = z2 and (z2)′ = 0 (f1, f2 = 0

above), gives the scalar problem (z1)′′ = 0, which has the fundamental system
{1;x} and the general solution z1 = c1 + c2x. Then z2 = (z1)′ = c2. From
here, we obtain the fundamental system z1 = (1, 0)>, z2 = (x, 1)> for the
differential system and calculate

∆ =

∣∣∣∣∣ 〈L1, z
1〉 〈L2, z

1〉
〈L1, z

2〉 〈L2, z
2〉

∣∣∣∣∣ =

∣∣∣∣∣ 1 1− γ
0 1− γξ

∣∣∣∣∣ .
If ∆ 6= 0, i.e., γξ 6= 1, the problem (2.12) has the unique solution.

Let us now focus on the problem with γξ = 1 (case ∆ = 0). Since
〈L1, z

1〉 = 1 does not vanish, then d = 1 and k1 = 2, k2 = 1. Now we
formulate the auxiliary problem (u1)′ = u2 + f1, (u2)′ = f2, u1(0) = 0,
u1(1) = 0. It is obtained from the problem (2.12) taking γ = 0 and has
∆
∣∣
γ=0

= 1. The auxiliary problem has the biorthogonal fundamental system
v1 = (1− x,−1)>, v2 = (x, 1)> and the Green’s matrix

Gcl(x, y) =

(
(∂/∂y)Gcl(x, y) −Gcl(x, y)

(∂2/∂x∂y)Gcl(x, y) −(∂/∂x)Gcl(x, y)

)

In this representation we used the Green’s function

Gcl(x, y) =

{
y(1− x), y 6 x,

x(1− y), y > x,

for the scalar problem −u′′ = f , u(0) = 0, u(1) = 0 (for details, you should
see Example 5.16). We can directly verify that the Green’s matrix Gcl(x, y)

describes the unique vectorial solution to the system (2.12).
From Lemma 5.3, we get the range representation

b =

(
f1; f2; g1; g1〈L2,v

1〉+

∫ 1

0
L2,G

cl(·, y)〉f(y) dy

)>
,
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which simplifies to

b =

(
f1; f2; g1; g1(1−γ)+γ

∫ 1

0

(
− ∂

∂y
Gcl(ξ, y)f1(y)+Gcl(ξ, y)f2(y)

)
dy

)>
.

Corollary 5.4 provides the function

w(x) =

(
γ
∂

∂y
Gcl(ξ, x);−γGcl(ξ, x); γ − 1; 1

)>
=

({
1/ξ − 1, x 6 ξ,

−1, x > ξ
;

{
x(1/ξ − 1), x 6 ξ,

x− 1, x > ξ
;
1

ξ
− 1; 1

)>
generating the nullspace N(L∗). Below we formulate the solvability condition
for the system (2.12) without the unique solution (∆ = 0), that is γ = 1/ξ

below:

g2 = g1(1− γ) + γ

∫ 1

0

(
− ∂

∂y
Gcl(ξ, y)f1(y) +Gcl(ξ, y)f2(y)

)
dy.

Simplifying, we obtain

g2 = g1(1−γ)+(1−γ)

∫ ξ

0

(
f1(y)−yf2(y)

)
dy−

∫ 1

ξ

(
f1(y)+(y−1)f2(y)

)
dy.

3 Problem with the unique solution (case ∆ 6= 0)

Substituting the general solution

u = c1z
1 + . . .+ cmz

m +

∫ 1

0
Gc(x, y)f(y) dy

of the equation (2.1) into nonlocal conditions (2.2), we use the Fubini’s
theorem in measure spaces and get the system

c1〈L1, z
1〉+ . . .+ cm〈L1, z

m〉 = g1 −
∫ 1
0 〈L1,G

c(·, y)〉f(y) dy,

. . .

c1〈Lm, z1〉+ . . .+ cm〈Lm, zm〉 = gm −
∫ 1
0 〈Lm,G

c(·, y)〉f(y) dy.

(3.1)

If ∆ 6= 0, we solve constants c1, . . . , cm uniquely and obtain the represen-
tation of the unique solution to the problem (1.1)–(1.2), simply denoted by
Lu = b.

The unique solution also has the form u = L−1b, whereL−1 : (L2[0, 1])m×
Rm → (H1[0, 1])m is the inverse operator of L : (H1[0, 1])m → (L2[0, 1])m×
Rm. In this section, we are going to investigate the structure of the operator
L−1 and its properties.
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3.1 Representation of the inverse operator

First, we select the particular fundamental system vl, l = 1,m, satisfying
the biorthogonality conditions 〈Lk,vl〉 = δlk for k, l = 1,m. Let us call
functions vl, l = 1,m, by the biorthogonal fundamental system. They are
unique solutions to the problems

(vl)′ = Avl,

〈Lk,vl〉 = δlk, k = 1,m,
(3.2)

respectively. Then the general solution to the problem (2.1) can also be
represented by

u(x) =
n∑
k=1

ckv
k(x) +

∫ 1

0
Gc(x, y)f(y) dy. (3.3)

The biorthogonal fundamental system vl, l = 1,m, directly gives the con-
stants

ck = gk −
∫ 1

0
〈Lk,Gc(·, y)〉f(y) dy, k = 1,m,

from the system (3.1). Putting these expressions into (3.3), we obtain the
following representation of the solution

u(x) =

∫ 1

0

(
Gc(x, y)−

m∑
k=1

vk(x)〈Lk,Gc(·, y)〉
)
f(y) dy +

m∑
k=1

gkv
k(x)

or simply

u(x) =

∫ 1

0
G(x, y)f(y) dy +

m∑
k=1

gkv
k(x). (3.4)

Here we denoted the kernel

G(x, y) := Gc(x, y)−
m∑
k=1

vk(x)〈Lk,Gc(·, y)〉, (3.5)

which is called the Green’s matrix for the problem with nonlocal conditions
(2.1)–(2.2). Let us now introduce the Green’s operator

Gf =

∫ 1

0
G(x, y)f(y) dy.

It gives the following expression of the unique solution

u = Gf + g1v
1 + . . .+ gmv

m (3.6)

for all f ∈ (L2[0, 1])m and gk ∈ R, k = 1,m.
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Now recalling another representation of the unique solution u = L−1f ,
we obtain the following structure of the inverse operator

L−1 =
(
G, v1, . . . , vm

)
: (L2[0, 1])m × Rm → (H1[0, 1])m. (3.7)

Here G : (L2[0, 1])m → (H1[0, 1])m is the Green’s operator and vl ∈
(H1[0, 1])m (precisely, vl ∈ (C1[0, 1])m according to Subsection 2.1) are also
characterized by the inverse operator as given below

Gf = L−1(f>, 0, . . . , 0)>, v1 = L−1em, . . . , vm = L−1e2m.

3.2 Properties of the unique solution

Using the formula (2.10), we rewrite constants in the form ck = gk−〈Lk,uc〉,
k = 1,m. Now we put these values of constants into the formula (3.3) and
get the representation of the unique solution to the problem (2.1)–(2.2) via
the unique solution uc to the Cauchy problem as below

u =

m∑
k=1

(gk − 〈Lk,uc〉)vk + uc. (3.8)

Let us now consider two problems with the same equation but different
nonlocal conditions

u′ = Au+ f ,

〈L̃k,u〉 = g̃k, k = 1,m,

v′ = Av + f ,

〈Lk,v〉 = gk, k = 1,m,
(3.9)

supposing these problems have unique solutions u and v, i.e., both ∆̃ 6= 0

and ∆ 6= 0, respectively. The difference w = v−u is the unique solution to
the problem

w′ = Aw, 〈Lk,w〉 = gk − 〈Lk,u〉, k = 1,m.

For this problem, we apply the formula (3.8), which represents the unique
solution to (2.1)–(2.2). Now uc = 0 and right hand sides gk are replaced by
gk − 〈Lk,u〉 for k = 1,m. So, we obtain

w =
m∑
k=1

(gk − 〈Lk,u〉)vk.

Recalling the notation w = v − u, we get the following property.

Lemma 5.7. The relation between the solutions of the problems (3.9)

v = u+

m∑
k=1

(gk − 〈Lk,u〉)vk, (3.10)

184



is valid, where vl, l = 1,m, are the biorthogonal fundamental system of the
second problem (3.9).

Let us take biorthogonal fundamental systems ṽl, l = 1,m, and vl, l =

1,m, for problems (3.9), respectively. These functions are unique solutions
to problems (3.9), where f = 0 and g̃k = gk = δlk, k, l = 1,m. For every
fixed l = 1,m, we apply the formula (3.10) taking v = vl and u = ṽl, i.e.,

vl = ṽl +
m∑
k=1

(δlk − 〈Lk, ṽl〉)vk, l = 1,m.

Rewriting, we obtain the linear system

n∑
k=1

〈Lk, ṽl〉vk = ṽl, l = 1,m,

with the nonsingular matrix (〈Lk, ṽl〉), k, l = 1,m, since (2.7) is valid for
every fundamental system and, particulary, for zl = ṽl, l = 1,m.

Lemma 5.8. The relation
m∑
k=1

〈Lk, ṽl〉vk = ṽl, l = 1,m, (3.11)

between the fundamental systems for the problems (3.11) is valid.

The obtained relation between two biorthogonal fundamental systems
allows us to find the biorthogonal fundamental system if the biorthogonal
fundamental system for other relative problem is known.

3.3 Properties of a Green’s matrix

First, every condition (2.2) can also be represented by

〈Lk,u〉 =

∫ 1

0
dµk u, k = 1,m,

where µk is a 1×m row matrix of bounded variation elementwise. Thus, µk
can have at most countably many discontinuity points yl, l = 1, 2, 3, . . . , and
need only be differentiable almost everywhere, i.e., µ′k = Lk almost every-
where. Thus, for every fixed x ∈ [0, 1], the Green’s matrix (3.5) may have at
most countably many discontinuities at yl, l = 1, 2, 3, . . . , as well [20, Bryan
1969]. In other words, the square [0, 1] × [0, 1] may be divided into N ∈ N
rectangular domains (each rectangle x ∈ [0, 1], yl−1 < y < yl, l = 1, N ,
y0 = 0, yN = 1), where the Green’s matrix (3.5) may satisfy the analogue
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of classical properties of the Green’s matrix (2.10) or the Green’s function
from Chapter 2. Indeed, properties of the Green’s matrix for the prob-
lem with nonlocal conditions, except the discontinuities, were obtained by
other authors [19, Brown and Krall 1974], [20, Bryan 1969], where nonlocal
conditions where often called general conditions. Below we list several prop-
erties, those resemble the classical results for the Green’s function, or can
be obtained applying the properties of (2.10) to (3.5). So, except the dis-
continuities at lines y = y0, y1, y2, . . . , for x ∈ [0, 1], we have the following
properties of the Green’s matrix (3.5):

1) G(y + 0, y) = I −
∑m

k=1 v
k(y)〈Lk,Gc(·, y)〉,

G(y − 0, y) = −
∑m

k=1 v
k(y)〈Lk,Gc(·, y)〉;

2) G(y + 0, y)−G(y − 0, y) = I;

3) G(x, y) is C in (x, y) except the diagonal x = y;

4) G(x, y) is C1 in x except the diagonal x = y;

5) (∂/∂x)G(x, y)−A(x)G(x, y) = 0 except the diagonal x = y;

6) 〈Lk,G(·, y)〉 = 0, k = 1,m.

Let us write solutions to problems (3.8) with g̃k = gk = 0, k = 1,m, via
their Green’s matrices

u(x) =

∫ 1

0
G̃(x, y)f(y) dy, v(x) =

∫ 1

0
G(x, y)f(y) dy,

respectively. Putting them into the formula (3.10), we can get∫ 1

0
G(x, y)f(y) dy =

∫ 1

0
G̃(x, y)f(y) dy −

m∑
k=1

〈Lk,
∫ 1

0
G̃(·, y)f(y) dy 〉vk(x)

or ∫ 1

0
G(x, y)f(y) dy =

∫ 1

0

(
G̃(x, y)−

m∑
k=1

vk(x)〈Lk, G̃(·, y)〉
)
f(y) dy.

From here we obtain the following formula.

Lemma 5.9. The relation

G(x, y) = G̃(x, y)−
m∑
k=1

vk(x)〈Lk, G̃(·, y)〉 (3.12)

between two Green’s matrices for the problems (3.8) is valid.
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3.4 Nonlocal boundary value problem

Let us investigate the unique solution u to the problem with nonlocal bound-
ary conditions

u′ = A(x)u+ f , x ∈ [0, 1], (3.13)

〈Lk,u〉 := 〈κk,u〉 − γk〈κκκk,u〉 = gk, k = 1,m, (3.14)

where κk describe classical parts of conditions (3.14) but κκκk represent fully
nonlocal parts, γk ∈ R, k = 1,m. We suppose that the classical problem
(3.13)–(3.14) (γk = 0, k = 1,m) also has the unique solution ucl. Putting
these solutions into the formula (3.12), we obtain the representation of the
unique solution to the nonlocal boundary value problem (3.13)–(3.14) via
the unique solution to the classical problem only as given bellow

u = ucl +

m∑
k=1

γk〈κκκk,ucl〉vk. (3.15)

Here vk, k = 1,m, is the biorthogonal fundamental system of the nonlocal
boundary value problem (3.13)–(3.14). Applying (3.12) to the Green’s ma-
trix G(x, y) of the nonlocal boundary value problem and the Green’s matrix
Gcl(x, y) of the classical problem, we obtain very analogous relation.

Lemma 5.10. The Green’s matrix and the Green’s matrix for the classical
problem are related by the equality

G(x, y) = Gcl(x, y) +

m∑
k=1

γkv
k(x)〈κκκk,Gcl(·, y)〉 (3.16)

Let us note that all properties of the unique solution and representa-
tions of the Green’s matrix, obtained in this section, resemble analogical
results for m-th order ordinary differential equation with nonlocal condi-
tions. Comparing properties from Chapter 2, we see the similarity and ask
the following question. What is the relation between the Green’s matrix for
the system and the Green’s function for the m-th order differential problem
with nonlocal conditions?

The answer to this question is given in the following section.
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4 m-th order ordinary differential equations with
nonlocal conditions

Now we are going to apply obtained results to the m-th order ordinary
differential equation with nonlocal conditions

u(m) + am−1(x)u(m−1) + . . .+ a1(x)u′ + a0(x)u = f(x), x ∈ [0, 1], (4.1)

〈Lk, u〉 :=
m∑
l=1

〈Lkl, u(l−1)〉 = gk, k = 1,m, (4.2)

where aj ∈ C[0, 1], j = 0,m− 1, f ∈ L2[0, 1] and Lkl ∈
(
C[0, 1]

)∗ with
gk ∈ R, k, l = 1,m. First, introducing notation uk = u(k−1), k = 1,m, we
rewrite the problem (4.1)–(4.2) into the equivalent first order system for m
equations

(uk)′ = uk+1, k = 1,m− 1,

(um)′ = f − a0u1 − a1u2 − . . .− am−1um
(4.3)

with nonlocal conditions
m∑
l=1

〈Lkl, ul〉 = gk, k = 1,m. (4.4)

Denoting the vector of unknown functions u = (u1, u2, . . . , um)>, this sys-
tem can also be written in the vectorial form

u′ = Au+ f ,

〈Lk,u〉 :=
∑m

l=1〈Lkl, ul〉 = gk, k = 1,m,
(4.5)

with the m-th order square matrix and the right hand side

A =


0 1 0 . . . 0 0

0 0 1 . . . 0 0

. . .

0 0 0 . . . 0 1

−a0 −a1 −a2 . . . −am−2 −am−1

 , f =


0

0

. . .

0

f

 .

4.1 Green’s function via Green’s matrix

Since (4.1)–(4.2) and (4.5) describe the same problem but in different forms,
the problem (4.1)–(4.2) has the unique solution u ∈ Hm[0, 1] if and only if
the system (4.3) has the unique vectorial solution u, where uk = u(k−1) ∈
H1[0, 1], k = 1,m, and vice versa. Let us say gk = 0, k = 1,m, and take
their solutions, i.e., the unique solution to (4.1)–(4.2)

u(x) =

∫ 1

0
G(x, y)f(y) dy, x ∈ [0, 1], (4.6)
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described by the Green’s function G(x, y) of the problem (4.1)–(4.2), and
the unique solution to the system (4.5)

u(x) =

∫ 1

0
G(x, y)f(y) dy, x ∈ [0, 1], (4.7)

represented by the Green’ s matrix G(x, y) of the system (4.5). Simplifying
(4.7), we get

uk(x) =

∫ 1

0
Gkm(x, y)f(y) dy, k = 1,m. (4.8)

Since uk = u(k−1), k = 1,m, we differentiate (4.6) and obtain the following
relation.

Lemma 5.11. The last column elements of the Green’s matrix for the system
(4.4) are represented by the Green’s function of the scalar problem (4.1)–(4.2)
in the form

Gkm(x, y) =
∂k−1

∂xk−1
G(x, y), k = 1,m. (4.9)

Corollary 5.12. The Green’s function for the problem (4.1)–(4.2) can be
represented by the function from the Green’s matrix of the system (4.4) by

G(x, y) = G1m(x, y).

Remark 5.13. Thus, their properties (discontinuity points, jumps, properties
of derivatives) have to be the same. Indeed, according to Roman [100, 2011],
on particular rectangles x ∈ [0, 1], yl−1 < y < yl for l = 1, N (they depend
on nonlocal conditions (4.2)), the Green’s function G(x, y) and its partial
derivatives from the first to (m−2)-th order in x, i.e., (∂j/∂xj)G(x, y), j =

0,m− 1, are continuous but the (m − 1)-th order partial derivative is also
continuous except the diagonal x = y, where it has the jump

∂m−1

∂xm−1
G(y + 0, y)− ∂m−1

∂xn−1
G(y − 0, y) = 1.

All these properties of the Green’s function confirm the properties, given in
Subsection 3.3, for the elements Glm(x, y) of the Green’s matrix. Moreover,
here we obtain additional smoothness properties Glm ∈ Cm−1[0, 1] except
the diagonal x = y and discontinuity points y0, y1, y2, . . ..

4.2 Green’s matrix via Green’s function

Formulas (4.9) represent the last column of the Green’s matrix G(x, y). To
find the next to last column, we consider the system (4.5) with the different
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right hand side

u′ = Au+ f̃ , 〈Lk,u〉 = 0, k = 1,m, (4.10)

where u = (u1, u2, . . . , um)> and f̃ = (0, . . . , 0, fm−1, 0)>. The solution to
this system is represented only by the next to last column of the Green’s
matrix

uk(x) =

∫ 1

0
Gk,m−1(x, y)fm−1(y) dy, k = 1,m. (4.11)

From the structure of equations (4.10), we get uk = (u1)(k−1), k = 1,m− 1,
and um = (u1)(m−1)−fm−1. Let us temporarily suppose fm−1 ∈ C1[0, 1] and
observe that the system (4.10) is equivalent to the problem (4.1)–(4.2) for
the function u1 with f = (fm−1)′ − am−1fm−1, and gk = 〈Lkm, fm−1〉, k =

1,m. By [100, Roman 2011], it has the solution u1(x) =
∑m

k=1 gkv
k(x) +∫ 1

0 G(x, y)f(y) dy, that is,

u1(x) =
m∑
k=1

〈Lkm, fm−1〉vk(x)

+

∫ 1

0
G(x, y)

(
(fm−1)′(y)− am−1(y)fm−1(y)

)
dy. (4.12)

Since the Green’s function is given by the equality G(x, y) = Gc(x, y) −∑m
k=1 v

k(x)〈Lk, Gc(·, y)〉, we are going to rewrite the integral∫ 1

0
G(x, y)(fm−1)′(y) dy (4.13)

=

∫ 1

0

(
Gc(x, y)−

m∑
k=1

vk(x)〈Lk, Gc(·, y)〉
)
(fm−1)′(y) dy (4.14)

in another form. First, applying the integration by parts formula, we have∫ 1

0
Gc(x, y)(fm−1)′(y) dy = −Gc(x, 0)fm−1(0)−

∫ 1

0

∂

∂y
Gc(x, y)fm−1(y) dy,

since Gc(x, 1) = 0. Second, using the Fubinni’s theorem in measure spaces,
the integration by parts again and properties of the Green’s function Gc(x, y)

for the Cauchy problem (see Subsection 2.2 in Chapter 2), we get∫ 1

0
〈Lk, Gc(·, y)〉(fm−1)′(y) dy =

∫ 1

0

m∑
l=1

〈Lkl,
∂l−1

∂xl−1
Gc(·, y)〉(fm−1)′(y) dy

=

m∑
l=1

∫ 1

0

∫ 1

0

∂l−1

∂xl−1
Gc(x, y) dµkl(x) (fm−1)′(y) dy
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=

m∑
l=1

∫ 1

0

∫ 1

0

∂l−1

∂xl−1
Gc(x, y)(fm−1)′(y) dy dµkl(x)

=

m∑
l=1

∫ 1

0

(
∂l−1

∂xl−1
Gc(x, y)fm−1(y)

∣∣∣∣y=x−0
y=0

+
∂l−1

∂xl−1
Gc(x, y)fm−1(y)

∣∣∣∣y=1

y=x+0

−
∫ 1

0

∂l

∂xl−1∂y
Gc(x, y)fm−1(y) dy

)
dµkl(x) =

m∑
l=1

∫ 1

0

(
− ∂l−1

∂xl−1
Gc(x, 0)fm−1(0)

+ δml f
m−1(x)−

∫ 1

0

∂l

∂xl−1∂y
Gc(x, y)fm−1(y) dy

)
dµkl(x)

= −〈Lk, Gc(·, 0)〉fm−1(0) + 〈Lkm, fm−1〉 −
∫ 1

0
〈Lk,

∂

∂y
Gc(·, y)〉fm−1(y) dy.

Now the integral (4.14) is given by

∫ 1

0
G(x, y)(fm−1)′(y) dy = Gc(x, 0)fm−1(0)−

∫ 1

0

∂

∂y
Gc(x, y)fm−1(y) dy

−
m∑
k=1

vk(x)

(
〈Lk, Gc(·, 0)〉fm−1(0) + 〈Lkm, fm−1〉

−
∫ 1

0
〈Lk,

∂

∂y
Gc(·, y)〉fm−1(y) dy

)
= G(x, 0)fm−1(0)−

m∑
k=1

〈Lkm, fm−1〉vk(x)−
∫ 1

0
〈Lk,

∂

∂y
G(·, y)〉fm−1(y) dy

= −
m∑
k=1

〈Lkm, fm−1〉vk(x)−
∫ 1

0
〈Lk,

∂

∂y
G(·, y)〉fm−1(y) dy.

Here we used the equality G(x, 0) = 0, because the Green’s function satisfies
the homogenous equation (4.1) for x > 0 and homogenous nonlocal condi-
tions 〈Lk, G(·, 0)〉 = 0. Thus, G(x, 0) vanish as the unique solution to the
homogenous problem with ∆ = 0.

Now, the representation of the function (4.12) simplifies to

u1(x) = −
∫ 1

0

(
∂

∂y
G(x, y) + am−1(y)G(x, y)

)
fm−1(y) dy (4.15)

= −
N∑

j=1, j 6=M

∫ yj

yj−1

+

∫ x

yM−1

+

∫ yM

x

(
∂

∂y
G(x, y) + am−1(y)G(x, y)

)
fm−1(y) dy,

where x ∈ [yM−1; yM ]. Differentiating the function u1, we find other func-
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tions

uk(x) = −
N∑

j=1, j 6=M

∫ yj

yj−1

+

∫ x

yM−1

+

∫ yM

x

(
∂k

∂xk−1∂y
G(x, y)

+ am−1(y)
∂k−1

∂xk−1
G(x, y)

)
fm−1(y) dy,

for k = 2,m. Here we used properties of the Green’s function G(x, y), which
is Cm−2 in x but has the jump on the diagonal (∂m−1/(∂xm−2∂y))Gc(x, x−
0) − (∂m−1/(∂xm−2∂y))Gc(x, x + 0) = −1 for y ∈ [yj−1; yj ] [100, Roman
2011]. Let us note that obtained representations of functions uk, k = 1,m,
are valid if fm−1 ∈ L2[0, 1].

Since the formula (4.11) can be rewritten in the form

uk =

N∑
j=1, j 6=M

∫ yj

yj−1

+

∫ x

yM−1

+

∫ yM

x
Gk,m−1(x, y)fm−1(y) dy,

where the Green’s matrix is continuous in (x, y) on each subdomain, then
other representation (4.15) gives the equality

Gk,m−1(x, y) = − ∂k

∂xk−1∂y
G(x, y)− am−1(y)

∂k−1

∂xk−1
G(x, y), k = 1,m.

Similarly, we find the l-th column of the Green’s matrix investigating
the system (4.10) with the right hand side f̃ = (0, . . . , 0, f l, 0, . . . , 0)> for
l = 1,m− 2. Now we get ui = (u1)(i−1), i = 1, l, and ul+i = (u1)(l+i−1) −
(f l)(i−1), i = 1,m− l. Here the system is equivalent to the problem (4.1)–
(4.2) for the function u1 with f = (f l)(m−l) −

∑m−l
i=0 al+i(f

l)(i), if f l ∈
Cm−l[0, 1], and gk =

∑m−l
i=1 〈Ll,l+i, (f l)(i−1)〉, k = 1,m. According to [100,

Roman 2011], it has the solution

u1(x) =
m∑
k=1

gkv
k(x) +

∫ 1

0
G(x, y)f(y) dy.

Differentiating this function and making simplifications as previous, we write
all solutions in the form

uk(x) =

∫ 1

0
Gkl(x, y)f l(y) dy, k = 1,m,

with the kernel

Gkl(x, y) = − ∂m+k−l−1

∂xk−1∂ym−l
G(x, y)−

m−l−1∑
i=0

(−1)i
∂i

∂yi
(
al+i(y)

∂k−1

∂xk−1
G(x, y)

)
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for k = 1,m and l = 1,m− 1. To make sure, we can verify directly that
functions uk, k = 1,m, are solutions to the system (4.10) with the right
hand side f̃ = (0, . . . , 0, f l, 0, . . . , 0)>.

Recalling Lemma 5.11, we obtain the following feature.

Lemma 5.14. The Green’s matrix can be described by the Green’s function
of the scalar problem as below

Gkl(x, y) = − ∂m+k−l−1

∂xk−1∂ym−l
G(x, y)−

m−l−1∑
i=0

(−1)i
∂i

∂yi
(
al+i(y)

∂k−1

∂xk−1
G(x, y)

)
for k, l = 1,m.

4.3 The second order problem

Let us now take the second order system (m = 2)

(u1)′ = u2 + f1, (u2)′ = a0u
1 + a1u

2 + f2,

〈Lk,u〉 := 〈Lk1, u1〉+ 〈Lk2, u2〉 = 0, k = 1, 2,

where fk ∈ L2[0, 1] and Lkl ∈ C∗[0, 1]. It has the Green’s matrix

G(x, y) =

(
−a1(y)G(x, y)−G′y(x, y) G(x, y)

−a1(y)G′x(x, y)−G′′xy(x, y) G′x(x, y)

)
,

which is described by the Green’s function G(x, y) for the scalar problem

u′′ + a1(x)u′ + a0(x)u = f(x), x ∈ [0, 1],

〈Lk, u〉 := 〈Lk1, u〉+ 〈Lk2, u′〉 = 0, k = 1, 2.

Example 5.15. Let us consider the Cauchy system

(u1)′ = u2 + f1, (u2)′ = f2,

u1(0) = 0, u2(0) = 0,

which can also be written in the matrix form u′ − Au = f , u(0) = 0. If
f1 ∈ C1[0, 1], we obtain the scalar problem

(u1)′′ = f(x), x ∈ [0, 1],

u1(0) = 0, (u1)′(0) = f1(0)

with the right hand side f = (f1)′ + f2. The differential equation −u′′ = f

has the solution

u1 = c1 + c2x+

∫ 1

0
Gc(x, y)f(y) dy,

193



represented by the Green’s function Gc(x, y) = (x−y) ·H(x−y). Substituting
the general solution into initial conditions, we get c1 = 0 and c2 = f1(0).
Below we make simplifications

u1 =f1(0)x+

∫ x

0
(x− y)((f1)′(y) + f2(y)) dy

= −
∫ x

0
f1(y) dy +

∫ x

0
(x− y)f2(y) dy

and find another function u2 = (u1)′−f1 =
∫ x
0 f

2(y) dy. From here we know
the representation of the Green’s matrix

Gc(x, y) =

(
−H(x− y) (x− y) ·H(x− y)

0 H(x− y)

)

=

(
−(Gc)′y(x, y) Gc(x, y)

−(Gc)′′xy(x, y) (Gc)′x(x, y)

)
,

which represents the unique vectorial solution u =
∫ 1
0 G

c(x, y)f(y) dy to the
Cauchy system.

Example 5.16. Let us take a differential problem with the Bitsadze–Samarkii
condition

−u′′ = f(x), x ∈ [0, 1],

u(0) = 0; u(1) = γu(ξ),
(4.16)

where f ∈ L2[0, 1] is a real function and γ ∈ R, ξ ∈ (0, 1). According
to [100, Roman 2011], it has the unique solution and the Green’s function

G(x, y) =

{
y(1− x), y 6 x,

x(1− y), x < y,
+

γx

1− γξ

{
y(1− ξ), y 6 ξ,

ξ(1− y), ξ < y,

if and only if γξ 6= 1. Denoting u1 = u and u2 = u′, we rewrite the problem
(4.16) into the equivalent system

(u1)′ = u2 + f1, (u2)′ = f2,

u1(0) = 0, u1(1) = γu1(ξ)

with f1 = 0, f2 = −f . This system has the Green’s matrix

G(x, y) =

(
G′y(x, y) −G(x, y)

G′′xy(x, y) −G′x(x, y)

)
.

Applying properties of the Green’s function G(x, y), we can directly obtain
properties of the Green’s matrix, those are formulated in Subsection 3.3.

Let us remark, that this Green’s matrix has the minus sign since the
operator −u′′ has the Green’s function G(x, y), given above, which differs
with the minus sign from the Green’s function of the operator u′′.
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5 The unique minimizer (case ∆ = 0)

For ∆ = 0, the problem (2.1)–(2.2) is not uniquely solvable. Hence, we are
going to solve it uniquely in the least squares sense.

Let us now emphasize the specific of our problem. Instead of the whole
vectorial problem Lu = b, most authors analyzed the operator Lu = u′ −
Au, whose domain is determined in part of the Stieltjes integral boundary
conditions

∫ 1
0 dµk u = gk, k = 1,m, that in our notations correspond to

〈Lk,u〉 = gk, k = 1,m. Indeed, they solved the problem (2.1)–(2.2) in the
least squares sense minimizing only the residual u′ −Au − f by functions
u, satisfying conditions

∫ 1
0 dµk(x)u(x) = gk, k = 1,m.

In this section, we minimize the norm of the residual of the whole vecto-
rial problem Lu− b by functions from the domain D(L) = (H1[0, 1])m (see
Lemma 5.1). We obtain the unique least squares solution for our considering
least squares problem, present its properties and representations.

5.1 The minimum norm least squares solution

If ∆ = 0, the differential system (1.1)–(1.2) may have a lot of solutions
(consistent problem) or no solutions (inconsistent problem). From Corollary
5.5, we know the solvability conditions of the differential system. However,
for both cases, we look for a unique vector valued function uo ∈ (H1[0, 1])m,
which has the minimum norm among all minimizers ug ∈ (H1[0, 1])m of the
norm of the residual

‖Lug − b‖(L2[0,1])m×Rm = inf
u∈(H1[0,1])m

‖Lu− b‖(L2[0,1])m×Rm , (5.1)

i.e.,
‖uo‖(H1[0,1])m < ‖ug‖(H1[0,1])m , ∀ ug 6= uo. (5.2)

Minimization steps here are interpreted analogously as in previous chapters
for differential and discrete problems.

The minimum norm least squares solution uo always exists and is unique
since L is the continuous linear operator with the closed range [6, Ben-Israel
and Greville 2003]. Moreover, the operator L : (H1[0, 1])m → (L2[0, 1])m ×
Rm has the Moore-Penrose inverse L† : (L2[0, 1])m × Rm → (H1[0, 1])m,
which describes the minimizer

uo = L†b (5.3)

similarly as the unique solution is represented by u = L−1b, if it exists.
Let us note that the system (1.1)–(1.2) with ∆ 6= 0 is also involved in the
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minimization problem (5.1)–(5.2) because its unique solution u = L−1b is
coincident with the unique minimizer uo.

Every least squares solution, which is a minimizer of (5.1), is character-
ized by the minimum norm least squares solution

ug = uo + PN(L)c

with an arbitrary vector valued function c ∈ (H1[0, 1])m. Let us note that
the minimum norm least squares solution uo is the unique function among
all minimizers ug, which belongs to the orthogonal complement N(L)⊥ since
uo = PN(L)⊥u

g [6, Ben-Israel and Greville 2003].

5.2 Generalized Green’s matrix

Let us develop the parallel to Subsection 3.1 studying the structure the
Moore–Penrose inverse L†. Since the right hand side is of the form b =

(f1, . . . , fm, g1, . . . , gm)> = (f>, g1, . . . , gm)> and the operator L† is linear,
we get the following composition of the minimum norm least squares solution

uo = L†b = Ggf + g1v
g,1 + . . .+ gmv

g,m,

where we introduced the operator G : (L2[0, 1])m → (H1[0, 1])m and vector
valued functions vg,k ∈ (H1[0, 1])m by formulas

Ggf := L†(f>, 0, . . . , 0)>, vg,k := L†em+k, k = 1,m.

So, we get the representation of the Moore–Penrose inverse

L† = (Gg, vg,1, . . . , vg,m).

Let us note that Gg is a continuous linear matrix valued operator ele-
mentwise. The linearity is obvious because L† is linear. Second, each k-th
component (k = 1,m) of the vector valued function Ggf can be partitioned
into the composition (Ggf)k = Gg,k1f1 + . . .+Gg,kmfm introducing opera-
tors Gg,kl : L2[0, 1]→ H1[0, 1]. Hence, we get the partitioning Gg = (Gg,kl).

To proof the continuity, we observe that Gg,klf ∈ R for every fixed
x ∈ [0, 1] and a function f ∈ L2[0, 1]. Here we applied the Sobolev em-
bedding theorem, which says that Gg,klf ∈ H1[0, 1] ⊂ C[0, 1] and gives the
inequality ‖Gg,klf‖C[0,1] 6 C‖Gg,klf‖H1[0,1] with a particular finite constant
C independent of f . Now for every fixed x ∈ [0, 1], we define the linear
functional Fkl : L2[0, 1]→ R by

〈Fkl, f〉 = Gg,klf(x), ∀ f ∈ L2[0, 1].
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It is continuous because it is bounded

|〈Fkl, f〉| = |Gg,klf(x)| 6 sup
x∈[0,1]

|Gg,klf(x)| = ‖Gg,klf‖C[0,1]

6 C · ‖Gg,klf‖H1[0,1] = C · ‖
(
L†(fel)

)
k‖H1[0,1] 6 C · ‖L†(fel)‖(H1[0,1])m

6 C · ‖L†‖ · ‖f‖L2[0,1]

for the finite constant C · ‖L†‖ and every f ∈ L2[0, 1]. Then accord-
ing to the Riesz representation theorem for continuous linear functionals
in the Hilbert space [65, Kreyszig 1978], there exists the unique function
Gg,kl(x, ·) ∈ L2[0, 1] that Fkl can be represented by the inner product in the
space L2[0, 1] as follows

〈Fkl, f〉 = Gg,klf(x) =

1∫
0

Gg,kl(x, y)f(y)dy, ∀f ∈ L2[0, 1],

and this equality is valid for every x ∈ [0, 1].
Let us now denote the m-th order matrix valued function composed of

these functions Gg,kl(x, y) by Gg(x, y) =
(
Gg,kl(x, y)

)
. Then the minimum

norm least squares solution (5.3) can be given by

uo(x) =

1∫
0

Gg(x, y)f(y)dy + g1v
g,1(x) + . . .+ gmv

g,m(x) (5.4)

for all f ∈ (L2[0, 1])m, numbers g1, . . . , gm ∈ R and x ∈ [0, 1]. For the
particular case ∆ 6= 0 investigated in Section 3, the problem (1.1)–(1.2) has
the unique solution of the form

u(x) =

1∫
0

G(x, y)f(y)dy + g1v
1(x) + . . .+ gmv

m(x), (5.5)

where G(x, y) is the Green’s matrix and vk, k = 1,m, are the biorthogonal
fundamental system of the problem (1.1)–(1.2). According to the similarity,
we call the kernelGg(x, y) – the generalized Green’s matrix and the functions
vg,k, k = 1,m – the generalized biorthogonal fundamental system for the
nonlocal problem (1.1)–(1.2).

For ∆ 6= 0, we have L† = L−1. Here the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized Green’s
matrixGg(x, y) is coincident with the ordinary Green’s functionG(x, y), the
generalized biorthogonal fundamental system vg,k, k = 1,m, is coincident
with the biorthogonal fundamental system vk, k = 1,m.
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5.3 Properties of minimizers

We can derive properties and representations of minimizers those extend
known results for the system with the unique solution. Since proofs are
analogous as in previous chapter, we provide results without proofs. Let
us begin with the following characterization of the generalized biorthogonal
fundamental system that is the analogue of (3.2).

Lemma 5.17. Every function vg,l, l = 1,m, is the minimum norm least
squares solution to the corresponding system

Lvg,l = 0,

〈Lk,vg,l〉 = δlk, k, l = 1,m.

Let us now consider two relative systems (3.9), where the first system
has the unique solution, i.e., the condition ∆̃ 6= 0 is valid. Here and fur-
ther Gg(x, y) is the generalized Green’s matrix and vg,k, k = 1,m, are the
generalized biorthogonal fundamental system for the second problem (3.9),
which may have the unique solution (∆ 6= 0) or not (∆ = 0).

Theorem 5.18. If the first problem (3.9) has the unique solution u, then
the minimum norm least squares solution for the second problem (3.9) is
given by

uo = u− PN(L)u+
m∑
k=1

(gk − 〈Lk,u〉)vg,k. (5.6)

Below we formulate the representation of the minimizer, which is always
applicable since the Cauchy problem (2.9) always has the unique solution
uc.

Corollary 5.19. The minimum norm least squares solution to the system
(1.1)–(1.2) is of the form

uo = uc − PN(L)u
c + (g1 − 〈L1,u

c〉)vg,1 + . . .+ (gm − 〈Lm,uc〉)vg,m.

The generalized biorthogonal fundamental systems for problems (3.9) are
also related. We present their connection below.

Corollary 5.20. Let ∆̃ 6= 0 for the first problem (3.9). Then the biorthogo-
nal fundamental system ṽl, l = 1,m, of the first problem and the generalized
biorthogonal fundamental system vg,k, k = 1,m, of the second problem (3.9)
are related by

m∑
k=1

〈Lk, ṽl〉vg,k = PN(L)⊥ ṽ
l, l = 1,m.
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5.4 Properties of a generalized Green’s matrix

We can obtain the representation of a generalized Green’s matrix, which is
analogous to the definition of an ordinary Green’s matrix (3.5).

Lemma 5.21. The generalized Green’s matrix for the system (1.1)–(1.2) is
of the form

Gg(x, y) := Gc(x, y)− PN(L)G
c(x, y)−

m∑
k=1

vg,k(x)〈Lk,Gc(·, y)〉. (5.7)

In this formula, we used the kernel PN(L)G
c(x, y) of an operator PN(L)G

c :

(L2[0, 1])m → (H1[0, 1])m, which vanishes if ∆ 6= 0. For ∆ = 0, we rewrite
inner products in

PN(L)G
cf(x) =

d∑
l=1

zl(x)(zl,Gcf)(H1[0,1])m =

∫ 1

0
PN(L)G

c(x, y)f(y) dy

and get the kernel PN(L)G
c(x, y), which is equal to

d∑
l=1

zl(x)

(
(zl,Gc(·, y))(H1[0,y])m + (zl,Gc(·, y))(H1[y,1])m +

(
(zl)′(y)

)>)
.

Here zl, l = 1, d, is the orthonormal basis of the nullspace N(L).
As in Subsection 3.3, the following properties of the generalized Green’s

matrix (5.7) are derived.

Lemma 5.22. For y 6= y0, y1, y2, . . . with any x ∈ [0, 1], we have:

1) Gg(y + 0, y)−Gg(y − 0, y) = I;

2) Gg(x, y) is C in (x, y) except the diagonal x = y;

3) Gg(x, y) is H1 in x except the diagonal x = y.

Moreover, the generalized Green’s matrix can be described using a Green’s
matrix of a relative problem as given below.

Theorem 5.23. If the first problem (3.9) has the ordinary Green’s matrix
G(x, y), then the generalized Green’s matrix for the second problem (3.9) is
given by

Gg(x, y) = G(x, y)− PN(L)G(x, y)−
m∑
k=1

vg,k(x)〈Lk,G(·, y)〉, (5.8)

for all x ∈ [0, 1] and a.e. y ∈ [0, 1]. Here PN(L)G(x, y) denotes the kernel
of the operator PN(L)G : (L2[0, 1])m → (H1[0, 1])m.
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5.5 Nonlocal boundary value problem

Below we apply obtained results to the problem with nonlocal boundary
conditions (3.13)–(3.14). We suppose that the classical problem (3.13)–
(3.14) (γk = 0, k = 1,m) has the unique solution ucl. Then the minimizer
of the full problem (3.13)–(3.14) is given by

uo = ucl − PN(L)u
cl +

m∑
k=1

γk〈κκκk,ucl〉vg,k.

Here vg,k, k = 1,m, is the generalized biorthogonal fundamental system
of the nonlocal boundary value problem (3.13)–(3.14). Applying (5.8) to
the Green’s matrix G(x, y) of the nonlocal boundary value problem and the
Green’s matrix Gcl(x, y) of the classical problem, we obtain very analogous
relation.

Lemma 5.24. The relation

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y) +

m∑
k=1

γkv
g,k(x)〈κκκk,Gcl(·, y)〉

between the generalized Green’s matrix and the ordinary Green’s matrix for
the classical problem is valid a.e.

Let us note that PN(L) is the zero operator if ∆ 6= 0. Then the biorthog-
onal fundamental system vg,k, k = 1,m, is equal to the biorthogonal funda-
mental system vk, k = 1,m, and all results from this section are coincident
with analogous properties for the unique solution and the Green’s matrix,
given in Section 3.

Example 5.25. Let us recall Example 5.6 and continue the investigation of
the differential system

(u1)′ = u2 + f1, (u2)′ = f2,

u1(0) = g1, u1(1) = γu1(ξ) + g2.
(5.9)

It has the unique solution if the inequality ∆ 6= 0 is valid, i.e., γξ 6= 1. The
Green’s matrix for this problem is presented in Example 5.16. Let us find
the generalized Green’s matrix for the case ∆ = 0, that is γξ = 1.

First, the problem with classical conditions (γ = 0 above) has ∆ 6= 0 and,
according to subsection 4.3, has the Green’s matrix

Gcl(x, y) =

(
(∂/∂y)Gcl(x, y) −Gcl(x, y)

(∂2/∂x∂y)Gcl(x, y) −(∂/∂x)Gcl(x, y)

)
, x 6= y,
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which is represented by the Green’s function

Gcl(x, y) =

{
y(1− x), y 6 x,

x(1− y), y > x,

for the scalar problem −u′′ = f , u(0) = 0, u(1) = 0 with f = −f2 − (f1)′.
So, we can obtain the generalized Green’s matrix from the following formula

Gg(x, y) = Gcl(x, y)− PN(L)G
cl(x, y)− γvg,2(x)row1G

cl(ξ, y). (5.10)

Since d = 1 (see Example 5.6) and z2 = (x, 1)> ∈ N(L), we calculate
the projection

PN(L)G
cl(x, y) =

((
z2,Gcl(·, y)

)
(H1[0,y])2

+
(
z2,Gcl(·, y)

)
(H1[y,1])2

+
(
(z2)′(y)

)>) · z2

‖z2‖2
(H1[0,1])2

= − 1

14

(
x(5 + 3y2) x(y − y3)

5 + 3y2 y − y3

)
.

Now we are going to find another unknown function vg,2 = (vg,2;1, vg,2;2)>

in the expression (5.10). It is the minimizer to the problem Lu = e4. Ac-
cording to properties of minimizers [100, Roman 2011], it is also the mini-
mum norm least squares solution to the consistent problem Lu = PR(L)e

4.
Thus, we calculate the projection

PR(L)e
4 = e4 − w

‖w‖2
(L2[0,1])2×R2

(w, e4)(L2[0,1])2×R2 .

Here we took the function w =
(
γ(∂/∂y)Gcl(ξ, x);−γGcl(ξ, x); γ − 1; 1

)>,
which generates the nullspace N(L∗) = R(L)⊥. Hence, we obtain the fol-
lowing representation of the problem Lu = PR(L)e

4:

(u1)′ − u2 = γ(∂/∂y)Gcl(ξ, x)/‖w‖2, (5.11)

(u2)′ = −γGcl(ξ, x)/‖w‖2, (5.12)

u1(0) = (γ − 1)/‖w‖2, (5.13)

u1(1)− γu1(ξ) = 1− 1/‖w‖2, (5.14)

where ‖w‖ = ‖w‖(L2[0,1])2×R2 = 2 − ξ + (1 − γ)2(3ξ2 + 2ξ + 1)/2. We take
the fundamental system z1 = (1, 0)>, z2 = (x, 1)> (see Example 5.6) and
get the general solution

u = c1z
1 + c2z

2 +
γ

‖w‖2

∫ 1

0
Gcl(x, y)

(
(∂/∂y)Gcl(ξ, y)

−Gcl(ξ, y)

)
dy,
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for c1, c2 ∈ R. Substituting it into conditions, we find c1 = (1 − γ)/‖w‖2

and know the general least squares solution

ug =
γ − 1

‖w‖2
z1 + cz2 +

γ

‖w‖2

∫ 1

0
Gcl(x, y)

(
(∂/∂y)Gcl(ξ, y)

−Gcl(ξ, y)

)
dy,

to the problem (5.11)–(5.14), depending on one arbitrary constant c ∈ R.
Taking co = (5ξ6 + 70ξ4 + 187ξ2− 120ξ)/280(ξ5− ξ4− ξ3 + 2ξ2− ξ+ 1), we
obtain the desired minimizer vg,2. We found this constant value applying the
property vg,2 = PN(L)u

g. Below we present the explicit form of the vector
valued minimizer

vg,2;1 =
γ − 1

‖w‖2
+ cox− γ

‖w‖2

∫ 1

0
(Gcl)′y(x, y)(Gcl)′y(ξ, y) +Gcl(x, y)Gcl(ξ, y) dy,

vg,2;2 = co − γ

‖w‖2

[∫ x

0
+

∫ 1

x

]
(Gcl)′′xy(x, y)(Gcl)′y(ξ, y) + (Gcl)′x(x, y)Gcl(ξ, y) dy.

Finally, we substitute obtained expressions into (5.10) and have that the
generalized Green’s function Gg(x, y) is equal to(

(Gcl)′y + x(5+3y2)
14 − γvg,2;1(x)(Gcl)′y(ξ, y) −Gcl + x(y−y3)

14 + γvg,2;1(x)Gcl(ξ, y)

(Gcl)′′xy + 5+3y2

14 − γvg,2;2(x)(Gcl)′y(ξ, y) −(Gcl)′x + y−y3

14 + γvg,2;2(x)Gcl(ξ, y)

)
.

Let us note that another minimizer vg,1 can be found from Corollary 5.20,
which gives the equality 〈L1, ṽ

1〉vg,1 + 〈L2, ṽ
1〉vg,2 = PN(L)⊥ ṽ

1. Here we
take the biorthogonal fundamental system ṽ1 = (1−x,−1)>, v2 = (x, 1)> for
the problem (5.9) with classical conditions (γ = 0) and, simplifying, obtain

vg,1 = (γ − 1)vg,2 + (1, 0)> − 3

14
(x, 1)>.

Since we know the generalized biorthogonal fundamental system vg,1,vg,2

and the generalized Green’s matrix Gg(x, y), we can also calculate the min-
imizer using the representation

uo =

∫ 1

0
Gg(x, y)f(y) dy + g1v

g,1(x) + g2v
g,2(x).

6 Conclusions

Basic conclusions of this chapter are formulated below:

1) A differential problem (1.1)–(1.2) always has the Moore–Penrose in-
verse L†, a generalized Green’s matrix and the unique minimum norm
least squares solution.
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2) For ∆ 6= 0, we have that L† = L−1, the minimum norm least squares
solution uo is coincident with the unique solution u, the generalized
Green’s matrix Gg is coincident with the ordinary Green’s matrix G,
the biorthogonal fundamental system vk, k = 1,m, is coincident with
the generalized biorthogonal fundamental system vg,k, k = 1,m.

3) The minimum norm least squares solution has literally similar repre-
sentations as the unique solution: it can be described by the unique
solution of the Cauchy problem or the unique solution to other rela-
tive problem (same differential equations (1.1) but different nonlocal
conditions (1.2)).

4) A generalized Green’s matrix also has representations similar to ex-
pressions of a Green’s matrix: it can be written using the Green’s
matrix of the Cauchy problem or a Green’s matrix to other relative
problem (same differential equations (1.1) but different nonlocal con-
ditions (1.2)).

5) A Green’s function of a scalar problem describes a Green’s matrix of
a differential system, which is obtained representing a scalar problem
in a system form, and vice versa.
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Chapter 6

First order discrete systems
with nonlocal conditions

1 Introduction

In this chapter, a linear system of first order discrete equations with nonlocal
conditions is considered. We are going to develop an analogy to Chapter 5,
where first order differential systems were investigated.

The structure of this chapter is as follows. First, we introduce some
notation. Then we represent a discrete system into the equivalent “matrix”
form and consider its properties. Afterwards a problem with the unique so-
lution is investigated. Here we obtain several representations and properties
of the unique solution. A discrete Green’s matrix is also studied. Later, the
problem without the unique solution is considered in the least squares sense.
Here we discuss on the unique discrete minimizer of the residual, derive its
properties and representations, study a generalized discrete Green’s matrix.
An example is also given.

2 Notation

In Chapter 3, we introduced a discrete function u ∈ F (Xn), which can be
uniquely described by the complex column matrix u = (u0, u1, . . . , un)> ∈
C(n+1)×1. Let us now denote the collection of functions uk ∈ F (Xn), k =

1,m, by U = (u1, u2, . . . , um)> ∈ Fm(Xn) := F (Xn) × . . . × F (Xn). We
also take its matrix representation U = (u1,u2, . . . ,um)> ∈ Cm×(n+1).

Similarly, a collection of linear functionals Ll ∈ F ∗(Xn), l = 1,m, can
be given by L = (L1, L2, . . . , Lm) ∈

(
Fm(Xn)

)∗ but its matrix matrix
representation is of the form L = (L>1 ,L

>
2 , . . . ,L

>
m) ∈ C(n+1)×m. For a
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functional L ∈
(
Fm(Xn)

)∗ value at U ∈ Fm(Xn), we use the notation
〈L,U〉 :=

∑m
l=1〈Ll, ul〉 =

∑m
l=1

∑n
i=0 L

i
lu
l
i =

∑m
l=1 Llu

l, where Llu
l are

usual multiplications of matrices Ll ∈ C1×(n+1) and ul ∈ C(n+1)×1. Let us
denote its matrix representation by 〈L,U〉, where brackets emphasize the
nature of nonlocal conditions.

Analogously, a space Fm1×m2(Xn1 × Xn2) is defined. It is composed
of m1 × m2 order matrix valued functions M = (Mkl) for k = 1,m1 and
l = 1,m2, those elements Mkl ∈ F (Xn1 × Xn2) are uniquely represented
by complex matrices from C(n1+1)×(n2+1). In this work, the one to one
correspondence among discrete functionsMkl : Xn1×Xn2 → C and matrices
Mkl = (Mkl

ij ) ∈ C(n1+1)×(n2+1) is represented by Mkl
ij = Mkl(i, j), i ∈

Xn1 , j ∈ Xn2 . In other words, an element M ∈ Fm1×m2(Xn1 × Xn2) can
be understood as a “matrix of matrices” since M ∼= (Mkl).

We also use the notation of the double summation without the sum
symbol as

〈L,M ·l
·j〉 =

n1∑
j=0

m1∑
k=1

LikM
kl
ij , l = 1,m2, j ∈ Xn2 ,

where L ∈
(
Fm1×m2(Xn1 × Xn2)

)∗, M ∈ Fm1×m2(Xn1 × Xn2). Let us
denote matrix representations of the last notation by 〈L,M〉 ∈ Cm2×(n2+1).
In this chapter, we will use the matrix valued zero function O of any desired
dimensions as well.

3 Formulation of the problem

Let us investigate a first order discrete system with nonlocal conditions

(LU)ki := uki+1 −
m∑
l=1

akli u
l
i = fki , i ∈ Xn−1, (3.1)

m∑
l=1

〈Lkl, ul〉 = gk, k = 1,m, (3.2)

where functions U = (u1, . . . , um)> ∈ Fm(Xn), F = (f1, . . . , fm)> ∈
Fm(Xn−1) and akl ∈ F (Xn−1), gk ∈ C. Here L : Fm(Xn) → Fm(Xn−1) is
the discrete operator and Lkl ∈ F ∗(Xn) are discrete linear functionals. De-
noting collections of functionals by Lk = (Lk1, Lk2, . . . , Lkm) ∈

(
Fm(Xn)

)∗
for every k = 1,m, this problem is given by

LU = F , 〈Lk,U〉 = gk, k = 1,m.
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We also use the following description

AU = B (3.3)

of the problem (3.1)–(3.2) with an operatorA := (L,L1, . . . ,Lm) : Fm(Xn)→
Fm(Xn−1)× Cm and B = (F , g1, . . . , gm)> ∈ Fm(Xn−1)× Cm.

3.1 The discrete Cauchy problem

Let us now consider a discrete Cauchy problem

uki+1 =

m∑
l=1

akli u
l
i + fki , i ∈ Xn−1, (3.4)

uk0 = 0, k = 1,m. (3.5)

It always has the unique solution U c ∈ Fm(Xn). To prove the existence of
the unique solution, we take the homogenous Cauchy problem

zki+1 =

m∑
l=1

akli z
l
i, i ∈ Xn−1, (3.6)

zk0 = 0, k = 1,m. (3.7)

Substituting conditions (3.7) into the equation (3.6) with i = 1, we find
all zk1 = 0. Applying the mathematical induction, we find all trivial values
zki = 0 uniquely for every k = 1,m and i ∈ Xn−1. Thus, the homogenous
Cauchy problem has only the trivial solution, what means that the Cauchy
problem (3.4)–(3.5) with every right hand side always has the unique solution
U c. We are going to obtain its representation.

To find the unique solution, we will use the method of variation of pa-
rameters. Here we need to take the fundamental system of the homogenous
equation (3.6). First, the problem (3.6)–(3.7) has m(n + 1) equations and
m(n+ 1) unknowns, where all m(n+ 1) equations are linearly independent
since this problem always has the unique solution. Second, the subsys-
tem (3.6) has mn linearly independent equations with m(n+ 1) unknowns.
Thus, we can solve exactly mn unknowns via other m unknowns, those re-
main arbitrarily, what gives the nullity dimN(L) = m. It also means that
a fundamental system of the equation (3.6) is composed of m linearly in-
dependent solutions Z l ∈ Fm(Xn), l = 1,m, those matrix representations
are Zl = (zl,ki ) ∈ Cm×(n+1), where k = 1,m and i ∈ Xn. Let us denote the
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discrete fundamental matrix at a point i ∈ Xn by

Zi =


z1,1i z2,1i . . . zm,1i

z1,2i z2,2i . . . zm,2i

. . . . . . . . . . . .

z1,mi z2,mi . . . zm,mi

 .

So, the general solution to the homogenous equation (3.6) is given by
zki = c1z1,ki + c2z2,ki + . . . + cmzm,ki , where k = 1,m and i ∈ Xn. Then we
look for the unique solution to the problem (3.4)–(3.5) in the form (method
of variation of parameters)

uki = c1i z
1,k
i + c2i z

2,k
i + . . .+ cmi z

m,k
i =

m∑
j=1

cjiz
j,k
i (3.8)

with unknown functions cl ∈ F (Xn), l = 1,m. Substituting this representa-
tion into the problem (3.4), we rewrite

fki = (LU)ki = uki+1 −
m∑
l=1

akli u
l
i =

m∑
j=1

cji+1z
j,k
i+1 −

m∑
l=1

akli

m∑
j=1

cjiz
j,l
i

=

m∑
j=1

cji

(
zj,ki+1 −

m∑
l=1

akli z
j,l
i

)
+

m∑
j=1

(cji+1 − c
j
i )z

j,k
i+1 =

m∑
j=1

(cji+1 − c
j
i )z

j,k
i+1.

Here we used trivial equalities zj,ki+1 −
∑m

l=1 a
kl
i z

j,l
i = 0 since (3.6) are valid

for a fundamental system Z l ∈ Fm(Xn), l = 1,m.
Let us denote the difference c̃ji+1 = cji+1 − c

j
i and obtain the system

m∑
j=1

c̃ji+1z
j,k
i+1 = fki , k = 1,m, i ∈ Xn−1,

with unknowns c̃ji+1. Since the discrete fundamental matrix Zi+1 is non-
singular at every point i + 1, we find c̃ki+1 =

∑m
l=1(Zi+1)

−1,klf li . Recalling
notation c̃ki+1 = cki+1 − cki , we solve

cki =

i−1∑
j=0

(
cki+1 − cki

)
+ ck0 =

i−1∑
j=0

(Zj+1)
−1,klf lj + ck0.

Now we substitute these values in the formula (3.8) and obtain the repre-
sentation

uki =

i−1∑
j=0

m∑
l=1

Kkl
ij f

l
j +

m∑
l=1

cl0z
l,k
i
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of the general solution to the problem (3.4) with m arbitrary constants cl0.
Here we introduce the notation the discrete Cauchy matrix at a point (i, j)

by Kij = Zi(Zj+1)
−1 ∈ Cm×m for every fixed i ∈ Xn, j ∈ Xn−1.

Using initial conditions (3.5), we find trivial constant values cl0 = 0

since functions zl,k ∈ F (Xn) for fixed k, l are linearly independent as a
fundamental system at the point i = 0. Thus, we find the unique solution
uki =

∑n−1
j=0

∑m
l=1K

kl
ij f

l
j to the problem (3.4)–(3.5). Now we introduce the

discrete Green’s matrix Gc ∈ Fm×m(Xn ×Xn−1) for the Cauchy problem:

Gc,klij =

{
Kkl
ij , j < i,

0, j > i,
k, l = 1,m, i ∈ Xn, j ∈ Xn−1, (3.9)

and have the unique solution of the form

uc,ki =

n−1∑
j=0

m∑
l=1

Gc,klij f lj , k = 1,m, i ∈ Xn. (3.10)

3.2 Existence of the unique solution

Let us now obtain a condition of the existence of the unique solution to
the problem (3.1)–(3.2). It is equivalent to investigate the existence of the
unique trivial solution Z ≡ O to the homogenous problem AZ = O, that is

LZ = O, (3.11)

〈Lk,Z〉 = 0, k = 1,m. (3.12)

We put the general solution of the probem (3.11), which is Z =
∑n

l=1 clZ
l

for cl ∈ C, l = 1,m, into conditions (3.12) and obtain the system of m
homogenous equations with unknowns cl, l = 1,m, as follows

m∑
l=1

〈Lk,Z l〉cl = 0, k = 1,m.

So, the problem has only the trivial solution Z = 0 or equivalently cl =

0, l = 1,m, if and only if the determinant of the previous system is nonzero

∆ :=

∣∣∣∣∣∣∣∣∣
〈L1,Z

1〉 〈L1,Z
2〉 . . . 〈L1,Z

m〉
〈L2,Z

1〉 〈L2,Z
2〉 . . . 〈L2,Z

m〉
. . . . . . . . . . . .

〈Lm,Z1〉 〈Lm,Z2〉 . . . 〈Lm,Zm〉

∣∣∣∣∣∣∣∣∣ 6= 0. (3.13)

If ∆ = 0, then the nullspace N(A) is nontrivial. Denoting the nullity
d := dimN(A), we separate the following cases:
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• d = 0 ⇔ ∆ 6= 0. Then N(A) is trivial.
• d = m⇔∆ = 0 and all 〈Lk,Z l〉 = 0 for k, l = 1,m. Then all constants
c1, . . . , cm remain arbitrary and N(A) = span{Z1, . . . ,Zm}. So, the
solution toAZ = O is now equivalent to the solution of the differential
equation LZ = O only.
• 0 < d < m ⇔ ∆ = 0 and rank(〈Lk,Z l〉) = m − d (here k, l = 1,m).

Here m−d constants are solved and represented by other d constants,
those remain arbitrary. In other words, there exist d rows in the deter-
minant representation of ∆ above, those are linear combinations of the
rest m−d linearly independent rows. Let us denote these “dependent”
rows by (〈Lkl ,Z1〉, . . . , 〈Lkl ,Zm〉) for kl, l = 1, d. The independent
rows are also given by (〈Lkj ,Z1〉, . . . , 〈Lkj ,Zm〉) for kj , j = d+ 1,m.
Thus, the solution to the problem AZ = O is now equivalent to the
solution of the simplified problem: the equation LZ = O with con-
ditions 〈Lkj ,Z〉 = O, j = d+ 1,m, representing linearly independent
rows only.

3.3 Range of the operator A

We are going to obtain the representation of the range R(A). We omit
proofs again because they are analogous to corresponding proofs in previous
chapters. First, we need to discuss on the composition

B = (f1, . . . , fm, g1, . . . , gm)> =
m∑
k=1

(fkEk + gkE
m+k)

for all B ∈ Fm(Xn−1)×Cm, where we took discrete matrix valued functions
Ek ∈ Fm(Xn−1)×Cm. Now we can provide the representation of the range.

Lemma 6.1.

1) If d = m, then R(A) is generated by the matrix valued function

B =

m∑
k=1

(
fkEk +

n−1∑
j=0

m∑
l=1

〈Lk,Gc,·l
·j 〉f

l
jE

m+k

)
,

where F = (f1, . . . , fm)> ∈ Fm(Xn−1).

2) If 0 < d < m, then for F = (f1, . . . , fm)> ∈ Fm(Xn−1) and gki ∈ R,
i = d+ 1,m, R(A) is generated by the matrix valued function
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B =
m∑
k=1

fkEk +
d∑
`=1

( m∑
i=d+1

gki〈Lk` ,V
ki〉+

n−1∑
j=0

m∑
l=1

〈Lk` ,G
a,·l
·j 〉f

l
j

)
Em+k`

+
m∑

i=d+1

gkiE
m+ki .

Here Ga ∈ Fm×m(Xn × Xn−1) is a discrete Green’s matrix and V l,
l = 1,m, is the biorthogonal fundamental system for the problem LU =

F with original conditions 〈Lkj ,U〉 = 0, j = d+ 1,m, and conditions
〈`kl ,U〉 = 0, l = 1, d, replacing 〈Lkl ,U〉 = 0. Here 〈`kl ,U〉 = 0 are selected
such that for this auxiliary problem ∆ 6= 0. For details see the following
section.

Since the nullspace and range theorem gives the equality N(A∗) =

R(A)⊥, we can provide the following representation.

Corollary 6.2. The following statements are valid:

1) if d = m, then N(A∗) is generated by functions W k, those at a point
i ∈ Xn are equal to

W k
i = −

m∑
l=1

〈Lk,Gc,·l
·i 〉E

l +Em+k, k = 1,m.

2) if 0 < d < m, then N(A∗) is generated by functions W `, those at a
point i ∈ Xn are equal to

W `
i = −

m∑
l=1

〈Lk` ,G
a,·l
·i 〉E

l −
m∑

j=d+1

〈Lk` ,V kj 〉Em+kj +Em+k` , ` = 1, d.

This corollary gives that d = dimN(A) and d∗ := dimN(A∗) are equal.
Now applying the Fredholm alternative theorem, we get the solvability con-
ditions to the problem (3.1)–(3.2) without the unique solution (∆ = 0).

Corollary 6.3. (Solvability conditions) The problem (3.1)–(3.2) with ∆ = 0

is solvable if and only if the conditions are valid:

1)
∑n−1

j=0

∑m
l=1〈Lk,G

c,·l
·j 〉f lj = gk, k = 1,m, for d = m;

2)
∑m

i=d+1 gki〈Lk` ,V ki〉 +
∑n−1

j=0

∑m
l=1〈Lk` ,G

a,·l
·j 〉f lj = gk` for ` = 1, d if

0 < d < m.
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4 Problem with the unique solution (case ∆ 6= 0)

Substituting the general solution

uki = c1z
1,k
i + . . .+ cmz

m,k
i +

n−1∑
j=0

m∑
l=1

Gc,klij f lj

of the equation (3.1) into nonlocal conditions (3.2), we get the system

c1〈L1,Z
1〉+ . . .+ cm〈L1,Z

m〉 = g1 −
∑n−1

j=1

∑m
l=1〈L1,G

c,·l
·j 〉f lj ,

. . .

c1〈Lm,Z1〉+ . . .+ cm〈Lm,Zm〉 = gm −
∑n−1

j=1

∑m
l=1〈Lm,G

c,·l
·j 〉f lj .

(4.1)

If ∆ 6= 0, we solve constants c1, . . . , cm uniquely and obtain the represen-
tation of the unique solution to the problem (3.1)–(3.2), simply denoted by
AU = B.

On the other hand, the unique solution is also described by the inverse
operator A−1 : Fm(Xn−1)×Cm → Fm(Xn) in the form U = A−1B. Thus,
first, we are going to investigate the structure of the operator A−1 and its
properties.

4.1 Representation of the inverse operator

Let us take the particular fundamental system V l = (vl,ki ), l = 1,m (here
k = 1,m and i ∈ Xn), which satisfies the biorthogonality conditions 〈Lk,V l〉
= δlk for k, l = 1,m. We call these functions V l, l = 1,m, by the biorthogonal
fundamental system. They are unique solutions to following problems

LV l = O,

〈Lk,V l〉 = δlk, k = 1,m,
(4.2)

respectively. So, the general solution to the problem (3.1) is represented by

uki = c1v
1,k
i + . . .+ cmv

m,k
i +

n−1∑
j=0

m∑
l=1

Gc,klij f lj (4.3)

The biorthogonal fundamental system V l, l = 1,m, directly gives us the
constants

ck = gk −
n−1∑
j=1

m∑
l=1

〈Lk,Gc,·l
·j 〉f

l
j , k = 1,m,

from the system (4.1). Putting these expressions into (4.3), we obtain the
following representation of the solution

uki =

n−1∑
j=0

m∑
l=1

(
Gc,klij −

m∑
`=1

v`,ki 〈L`,G
c,·l
·j 〉
)
f lj + g1v

1,k
i + . . .+ gmv

m,k
i .
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Let us denote the kernel

Gklij := Gc,klij −
m∑
`=1

v`,ki 〈L`,G
c,·l
·j 〉, (4.4)

where i ∈ Xn, j ∈ Xn−1, k, l = 1,m, and obtain the representation

uki =

n−1∑
j=0

m∑
l=1

Gklijf
l
j + g1v

1,k
i + . . .+ gmv

m,k
i , (4.5)

simply given by
U = GF + g1V

1 + . . .+ gmV
m. (4.6)

We call the kernel G = (Gklij ) ∈ Fm×m(Xn ×Xn−1) by the discrete Green’s
matrix for the problem with nonlocal conditions (3.1)–(3.2).

Let us recall the representation of the unique solution U = A−1B using
the linear inverse operator A−1 : Fm(Xn−1) × Cm → Fm(Xn). Thus, we
get the following composition

A−1 = (G, V 1, . . . , V m)

via the discrete Green’s matrix G and the biorthogonal fundamental system
V l, l = 1,m.

4.2 Properties of unique solutions

Using the formula (3.10), we rewrite constants in the form ck = gk−〈Lk,U c〉,
k = 1,m. Substituting them into (4.3), we obtain the following representa-
tion of the unique solution.

Lemma 6.4. The unique solution

U =

m∑
k=1

(gk − 〈Lk,U c〉)vk +U c

to the problem (3.1)–(3.2) is always described by the unique solution U c to
the Cauchy problem (3.10).

Let us now consider two problems with the same equation but different
nonlocal conditions

LU = F ,

〈L̃k,U〉 = g̃k, k = 1,m,

LV = F ,

〈Lk,V 〉 = gk, k = 1,m,
(4.7)

supposing these problems have unique solutions U and V , i.e., both ∆̃ 6= 0

and ∆ 6= 0, respectively.
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Lemma 6.5. The relation between the solutions of the problems (4.7)

V = U +

m∑
k=1

(gk − 〈Lk,U〉)V k,

is valid, where V l, l = 1,m, are the biorthogonal fundamental system of the
second problem (4.7).

A similar relation is obtained for discrete Green’s matrices as well. We
present it below.

Lemma 6.6. Discrete Green’s matrices G̃ and G for two problems (4.7),
respectively, are linked with the equality

Gklij = G̃klij −
m∑
`=1

v`,ki 〈L`, G̃
·l
·j〉, i ∈ Xn, j ∈ Xn−1, k, l = 1,m.

Another relation is gieven for biorthogonal fundamental systems.

Lemma 6.7. The relation
m∑
k=1

〈Lk, Ṽ l〉V k = Ṽ l, l = 1,m,

is valid between the fundamental systems Ṽ l, l = 1,m, and V k, k = 1,m,
for the problems (4.7), respectively.

4.3 Nonlocal boundary value problem

Let us now take a discrete problem with nonlocal boundary conditions

LU = F , (4.8)

〈Lk,U〉 := 〈κk,U〉 − γk〈κκκk,U〉 = gk, k = 1,m. (4.9)

Here κk describe classical parts but κκκk represent fully nonlocal parts of
conditions (4.9), γk ∈ R, k = 1,m. If the classical problem (4.8)–(4.9)
(γk = 0, k = 1,m) has the unique solution U cl, then Lemma 6.5 provides
the following relation.

Lemma 6.8. The unique solution U to the problem (4.8)–(4.9) and the
unique solution U cl to the classical problem (all γk = 0) are related as given
below

U = U cl +

m∑
k=1

γk〈κκκk,U cl〉V k.

Here V k, k = 1,m, is the biorthogonal fundamental system of the nonlocal
boundary value problem (4.8)–(4.9).
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Discrete Green’s matrices are also similarly connected.

Lemma 6.9. The discrete Green’s matrix G for the problem (4.8)–(4.9)
and the discrete Green’s matrix Gcl for the classical problem (all γk = 0) are
related by the equality

Gklij = Gcl,kl
ij +

m∑
`=1

γ`v
`,k
i 〈κκκ`,G

cl,·l
·j 〉.

5 The unique minimizer (case ∆ = 0)

If∆ = 0, we cannot solve the problem (3.1)–(3.2) uniquely since the problem
may have a lot of solutions or no solutions. We are going to solve the problem
in the least squares sense, consider properties and representations of the
“best” least squares solution.

5.1 The minimum norm least squares solution

Let us take an inner product (B, B̃)1 and the norm ‖B‖1 = (B,B)
1/2
1

in the space Fm(Xn−1) × Cm for every B, B̃ ∈ Fm(Xn−1) × Cm. In the
space Fm(Xn), we consider another inner product (U , Ũ)2 with the norm
‖U‖2 = (U ,U)

1/2
2 for U , Ũ ∈ Fm(Xn). For instance, we will use two inner

products (B, B̃)(L2(ωh))m×Rm and (U , Ũ)(H1(ωh))m with norms

‖B‖(L2(ωh
n−1))

m×Rm = (B,B)
1/2

(L2(ωh))m×Rm

=

( m∑
k=1

‖fk‖2
L2(ωh

n−1)
+ g21 + . . .+ g2m

)1/2

,

‖U‖(H1(ωh))m = (U ,U)
1/2

(H1(ωh))m
=

( m∑
k=1

(uk, uk)2
H1(ωh)

)1/2

in the example below (case m = 2); here all functions U , Ũ ∈ Fm(Xn) and
B, B̃ ∈ Fm(Xn−1) × Rm are real, and we denoted the norm ‖f‖L2(ωh

n−1)
=(∑n−1

i=0 f
2
i h
)1/2 for every f ∈ F (Xn−1).

Introducing two different norms, we can minimize the norm of the resid-
ual

‖AU g −B‖1 = inf
U∈Fm(Xn)

‖AU −B‖1 (5.1)

and look for a unique discrete matrix valued function U o ∈ Fm(Xn), which
has the minimum norm

‖U o‖2 < ‖U g‖2 ∀ U g 6= U o (5.2)
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among all minimizers U g ∈ Fm(Xn) of the norm of the residual.
This minimizer U o is called the minimum norm least squares solution

to the problem (3.1)–(3.2). It always exists and is unique since a finite
dimensional discrete operatorA is continuous linear with the closed range [6,
Ben-Israel and Greville 2003]. Moreover, the minimum norm least squares
solution

U o = A†B (5.3)

is described by the Moore–Penrose inverse A† : Fm(Xn−1)×Cm → Fm(Xn)

of an operator A : Fm(Xn)→ Fm(Xn−1)× Cm.
Using the minimum norm least squares solution, we can represent all

least squares solutions U g = U o+PN(A)C with an arbitrary discrete matrix
valued function C ∈ Fm(Xn). Here PN(A) denotes the orthogonal projector
onto N(A), the nullspace of A. The minimum norm least squares solution
is also uniquely characterized by the equality U o = PN(A)⊥U

g. Moreover,
the function U o is always the minimizer to the consistent problem AU =

PR(A)B.

5.2 Generalized discrete Green’s matrix

Since B = (F , g1, . . . , gm)> ∈ Fm(Xn−1)× Cm and the Moore–Penrose in-
verse A† is linear [6, Ben-Israel and Greville 2003], we rewrite the minimizer
(5.3) in the special form

U o = GgF + g1V
g,1 + . . .+ gmV

g,m. (5.4)

Here we introduced an operator Gg : Fm(Xn−1) → Fm(Xn) and functions
V l ∈ Fm(Xn), l = 1,m, those are parts of the Moore-Penrose inverse

A† = (Gg, V g,1, . . . , V g,m).

The minimizer (5.4) can also be given in the discrete form

(uo)ki =

n−1∑
j=0

m∑
l=1

Gg,klij f lj + g1v
g,1;k
i + . . .+ gmv

g,m;k
i , (5.5)

where k = 1,m and i ∈ Xn. This representation simplifies to the formula
(4.5) of the unique solution if it exists (∆ 6= 0). Thus, we call the kernelGg =

(Gg,klij ) ∈ Fm×m(Xn×Xn−1) by the generalized discrete Green’s matrix and
the set of discrete matrix valued functions V g,l = (vg,l;ki ) ∈ Fm(Xn) – the
generalized biorthogonal fundamental system for the problem with nonlocal
conditions (3.1)–(3.2).
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5.3 Properties of minimizers

Let us begin with the following characterization of the generalized discrete
biorthogonal fundamental system that is the analogue of (4.2).

Lemma 6.10. Every function V g,l, l = 1,m, is the minimum norm least
squares solution to the corresponding problem

LV g,l = O,

〈Lk,V g,l〉 = δlk, k, l = 1,m.

Since the proof is analogous as in previous chapters, we omit it. We
present other results without proofs as well.

Let us now consider two relative problems (4.7), where the first problem
has the unique solution, i.e., the condition ∆̃ 6= 0 is valid. Here and further
Gg is the generalized discrete Green’s matrix and V g,k, k = 1,m, are the
generalized discrete biorthogonal fundamental system for the second problem
(4.7), which may have the unique solution (∆ 6= 0) or not (∆ = 0).

Theorem 6.11. If the first problem (4.7) has the unique solution U , then
the minimum norm least squares solution for the second problem (4.7) is of
the form

U o = U − PN(A)U +
m∑
k=1

(gk − 〈Lk,U〉)V g,k.

Since the discrete Cauchy problem (3.4)–(3.5) always has the unique
solution U c, we obtain the following representation.

Corollary 6.12. The minimizer of the problem (3.1)–(3.2) is always given
by

U o = U c − PN(A)U
c +

m∑
k=1

(gk − 〈Lk,U c〉)V g,k.

For a problem with nonlocal boundary conditions (4.8)–(4.9), we can
derive one more description of the minimizer as well.

Corollary 6.13. Let the classical problem (4.8)–(4.9) (all γk = 0) has the
unique solution U cl. Then the minimizer of the problem (4.8)–(4.9) is de-
scribed as below

U o = U cl − PN(A)U
cl +

m∑
k=1

γk〈κκκk,U cl〉V g,k.

The generalized biorthogonal fundamental systems for problems (4.7) are
also related. We present their connection below.
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Corollary 6.14. Let ∆̃ 6= 0 for the first problem (4.7). Then the biorthogo-
nal fundamental system Ṽ l, l = 1,m, of the first problem and the generalized
biorthogonal fundamental system V g,k, k = 1,m, of the second problem (4.7)
are related by

m∑
k=1

〈Lk, Ṽ l〉V g,k = PN(A)⊥Ṽ
l, l = 1,m.

5.4 Properties of a generalized discrete Green’s matrix

Let us provide the representation of a generalized Green’s matrix, which is
analogous to the definition of an discrete Green’s matrix (4.4).

Lemma 6.15. The generalized discrete Green’s matrix for the problem (3.1)–
(3.2) is of the form

Gg,klij = Gc,klij −
(
PN(A)G

c
)kl
ij
−

m∑
`=1

vg,`;ki 〈L`,Gc,·l
·j 〉,

where i ∈ Xn, j ∈ Xn−1, k, l = 1,m.

Here we denoted by
(
PN(A)G

)kl
ij

the kernel of the discrete operator
PN(A)G : Fm(Xn−1) → Fm(Xn). The following description of a gener-
alized discrete Green’s matrix is also valid.

Theorem 6.16. If the first problem (4.7) has the discrete Green’s matrix
G, then the generalized discrete Green’s matrix for the second problem (4.7)
is given by

Gg,klij = Gklij −
(
PN(A)G

)kl
ij
−

m∑
`=1

vg,`;ki 〈L`,G·l·j〉

for all i ∈ Xn, j ∈ Xn−1, k, l = 1,m.

For the problem with nonlocal boundary conditions (4.8)–(4.9), we ob-
tain the following relation.

Corollary 6.17. Let the classical problem (4.8)–(4.9) (all γk = 0) has the
discrete Green’s matrix Gcl. Then the generalized discrete Green’s matrix
for the problem (4.8)–(4.9) is of the form

Gg,klij = Gcl,kl
ij −

(
PN(A)G

cl
)kl
ij

+

m∑
`=1

vg,`;ki γ`〈κκκ`,Gcl,·l
·j 〉.
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Example 6.18. Let us now continue the investigation of the differential
system with the Bitsadze–Samarkii condition

(u1)′ = u2 + f1, (u2)′ = f2,

u1(0) = g1, u1(1) = γu1(ξ) + g2,
(5.6)

where functions f1, f2 ∈ C[0, 1], g1, g2, γ are real numbers and a point ξ ∈
(0, 1).

Let us denote f1i = f1(xi), f2i = f2(xi) for i ∈ Xn−1 and suppose ξ is
coincident with a point of the mesh ωh, i.e., ξ = sh for some s = 1, n− 2.
Approximating the differential problem (5.6) by the finite difference method,
we obtain a discrete problem

u1i+1 − u1i
h

= u2i + f1i ,
u2i+1 − u2i

h
= f2i , i ∈ Xn−1, (5.7)

〈L1,U〉 := u10 = g1, 〈L2,U〉 := u1n − γu1s = g2. (5.8)

We note that the solution to the problem (5.7)–(5.8) is equivalent to the
solution of a second order discrete problem

−
u1i+2 − 2u1i+1 + u1i

h2
= fi, i ∈ Xn−2, (5.9)

u10 = g1, u1n − γu1s = g2, (5.10)

which is obtained rewriting equations (5.7) in the form (5.9) and denoting
fi = −f2i − (f1i+1 − f1i )/h. From here we can find the solution u1i , i ∈ Xn,
and then calculate another function u2i = (u1i+1 − u1i )/h − f1i for i ∈ Xn−1

but u2n = u2n−1 + hf2n−1.
The homogenous equation (5.9) has the fundamental system z1 = 1 and

z2 = x, x ∈ ωh. It gives the fundamental system Z1 = (1, 0)>, Z2 = (x, 1)>

for the homogenous problem (5.7) as well. Now we calculate

∆ =

∣∣∣∣∣ 〈L1,Z
1〉 〈L2,Z

1〉
〈L1,Z

2〉 〈L2,Z
2〉

∣∣∣∣∣ =

∣∣∣∣∣ 1 1− γ
0 1− γξ

∣∣∣∣∣ = 1− γξ.

If ∆ 6= 0, i.e., γξ 6= 1, then the problem (5.7)–(5.8) has the unique collection
of solutions U = (u1, u2) ∈ F 2(Xn).

First, we solve the problem (5.9)–(5.10) for the discrete function u1 ∈
F (Xn). Since γξ 6= 1, the problem (5.9)–(5.10) has the discrete Green’s
function

Ghij =

{
xj+1(1− xi), j + 1 6 i,

xi(1− xj+1), j + 1 > i,
+

γxi
1− γξ

{
xj+1(1− ξ), j + 1 6 s,

ξ(1− xj+1), j + 1 > s,
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for i ∈ Xn and j ∈ Xn−2, but we denote Ghi,n−1 := 0, Ghi,−1 = 0. It describes
the general solution to the equation (5.9) in the form

u1i = c1 + c2xi +
n−2∑
j=0

Ghijfjh = c1 + c2xi +
n−1∑
j=0

Ghijf
2
j h−

n−1∑
j=0

Ghij −Ghi,j−1
h

f1j h

with two arbitrary constants c1, c2 ∈ R. Substituting it into nonlocal condi-
tions (5.10), we find the unique solution

u1i = g1
1 + (γ − 1)x

1− γξ
+g2

x

1− γξ
+
n−1∑
j=0

Ghijf
2
j h−

n−1∑
j=0

Ghij −Ghi,j−1
h

f1j h, i ∈ Xn.

Using formulas u2i = (u1i+1 − u1i )/h− f1i for i ∈ Xn−1 and u2n = u2n−1 +

hf2n−1, we get

u2i =
g1(γ − 1)

1− γξ
+

g2
1− γξ

+

n−1∑
j=0

∇+G
h
i,jf

2
j h−

n−1∑
j=0

∇+(∇−Ghij)f1j h−f1i , i ∈ Xn.

Here we introduced two notations ∇+G
h
ij = (Ghi+1,j −Ghi,j)/h and ∇−Ghij =

(Ghi,j − Ghi,j−1)/h. Now we can write the unique solution in the form U =

g1V
1 + g2V

2 +GhF using the biorthogonal fundamental system

V 1 =

(
1 + (γ − 1)x

1− γξ
,
γ − 1

1− γξ

)>
, V 2 =

(
x

1− γξ
,

1

1− γξ

)>
and the discrete Green’s matrix Gh, which at a point (i, j) is given by

Gh
ij =

(
∇−Ghij −Ghij

∇+(∇−Ghij)− δij/h −∇+G
h
ij

)
, i ∈ Xn, j ∈ Xn−1. (5.11)

Comparing this expression with the representation of the generalized Green’s
matrix G(x, y) in Example 5.16, here we see additional δij/h. We note that
it simplifies since ∇+(∇−Ghij) = −1 + δij/h contains δij/h with a plus sign.
Moreover, we considered Green’s matrices in the previous chapter, defined
on two domains x < y and x > y (i.e., see the formula (2.10) in Chapter
5).

If ∆ = 0, the problem (5.7)–(5.8) does not have the unique solution nor
the discrete Green’s matrix. Thus, we are going to derive its generalized
discrete Green’s matrix Gg,h.

Formula (5.3) provides the representation

Gg
ij = Gcl

ij − (PN(A)G
cl)ij + γV g,2

i Gcl,1·
sj (5.12)
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via the discrete Green’s matrix

Gcl,h
ij =

(
∇−Gcl,h

ij −Gcl,h
ij

∇+(∇−Gcl,h
ij )− δij/h −∇+G

cl,h
ij

)
, i ∈ Xn, j ∈ Xn−1,

obtained taking γ = 0 in (5.11). Here ∇+(∇−Gcl,h
ij )−δij/h = (−1+δij/h)−

δij/h = −1 for all i ∈ Xn and j ∈ Xn−1.
Since 〈L1,Z

1〉 = 1 6= 0, we get d = 1 (we have 0 < d 6 2 = m

according to Subsection 3.2) and k1 = 2, k2 = 1 for the problem (5.7)–(5.8)
with ∆ = 0. We also see that Z2 ∈ N(A) and calculate the discrete kernel
(PN(A)G

cl,h)ij, which is equal to

(PN(A)G
cl,h)ij =

Z2
i

‖Z2‖22

(
Z2,Gcl,h

·,j
)
(H1(ωh))2

= − 1

(2 + h)(7 + h)
×

×

(
xi
(
5− h+ h2 + 3xj+1(xj+1 − h)

)
, xi

(
xj+1(1− h)− x3j+1

)
5− h+ h2 + 3xj+1(xj+1 − h) xj+1(1− h)− x3j+1

)
.

Now we are going to find the function V g,2. It is the minimizer to the
problem AU = E4. According to properties of minimizers [6, Ben-Israel
and Greville 2003], it is also the minimum norm least squares solution to
the consistent problem AU = PR(A)E

4.
Thus, we calculate the projection

PR(A)E
4 = E4 − W

‖W ‖2
(W ,E4)(L2(ωh

n−1))
2×R2 .

Here ‖W ‖ := ‖W ‖(L2(ωh
n−1))

2×R2 for the functionWi =
(
γ∇−Gcl,h

si ; −γGcl,h
si ;

γ − 1; 1
)>, which generates the nullspace of the adjoint operator, i.e., W ∈

N(A∗) = R(A)⊥. Let us note that we have an approximation ‖W ‖2 =

‖w‖2(L2[0,1])2×R2 + O(h), where the vector function w =
(
γ(∂/∂y)Gcl(ξ, x);

−γGcl(ξ, x); γ − 1; 1
)> generates the nullspace N(L∗) = R(L)⊥ for the dif-

ferential problem (5.6).
Now we write the problem AU = PR(A)E

4 in the explicit form

u1i+1 − u1i
h

− u2i = γ∇−Gcl,h
si /‖W ‖

2,
u2i+1 − u2i

h
= −γGcl,h

si /‖W ‖
2, (5.13)

u10 = (γ − 1)/‖W ‖2, (5.14)

u1n − γu1s = 1− 1/‖W ‖2. (5.15)

We solve this problem analogously as the corresponding differential problem
from Example 5.25 in Chapter 5. That is, we take the general solution U
to discrete equations (5.13), substitute it into the condition (5.14) (another
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condition is satisfied trivially), find constant c1 value and obtain the general
least squares solution U g. Calculating the projection V g,2 = PN(A)U

g, we
find the desired minimizer. Below we present it in the explicit form

vg,2;1i =
γ − 1

‖W ‖2
+ ch,oxi −

γ

‖W ‖2
n−1∑
j=0

(
∇−Gcl,h

ij · ∇−G
cl,h
sj +Gcl,h

ij ·G
cl,h
sj

)
h,

vg,2;2i = ch,o − γ

‖W ‖2
n−1∑

j=0, j 6=i

(
∇+∇−Gcl,h

ij · ∇−G
cl,h
sj +∇+G

cl,h
ij ·G

cl,h
sj

)
h+O(h)

with the constant ch,o = co + O(h), which describes the minimizer V g,2 of
the differential problem (5.6) (see Example 5.25 in Chapter 5). Finally,
we substitute obtained expressions into (5.10) and have that the generalized
Green’s matrix Gg,h

ij is equal to(
∇−Gcl,h

ij +
xi(5+3x2

j+1)

14 − γvg,2;1i ∇−Gcl,h
sj −Gcl,h

ij +
xi(xj+1−x3

j+1)

14 + γvg,2;1i Gcl,h
sj

∇+∇−Gcl,h
ij +

5+3x2
j+1

14 − γvg,2;2i ∇−Gcl,h
sj −∇iG

cl,h
ij +

xj+1−x3
j+1

14 + γvg,2;2i Gcl,h
sj

)

plus a term O(h). This equality is valid if i ∈ Xn, j ∈ Xn−1 and i 6= j + 1

(observe the analogy to a differential case, where x 6= y!). Recalling Example
5.25 in Chapter 5, we get the approximation Gg,h

ij = Gg(xi, xj+1) + O(h)

for all i ∈ Xn, j ∈ Xn−1 if i 6= j + 1 (except x = y, where the Green’s
matrix Gg(x, y) has the jump). For i = j + 1, that is j = i − 1, we get
the vanishing element (Gg,h)kli,i−1f

l
i−1 h = O(h) in the sum (5.16) below for

a chosen number i.
Applying Corollary 6.14, we find another minimizer

V g,1 = (γ − 1)V g,2 +

(
1

0

)
− 3(1 + h)

(2 + h)(7 + h)

(
x

1

)
, x ∈ ωh.

Since we know the generalized biorthogonal fundamental system V g,1,V g,2

and the generalized discrete Green’s matrix Gg,h, we can always calculate the
minimizer using the representation U o = Gg,hF + g1V

g,1 + g2V
g,2, that ex-

plicitly is

(uo)ki =
n−1∑
j=0

m∑
l=1

(Gg,h)klijf
l
j h+ g1v

g,1;k
i + . . .+ gmv

g,m;k
i , (5.16)

where k = 1, 2 and i ∈ Xn.
Let us finally note that discrete functions V g,1,V g,2 converge to continu-

ous functions vg,1,vg,2 (representations in Example 5.25, Chapter 5) and the
generalized discrete Green’s matrix Gg,h converges to the generalized Green’s
matrix Gg pointwise (see the formula (5.10) in Chapter 5) if h → 0 except
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the diagonal x = y. From here, we also get the pointwise convergence of the
discrete minimizer U o of the minimizer uo to the differential problem (5.6).

Below we suggest the way how to investigate the convergence of the
discrete minimizer to the minimizer of a differential problem. First, for
every function u ∈

(
H1[0, 1]

)m we take its discretization π1u =
(
uk(xi)

)
∈

Rm×(n+1) on the mesh ωh. This formula is correct since u ∈
(
H1[0, 1]

)m is an
elementwise continuous function. Second, for every f = (f1, . . . , fm, g1, . . . ,

gm)> ∈
(
L2[0, 1]

)m × Rm we also take some projector π2 :
(
L2[0, 1]

)m ×
Rm → Fm(Xn−1)× Rm.

Theorem 6.19. (Sufficient convergence conditions) Let the following ap-
proximations

A(π1u) = π2Lu+ O(hα),

PN(A)(π1u) = π1PN(L)u+ O(hα),

PR(A)B = π2PR(L)f + O(hα)

be valid for some α > 0. If supn∈N ‖A†‖1,2 < +∞, then the minimizer U o of
the discrete problem (3.1)–(3.2) converges to the minimizer uo ∈

(
H1[0, 1]

)m
of the differential problem (1.1)–(1.2) from Chapter 5, i.e.,

‖U o − π1u
o‖(C(ωh))m := max

xi∈ωh, k=1,m
|uo,ki − u

o,k(xi)| → 0 if n→∞.

6 Conclusions

Below we present principal conclusions of this chapter:

1) A discrete problem (3.1)–(3.2) always has the Moore–Penrose inverse
A†, a generalized discrete Green’s matrix and the unique minimum
norm least squares solution.

2) For ∆ 6= 0, we have that A† = A−1, the minimum norm least squares
solution U o is coincident with the unique solution U , the generalized
discrete Green’s matrix Gg is coincident with the ordinary discrete
Green’s matrixG, the biorthogonal fundamental system V k, k = 1,m,
is coincident with the generalized discrete biorthogonal fundamental
system V g,k, k = 1,m.

3) The minimum norm least squares solution has literally similar repre-
sentations as the unique solution: it can be described by the unique
solution of the discrete Cauchy problem or the unique solution to other
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relative problem (same discrete equations (3.1) but different nonlocal
conditions (3.2)).

4) A generalized discrete Green’s matrix also has representations similar
to expressions of a discrete Green’s matrix: it can be written using the
Green’s matrix of the discrete Cauchy problem or a Green’s matrix
to other relative problem (same discrete equations (3.1) but different
nonlocal conditions (3.2)).

5) Obtained properties of minimizers are coincident with corresponding
properties of minimizers for differential problems.

6) The discrete minimum norm least squares solution converges to the
minimum norm least squares solution of a differential problem (3.1)–
(3.2) if conditions of Theorem 6.19 are valid.
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General conclusions

Basic conclusions of this thesis are formulated below:

1) Considered problems always have Moore–Penrose inverses, generalized
Green’s functions/matrices and unique minimum norm least squares
solutions.

2) For ∆ 6= 0, a Moore–Penrose inverse is coincident with an ordinary
inverse, a minimum norm least squares solution is coincident with a
unique solution, a generalized Green’s function/matrix is coincident
with an ordinary Green’s function/matrix, the biorthogonal fundamen-
tal system is coincident with the generalized biorthogonal fundamental
system in both the differential and discrete cases.

3) In all cases, a minimum norm least squares solution has literally similar
representations as a corresponding unique solution: it can be described
by the unique solution of a Cauchy problem or the unique solution
to other relative problem (the same differential/discrete equation but
different nonlocal conditions).

4) A generalized Green’s function also has representations similar to ex-
pressions of a Green’s function: it can be written using the Green’s
function of a Cauchy problem or a Green’s function to other relative
problem (same differential/discrete equations but different nonlocal
conditions). For generalized Green’s matrices, we have the analogical
statement.

5) Obtained properties of discrete minimizers are coincident with corre-
sponding properties of minimizers for differential problems.

6) Under certain conditions (Theorems 3.33, 4.32 or 6.19), a discrete min-
imum norm least squares solution converges to a minimum norm least
squares solution of a differential problem.
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[27] R. Čiegis. Finite-difference schemes for nonlinear parabolic problem
with nonlocal boundary conditions. In M. Ahues, C. Constanda and
A. Largillier(Eds.), Integral Methods in Science and Engineering: An-
alytic and Numerical Techniques, p. 47–52, Birkhauser, Boston, 2004.

[28] R. Čiegis, O. Suboč and A. Bugajev. Parallel algorithms for three-
dimensional parabolic and pseudoparabolic problems with different
boundary conditions. Nonlinear Anal. Model. Control, 19(3):382–395,
2014. http://dx.doi.org/10.15388/NA.2014.3.5.
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les équations linéaires hyperboliques normales. Mat. Sbornik, 1:39–72,
1936.
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