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## 1 Introduction

Let $E$ be an elliptic curve over the field of rational numbers given by the Weierstrass equation

$$
y^{2}=x^{3}+a x+b
$$

where $a$ and $b$ are rational integers. Suppose that the discriminant of $E \Delta=$ $-16\left(4 a^{3}+27 b^{2}\right) \neq 0$. It is known that then $E$ is non-singular.

For each prime $p$, denote by $\nu(p)$ the number of solutions of the congruence

$$
y^{2} \equiv x^{3}+a x+b(\bmod p)
$$

and denote $\lambda(p)=p-\nu(p)$. By the classical result of H . Hasse

$$
\begin{equation*}
|\lambda(p)| \leq 2 \sqrt{p} \tag{1}
\end{equation*}
$$

[^0]To study the numbers $\lambda(p), \mathrm{H}$. Hasse and H . Weil introduced and studied the $L$ function attached to $E$. Let $s=\sigma+i t$ be a complex variable. Then the later $L$-function is defined by

$$
L_{E}(s)=\prod_{p \nmid \Delta}\left(1-\frac{\lambda(p)}{p^{s}}+\frac{1}{p^{2 s-1}}\right)^{-1} \prod_{p \mid \Delta}\left(1-\frac{\lambda(p)}{p^{s}}\right)^{-1},
$$

in view of (1) the product being absolutely convergent for $\sigma>\frac{3}{2}$. By the ShimuraTaniyama theorem proved in [1] the function $L_{E}(s)$ is analytically continuable to an entire function and satisfies the functional equation

$$
\left(\frac{\sqrt{q}}{2 \pi}\right)^{s} \Gamma(s) L_{E}(s)=\eta\left(\frac{\sqrt{q}}{2 \pi}\right)^{2-s} \Gamma(2-s) L_{E}(2-s),
$$

where $q$ is a positive integer composed of prime factors of the discriminant $\Delta$, $\eta= \pm 1$ is the root number, and $\Gamma(s)$ denotes the Euler gamma-function.

In [2] the universality in the Voronin sense of the function $L_{E}(s)$ has been obtained. Denote by meas $\{A\}$ the Lebesque measure of the set $A$, and let, for $T>0$,

$$
\nu_{T}(\ldots)=\frac{1}{T} \operatorname{meas}\{\tau \in[0, T]: \ldots\},
$$

where in place of dots a conditinion satisfied by $\tau$ is to be written. Let $\mathbb{C}$ be the complex plane, and $D=\left\{s \in \mathbb{C}: 1<\sigma<\frac{3}{2}\right\}$.

Theorem A. Suppose that $E$ is a non-singular elliptic curve over the field of rational numbers. Let $K$ be a compact subset of the strip $D$ with connected complement, and let $f(s)$ be a continuous non-vanishing on $K$ function which is analytic in the interior of $K$. Then, for every $\varepsilon>0$,

$$
\liminf _{T \rightarrow \infty} \nu_{T}\left(\sup _{s \in K}\left|L_{E}(s+i \tau)-f(s)\right|<\varepsilon\right)>0 .
$$

In [2] also the universality of $L_{E}^{k}(s), k=2,3, \ldots$, and, under the analogue of the Riemann hypothesis for $L_{E}(s)$, of $L_{E}^{-k}(s), k=1,2, \ldots$, was considered.

The aim of this paper is to obtain the joint universality for $L$-functions of elliptic curves.

Let $n>1$ be an positive integer. Consider $n$ elliptic curves $E_{1}, \ldots, E_{n}$ given by the Weierstrass equations

$$
y^{2}=x^{3}+a_{j} x+b_{j},
$$

with $\Delta_{j}=-16\left(4 a_{j}^{3}+27 b_{j}^{2}\right) \neq 0, j=1, \ldots, n$. Let, as above,

$$
\lambda_{j}(p)=p-\nu_{j}(p),
$$

where $\nu_{j}(p)$ is the number of solutions of the congruence

$$
y^{2} \equiv x^{3}+a_{j} x+b_{j}(\bmod p), \quad j=1, \ldots, n .
$$

Define

$$
L_{E_{j}}(s)=\prod_{p \nmid \Delta_{j}}\left(1-\frac{\lambda_{j}(p)}{p^{s}}+\frac{1}{p^{2 s-1}}\right)^{-1} \prod_{p \mid \Delta_{j}}\left(1-\frac{\lambda_{j}(p)}{p^{s}}\right)^{-1} \quad j=1, \ldots, n .
$$

To state a joint universality theorem for the functions $L_{E_{j}}(s)$ we need some additional conditions. Let $P$ be the set of all prime numbers and let $P_{l}, l=$ $1, \ldots, r, r \geq n$, be sets of prime numbers such that $P_{l_{1}} \cap P_{l_{2}}=\varnothing$ for $l_{1} \neq l_{2}$, and

$$
P=\bigcup_{l=1}^{r} P_{l} .
$$

Moreover, we suppose that, for $x \rightarrow \infty$,

$$
\begin{equation*}
\sum_{\substack{p \leq x \\ p \in P_{l}}} \frac{1}{p}=\varkappa_{l} \log \log x+b_{l}+\rho_{l}(x), \tag{2}
\end{equation*}
$$

where $\varkappa_{1}+\ldots+\varkappa_{r}=1, \varkappa_{l}>0, \rho_{l}(x)=O\left(\log ^{-\theta_{l}} x\right)$ with $\theta_{l}>1$, and $b_{l}$ is some real number, $l=1, \ldots, r$. Denote

$$
B_{j}(p)=\frac{\lambda_{j}(p)}{\sqrt{p}},
$$

and suppose that $B_{j}(p)$ is constant for $p \in P_{l}$, i. e., for $p \in P_{l}$

$$
\begin{gathered}
B_{1}(p)=B_{l 1}, \\
\ldots \ldots \ldots \ldots \\
B_{n}(p)=B_{l n} .
\end{gathered}
$$

Let

$$
B_{r n}=\left(\begin{array}{ccc}
B_{11} & \ldots & B_{1 n} \\
\ldots & \ldots & \ldots \\
B_{r 1} & \ldots & B_{r n}
\end{array}\right) .
$$

Theorem 1. Suppose that $\operatorname{rank}\left(B_{r n}\right)=n$. Let $K_{j}$ be a compact subset of the strip $D$ with connected complement, and let $f_{j}(s)$ be a continuous non-vanishing on $K_{j}$ function which is analytic in the interior of $K_{j}, j=1, \ldots, n$. Then, for every $\varepsilon>0$,

$$
\liminf _{T \rightarrow \infty} \nu_{T}\left(\sup _{l \leq j \leq n} \sup _{s \in K_{j}}\left|L_{E_{j}}(s+i \tau)-f_{j}(s)\right|<\varepsilon\right)>0 .
$$

Joint universality theorems for Dirichlet $L$-functions independently were proved by S.M. Voronin [3], S.M. Gonek [4] and B.Bagchi [5], [6]. For Dirichlet series with multiplicative coefficients they were obtained in [7]. The joint universality for Lerch zeta-functions, for Matsumoto zeta-functions, and for zeta-functions attached to certain cusp forms were proved in [8], [9] and [10], respectively. Joint universality theorems for twists of Dirichlet series with Dirichlet characters were investigated in [11] and [12]. Finally, theorems of a such type for some classes of general Dirichlet series were obtained in [13] and [14]. A survey on universality is given in [15] and [16]. A large part of the work [17] is also devoted to universality of Dirichlet series.

## 2 A limit theorem

Let $V>0$, and

$$
D_{V}=\left\{s \in \mathbb{C}: 1<\sigma<\frac{3}{2}, \quad|t|<V\right\} .
$$

In this section we state a joint limit theorem for functions $L_{E_{1}}, \ldots, L_{E_{n}}$ on the space of analytic on $D_{V}$ functions. Denote by $H(G)$ the space of analytic on the region $G$ functions equipped with the topology of uniform convergence on compacta, and let

$$
H^{m}(G)=\underbrace{H(G) \times \ldots \times H(G)}_{m}, \quad m \geq 2 .
$$

Moreover, by $\mathcal{B}(S)$ we denote the class of Borel sets of the space $S$. We will consider the weak convergence of the probability measure

$$
P_{T}(A)=\nu_{T}\left(\left(L_{E_{1}}(s+i \tau), \ldots, L_{E_{n}}(s+i \tau)\right) \in A\right), \quad A \in \mathcal{B}\left(H^{n}\left(D_{V}\right)\right),
$$

as $T \rightarrow \infty$.
Let $\gamma=\{s \in \mathbb{C}:|s|=1\}$ be the unit circle on the complex plane, and

$$
\Omega=\prod_{p} \gamma_{p},
$$

where $\gamma_{p}=\gamma$ for any prime $p$. With the product topology and operation of pointwise multiplication the set $\Omega$ is a compact topological Abelian group, therefore the probability Haar measure $m_{H}$ on $(\Omega, \mathcal{B}(\Omega))$ exists. This gives a probability space $\left(\Omega, \mathcal{B}(\Omega), m_{H}\right)$. Denote by $\omega(p)$ the projection of $\omega \in \Omega$ to the coordinate space $\gamma_{p}$, and define on the probability space $\left(\Omega, \mathcal{B}(\Omega), m_{H}\right)$ the $H^{n}\left(D_{V}\right)$-valued random element $L(s, \omega)$ by

$$
\begin{equation*}
L(s, \omega)=\left(L_{E_{1}}(s, \omega), \ldots, L_{E_{n}}(s, \omega)\right), \tag{3}
\end{equation*}
$$

where

$$
L_{E_{j}}(s, \omega)=\prod_{p \nmid \Delta_{j}}\left(1-\frac{\lambda_{j}(p) \omega(p)}{p^{s}}+\frac{\omega^{2}(p)}{p^{2 s-1}}\right)^{-1} \prod_{p \mid \Delta_{j}}\left(1-\frac{\lambda_{j}(p) \omega(p)}{p^{s}}\right)^{-1},
$$

$j=1, \ldots, n$. Let $P_{L}$ be the distribution of the random element $L(s, \omega)$, i. e.,

$$
P_{L}(A)=m_{H}(\omega \in \Omega: L(s, \omega) \in A), \quad A \in \mathcal{B}\left(H^{n}\left(D_{V}\right)\right) .
$$

Lemma 1. The probability measure $P_{T}$ converges weakly to $P_{L}$ as $T \rightarrow \infty$.
Proof. The function $L_{E_{j}}(s)$, for $\sigma>\frac{3}{2}$, can be written in the form

$$
L_{E_{j}}(s)=\prod_{p \mid \Delta_{j}}\left(1-\frac{\lambda_{j}(p)}{p^{s}}\right)^{-1} \prod_{p \nmid \Delta_{j}}\left(1-\frac{\alpha_{j}(p)}{p^{s}}\right)^{-1}\left(1-\frac{\beta_{j}(p)}{p^{s}}\right)^{-1},
$$

where

$$
\alpha_{j}(p)+\beta_{j}(p)=\lambda_{j}(p),
$$

and by (2)

$$
\left|\alpha_{j}(p)\right| \leq 2 \sqrt{p}, \quad\left|\beta_{j}(p)\right| \leq 2 \sqrt{p} \quad j=1, \ldots, n
$$

Therefore, $L_{E_{j}}(s)$ is the Matsumoto zeta-function with $\alpha=0$ and $\beta=\frac{1}{2}$, for definitions, see [18] and [19]. Since by the Shimura-Taniyama theorem $L_{E_{j}}(s)$ coincides with $L$-function attached to a newform of level 2, we have that, for $\sigma>1$, the estimates

$$
L_{E_{j}}(\sigma+i t)=O\left(|t|^{\alpha_{j}}\right), \quad|t| \geq t_{0}, \quad \alpha_{j}>0
$$

and

$$
\int_{0}^{T}\left|L_{E_{j}}(\sigma+i t)\right|^{2} \mathrm{~d} t=O(T), \quad T \rightarrow \infty
$$

are satisfied. Therefore, by Theorem 2 of [9] we have that the probability measure

$$
\nu_{T}\left(\left(L_{E_{1}}(s+i \tau), \ldots, L_{E_{n}}(s+i \tau)\right) \in A\right), \quad A \in \mathcal{B}\left(H^{n}(D)\right)
$$

weakly converges to the distribution of the $H^{n}(D)$-valued random element defined by (3) as $T \rightarrow \infty$. The function $h: H^{n}(D) \rightarrow H^{n}\left(D_{V}\right)$ defined by the coordinatewise restriction is continuous, therefore by Theorem 5.1 of [20] hence we obtain the lemma.

## 3 A denseness lemma

To prove Theorem 1 we need the support of the measure $P_{L}$ in Lemma 1. For this we will consider the random element $L(s, \omega)$ and its support.

Let $a_{p} \in \gamma$. For $j=1, \ldots, n$, we define

$$
f_{j p}\left(s, a_{p}\right)= \begin{cases}-\log \left(1-\frac{\lambda_{j}(p) a_{p}}{p^{s}}+\frac{a_{p}^{2}}{p^{2 s-1}}\right), & \text { if } p \nmid \Delta_{j} \\ -\log \left(1-\frac{\lambda_{j}(p) a_{p}}{p^{s}}\right), & \text { if } p \mid \Delta_{j}\end{cases}
$$

and

$$
\underline{f}_{p}\left(s, a_{p}\right)=\left(f_{1 p}\left(s, a_{p}\right), \ldots, f_{n p}\left(s, a_{p}\right)\right)
$$

Lemma 2. Suppose that $\operatorname{rank}\left(B_{r n}\right)=n$. Then the set of all convergent series $\sum_{p} \underline{f}\left(s, a_{p}\right)$ is dense in $H^{n}\left(D_{V}\right)$.

For the proof of the lemma we will use the following statements.
Lemma 3. Let $\mu$ be a complex Borel measure on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ with compact support contained in $\left\{s \in \mathbb{C}: \sigma>\sigma_{0}\right\}$, and let
$f(z)=\int_{\mathbb{C}} \mathrm{e}^{s z} \mathrm{~d} \mu(s), \quad z \in \mathbb{C}$.
If $f(z) \not \equiv 0, \quad$ then $\quad \limsup _{x \rightarrow \infty} \frac{\log |f(x)|}{x}>\sigma_{0}$.
The lemma is Lemma 5.2.2 of [5]. Its proof is also given [21], Lemma 6.4.10.
Lemma 4. Let $f(s)$ be a function of exponential type such that

$$
\limsup _{x \rightarrow \infty} \frac{\log |f(x)|}{x}>-1
$$

Then, for $l=1, \ldots, r$,

$$
\sum_{p \in P_{l}}|f(\log p)|=\infty
$$

The proof is based on the property (2) of the sets $P_{l}$ as well as on the following lemma.

Lemma 5. Let $f(s)$ be an entire function of exponential type, and let $\left\{\lambda_{m}\right\}$ be a sequence of complex numbers. Let $\alpha, \beta$ and $\delta$ be positive real numbers such that
(i) $\limsup _{x \rightarrow \infty} \frac{\log |f( \pm i x)|}{x} \leq \alpha$;
(ii) $\left|\lambda_{m}-\lambda_{n}\right| \geq \delta|m-n|$;
(iii) $\lim _{m \rightarrow \infty} \frac{\lambda_{m}}{m}=\beta$;
(iv) $\alpha \beta<\pi$.

Then $\quad \limsup _{m \rightarrow \infty} \frac{\log \left|f\left(\lambda_{m}\right)\right|}{\left|\lambda_{m}\right|}=\limsup _{r \rightarrow \infty} \frac{\log |f(r)|}{r}$.

The lemma is a special version of the Bernstein theorem. The proof is given in [21].

Proof of Lemma 4. Since $f(s)$ is a function of exponential type, there exists an $\alpha>0$ such that

$$
\limsup _{x \rightarrow \infty} \frac{\log |f( \pm i x)|}{x} \leq \alpha .
$$

We fix a postitive number $\beta$ such that $\alpha \beta<\pi$. Suppose, on the contrary, that for some $l, 1 \leq l \leq r$, the series

$$
\begin{equation*}
\sum_{p \in P_{l}}|f(\log p)| \tag{4}
\end{equation*}
$$

converges.
Define the subset $A$ of the set $\mathbb{N}$ of positive integers by

$$
A=\left\{m \in \mathbb{N}: \exists r \in\left(\left(m-\frac{1}{4}\right) \beta,\left(m+\frac{1}{4}\right) \beta\right] \quad \text { and } \quad|f(r)| \leq \mathrm{e}^{-r}\right\}
$$

Then we have that

$$
\begin{equation*}
\sum_{p \in P_{l}}|f(\log p)| \geq \sum_{m \notin A} \sum_{m}^{\prime}|f(\log p)| \geq \sum_{m \notin A} \sum_{m}^{\prime} \frac{1}{p} \tag{5}
\end{equation*}
$$

where $\sum_{m}^{\prime}$ denotes a sum over prime numbers $p \in P_{l}$ such that

$$
\left(m-\frac{1}{4}\right) \beta<\log p \leq\left(m+\frac{1}{4}\right) \beta .
$$

In view of (2) we find

$$
\left.\begin{array}{rl}
\sum_{m}^{\prime} \frac{1}{p} & =\sum_{\substack{p \in P_{l}}} \frac{1}{p}-\sum_{\substack{p \in P_{l}}} \frac{1}{p} \\
& =\varkappa_{l} \log \left\{\frac{m+\frac{1}{4}}{m-\frac{1}{4}}+O\left(\left(m+\frac{1}{4}\right) \beta\right\} \quad p \leq \exp \left\{\left(m-\frac{1}{4}\right) \beta\right\}\right. \\
4
\end{array}\right)=\frac{\varkappa_{l}}{2 m}+O\left(\frac{1}{m^{\theta_{l}}}\right) .
$$

This, the convergence of the series (4) and (5) yield

$$
\sum_{m \notin A}\left(\frac{\varkappa_{l}}{2 m}+O\left(\frac{1}{m^{\theta_{l}}}\right)\right)=\sum_{m \notin A} \sum_{m}^{\prime} \frac{1}{p} \leq \sum_{p \in P_{l}}|f(\log p)|<\infty
$$

Hence, clearly, since $\varkappa_{l}>0$,

$$
\begin{equation*}
\sum_{m \notin A} \frac{1}{m}<\infty . \tag{6}
\end{equation*}
$$

Suppose that $A=\left\{a_{m} \in \mathbb{N}: a_{1}<a_{2}<\ldots\right\}$. Then (6) shows that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{a_{m}}{m}=1 . \tag{7}
\end{equation*}
$$

Moreover, by the definition of the set $A$, there exists a sequence $\left\{\lambda_{m}\right\}$ such that

$$
\begin{equation*}
\left(a_{m}-\frac{1}{4}\right) \beta<\lambda_{m} \leq\left(a_{m}+\frac{1}{4}\right) \beta, \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|f\left(\lambda_{m}\right)\right| \leq \mathrm{e}^{-\lambda_{m}} . \tag{9}
\end{equation*}
$$

Therefore, by (7) and (8)

$$
\lim _{m \rightarrow \infty} \frac{\lambda_{m}}{m}=\beta
$$

and

$$
\left|\lambda_{m}-\lambda_{n}\right| \geq \beta\left|a_{m}-a_{n}\right|-\frac{1}{2} \beta \geq \delta|m-n|
$$

with some $\delta>0$, and in view of (9)

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{\log \left|f\left(\lambda_{m}\right)\right|}{\left|\lambda_{m}\right|} \leq-1 . \tag{10}
\end{equation*}
$$

So, all hypotheses of Lemma 5 are satisfied, and we have by (10) that

$$
\limsup _{r \rightarrow \infty} \frac{\log |f(r)|}{r} \leq-1
$$

Howewer, this contradicts the hypothesis of the lemma. Hence, the series (4) must be divergent, and the lemma is proved.

Lemma 6. Let $\left\{\underline{f}_{m}\right\}=\left\{\left(f_{1 m}, \ldots, f_{n m}\right)\right\}$ be a sequence in $H^{n}\left(D_{V}\right)$ which satisfies:
(i) If $\mu_{1}, \ldots, \mu_{n}$ are complex Borel measures on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ with compact supports contained in $D_{V}$ such that

$$
\sum_{m=1}^{\infty}\left|\sum_{j=1}^{n} \int_{\mathbb{C}} f_{j m} \mathrm{~d} \mu_{j}\right|<\infty
$$

then

$$
\int_{\mathbb{C}} s^{r} \mathrm{~d} \mu_{j}(s)=0 \quad \text { for } \quad j=1, \ldots, n \quad \text { and } \quad r=0,1,2, \ldots ;
$$

(ii) The series $\sum_{m=1}^{\infty} \underline{f}_{m}$ converges in $H^{n}\left(D_{V}\right)$;
(iii) For any compacts $K_{1}, \ldots, K_{n} \subset D_{V}$,

$$
\sum_{m=1}^{\infty} \sum_{j=1}^{n} \sup _{s \in K_{j}}\left|f_{j m}(s)\right|^{2}<\infty
$$

Then the set of all convergent series $\sum_{m=1}^{\infty} a_{m} \underline{f}_{m}$ with $a_{m} \in \gamma$ is dense in $H^{n}\left(D_{V}\right)$. The lemma is a special case of Lemma 5 from [10], where its proof is given. Now we are ready to prove Lemma 2.

Proof of Lemma 2. Let $p_{0}$ be a fixed positive number. We define

$$
\underline{f}_{p}(s)= \begin{cases}\underline{f}_{p}(s, 1), & \text { if } \quad p>p_{0} \\ 0, & \text { if } \quad p \leq p_{0}\end{cases}
$$

First we observe that there exists a sequence $\left\{\hat{a}_{p}: \hat{a}_{p} \in \gamma\right\}$ such that the series

$$
\begin{equation*}
\sum_{p} \hat{a}_{p} \underline{f}_{p} \tag{11}
\end{equation*}
$$

converges in $H^{n}\left(D_{V}\right)$. Really, in view of (1)

$$
f_{j p}(s, 1)=\frac{\lambda_{j}(p)}{p^{s}}+r_{j p}(s)
$$

where $r_{j p}(s)=O\left(p^{1-2 \sigma}\right), j=1, \ldots, n$. Hence we have that for compact subsets $K_{1}, \ldots, K_{n}$ of $D_{V}$,

$$
\sum_{j=1}^{n} \sum_{p} \sup _{s \in K_{j}}\left|r_{j p}(s)\right|<\infty .
$$

In the proof that $L_{E_{j}}(s, \omega), j=1, \ldots, n$, is an $H\left(D_{V}\right)$-valued random element it is proved that the series

$$
\sum_{p} \frac{\lambda_{j}(p) \omega(p)}{p^{s}}, \quad j=1, \ldots, n
$$

converges uniformly on compact subsets of $D_{V}$ for almost all $\omega \in \Omega$, see, for example, [19], where the Matsumoto zeta-functions were considered. Hence the series

$$
\sum_{p}\left(\frac{\lambda_{1}(p) \omega(p)}{p^{s}}, \ldots, \frac{\lambda_{n}(p) \omega(p)}{p^{s}}\right)
$$

converges in $H^{n}\left(D_{V}\right)$ for almost all $\omega \in \Omega$. Consequently, there exists a sequence $\left\{\hat{a}_{p}: \hat{a}_{p} \in \gamma\right\}$ such that the series (11) converges in $H^{n}\left(D_{V}\right)$.

Now we will prove that the set all convergent series

$$
\begin{equation*}
\sum_{p} a_{p} \underline{f}_{p}, \quad a_{p} \in \gamma, \tag{12}
\end{equation*}
$$

is dense in $H^{n}\left(D_{V}\right)$. To prove this, it suffices to show that the set of all convergent series

$$
\begin{equation*}
\sum_{p} b_{p} \underline{g}_{p}, \quad b_{p} \in \gamma, \tag{13}
\end{equation*}
$$

where $g_{p}=\hat{a}_{p} \underline{f}_{p}$, is dense in $H^{n}\left(D_{V}\right)$. For this we will apply Lemma 6 for the sequence $\left\{\underline{g}_{p}\right\}$.

By the definition of $\underline{g}_{p}$ we have that the series $\sum_{p} \underline{g}_{p}$ converges in $H^{n}\left(D_{V}\right)$. Moreover, in virtue of (1), for any compacts $K_{1}, \ldots, K_{n} \subset D_{V}$,

$$
\sum_{p} \sum_{j=1}^{n} \sup _{s \in K_{j}}\left|g_{j p}(s)\right|^{2}<\infty .
$$

Therefore, the hypotheses ii) and iii) of Lemma 6 are satisfied, and it remains to verify the hypothesis i).

Let $\mu_{1}, \ldots, \mu_{n}$ be complex Borel measures on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ with compact supports contained in $D_{V}$ such that

$$
\begin{equation*}
\sum_{p}\left|\sum_{j=1}^{n} \int_{\mathbb{C}} b_{p} g_{j p} \mathrm{~d} \mu_{j}\right|<\infty \tag{14}
\end{equation*}
$$

Let $D_{0 V}=\left\{s \in \mathbb{C}: \frac{1}{2}<\sigma<1, \quad|t|<V\right\}$, and let $h(s)=s-\frac{1}{2}$. Define $\mu_{j} h^{-1}(A)=\mu_{j}\left(h^{-1} A\right), A \in \mathcal{B}(\mathbb{C}), j=1, \ldots, n$. Then, clearly, $\mu_{j} h^{-1}$ is a complex measure on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ with compact support contained in $D_{0 V}, j=$ $1, \ldots, n$. This and (14) show that, for every $l=1, \ldots, r$,

$$
\begin{equation*}
\sum_{p \in P_{l}}\left|\sum_{j=1}^{n} b_{l j} \int_{\mathbb{C}} p^{-s} \mathrm{~d} \mu_{j} h^{-1}(s)\right|<\infty \tag{15}
\end{equation*}
$$

We put

$$
\nu_{l}(s)=\sum_{j=1}^{n} b_{l j} \mu_{j} h^{-1}(s)
$$

Then (15) yields, for every $l=1, \ldots, r$,

$$
\sum_{p \in P_{l}}\left|\rho_{l}(\log p)\right|<\infty
$$

where

$$
\rho_{l}(z)=\int_{\mathbb{C}} \mathrm{e}^{-s z} \mathrm{~d} \nu_{l}(s), \quad z \in \mathbb{C} .
$$

Clearly, we have that, for $r>0$,

$$
\left|\rho_{l}\left(r \mathrm{e}^{i \varphi}\right)\right| \leq \mathrm{e}^{V r} \int_{\mathbb{C}}\left|\mathrm{d} \nu_{l}(s)\right|
$$

Hence

$$
\limsup _{r \rightarrow \infty} \frac{\log \left|\rho_{l}\left(r \mathrm{e}^{i \varphi}\right)\right|}{r} \leq V
$$

uniformly in $\varphi, 0<\varphi \leq \pi$. This shows that $\rho_{l}(z), l=1, \ldots, r$, is a function of exponential type.

In view of Lemmas 3 and 4 we find that $\rho(z) \equiv 0$ for every $l=1, \ldots, r$. Hence it follows by differentiation that

$$
\begin{equation*}
\int_{\mathbb{C}} s^{k} \mathrm{~d} \nu_{l}(s)=0 \tag{16}
\end{equation*}
$$

for all $l=1, \ldots, r$ and $k=0,1,2, \ldots$. Now let

$$
x_{j}=x_{j}(k)=\int_{\mathbb{C}} s^{k} \mathrm{~d} \mu_{j} h^{-1}(s) .
$$

Then the definition of $\nu_{j}(s)$ and (16) give the following system of equations

$$
\sum_{j=1}^{n} b_{l j} x_{j}=0, \quad l=1, \ldots, r .
$$

Since $\operatorname{rank}\left(B_{r n}\right)=n$, the later system has only a solution $x_{j}=0, j=1, \ldots, n$. Thus we have that

$$
\int_{\mathbb{C}} s^{k} \mathrm{~d} \mu_{j} h^{-1}(s)=0
$$

for all $j=1, \ldots, n$ and $k=0,1,2, \ldots$. From this it follows that

$$
\int_{\mathbb{C}} s^{k} \mathrm{~d} \mu_{j}(s)=0
$$

for all $j=1, \ldots, n$ and $k=0,1,2, \ldots$. This shows that all hypotheses of Lemma 6 hold, therefore the set of all convergent series (13) is dense in $H^{n}\left(D_{V}\right)$, hence the same is true for the set of all convergent series (12).

Now let $\underline{x}(s)=\left(x_{1}(s), \ldots, x_{n}(s)\right)$ be an arbitrary element of $H^{n}\left(D_{V}\right)$, $K_{1}, \ldots, K_{n}$ be compact subsets of $D_{V}$, and let $\varepsilon$ be an arbitrary positive number. We fix $p_{0}$ such that

$$
\begin{equation*}
\sum_{j=1}^{n} \sup _{s \in K_{j}} \sum_{p>p_{0}} \sum_{k=2}^{\infty} \frac{\left|\lambda_{j}(p)\right|^{k}}{k p^{k \sigma}}<\frac{\varepsilon}{4} . \tag{17}
\end{equation*}
$$

The denseness of all convergent series implies the existence of the sequence $\left\{\widetilde{a}_{m}\right.$ : $\left.\widetilde{a}_{m} \in \gamma\right\}$ such that

$$
\begin{equation*}
\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|\underline{x}(s)-\sum_{p \leq p_{0}} \underline{f}_{p}(s)-\sum_{p \geq p_{0}} \widetilde{a}_{p} \underline{f}_{p}(s)\right|<\frac{\varepsilon}{2} \tag{18}
\end{equation*}
$$

We take

$$
a_{p}= \begin{cases}1, & \text { if } \quad p \leq p_{0} \\ \widetilde{a}_{p}, & \text { if } \quad p>p_{0}\end{cases}
$$

Then (17) and (18) yield

$$
\begin{aligned}
\sup _{1 \leq j \leq n} & \sup _{s \in K_{j}}\left|\underline{x}(s)-\sum_{p} \underline{f}_{p}\left(s, a_{p}\right)\right| \\
& =\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|\underline{x}(s)-\sum_{p \leq p_{0}} \underline{f}_{p}\left(s, a_{p}\right)-\sum_{p>p_{0}} \underline{f}_{p}\left(s, a_{p}\right)\right| \\
\leq & \sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|\underline{x}(s)-\sum_{p \leq p_{0}} \underline{f}_{p}(s)-\sum_{p \geq p_{0}} \widetilde{a}_{p} \underline{f}_{p}(s)\right| \\
& +\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|\sum_{p>p_{0}} \widetilde{a}_{p} \underline{f}_{p}(s)-\sum_{p>p_{0}} \underline{f}_{p}\left(s, \widetilde{a}_{p}\right)\right|<\varepsilon .
\end{aligned}
$$

Since $\underline{x}(s), K_{1}, \ldots, K_{n}$ and $\varepsilon$ are arbitrary, the lemma is proved.

## 4 The support of $P_{L}$

Let

$$
S=\left\{f \in H\left(D_{V}\right): f(s) \neq 0 \quad \text { or } \quad f(s) \equiv 0\right\}
$$

Lemma 7. The support of the measure $P_{L}$ is the set $S^{n}$.
The proof of Lemma 7 relies on Lemma 2, the Hurwitz theorem and the following statement. We denote by $S_{X}$ the support of the random element $X$.

Lemma 8. Let $\left\{X_{n}\right\}$ be a sequence of independent $H^{n}\left(D_{V}\right)$-valued random elements such that the series $\sum_{m=1}^{\infty} X_{m}$ converges almost surely. Then the support
of the sum of the later series is the closure of the set of all $\underline{f} \in H^{n}\left(D_{V}\right)$ which may be written as a convergent series

$$
\underline{f}=\sum_{m=1}^{\infty} \underline{f}_{m}, \quad \underline{f}_{m} \in S_{X_{m}} .
$$

The lemma is a special case of Lemma 4 from [10], where its proof can be find.

Proof of Lemma 7. Since $\{\omega(p)\}$ is a sequence of independent random variables, $\left\{\underline{f}_{p}(s, \omega(p))\right\}$ is a sequence of independent $H^{n}\left(D_{V}\right)$-valued random elements defined on the probability space $\left(\mathbb{C}, \mathcal{B}(\mathbb{C}), m_{H}\right)$. The support of each $\omega(p)$ is the unit circle $\gamma$. Therefore, the support of $\underline{f}_{p}(s, \omega(p))$ is the set

$$
\left\{\underline{f} \in H\left(D_{V}\right): \underline{f}(s)=\underline{f}(s, a), a \in \gamma\right\} .
$$

Hence by Lemma 8 the support of the $H^{n}\left(D_{V}\right)$-valued random element

$$
\begin{equation*}
\left(\log L_{E_{1}}(s, \omega), \ldots, \log L_{E_{n}}(s, \omega)\right) \tag{19}
\end{equation*}
$$

is the closure of the set of all convergent series $\sum_{p} \underline{f}_{p}\left(s, a_{p}\right)$. However, by Lemma 2, the latter set is dense in $H^{n}\left(D_{V}\right)$. Hence the support of the random element (19) is $H^{n}\left(D_{V}\right)$. The map $h: H^{n}\left(D_{V}\right) \rightarrow H^{n}\left(D_{V}\right)$ given by the formula

$$
h\left(f_{1}(s), \ldots, f_{n}(s)\right)=\left(\mathrm{e}^{f_{1}(s)}, \ldots, \mathrm{e}^{f_{n}(s)}\right), \quad f_{1}, \ldots, f_{n} \in H^{n}\left(D_{V}\right)
$$

is a continuous function which sends the element (19) to $L(s, \omega)$, and $H^{n}\left(D_{V}\right)$ to $(S \backslash\{0\})^{n}$. Therefore, the support $S_{L}$ of the random element $L(s, \omega)$ contains the set $(S \backslash\{0\})^{n}$. However, the support of a random element is a closed set. In view of the Hurwitz theorem, see, for example, [22], Section 3.4.5, the closure of $S \backslash\{0\}$ is $S$. Thus, $S_{L} \supseteq S^{n}$. On the other the factors of the product defining $L_{E_{j}}(s, \omega)$, $j=1, \ldots, n$, do not vanish for $s \in D_{V}$. Hence $L_{E_{j}}(s, \omega), j=1, \ldots, n$, is an almost surely convergent product of non-vanishing factors, and therefore, the Hurwitz theorem shows that $L_{E_{j}}(s, \omega) \in S, j=1, \ldots, s$, almost surely. Hence the relation $S_{L} \subset S^{n}$ holds, and we have that $S_{L}=S^{n}$.

## 5 Proof of Theorem 1

Proof of Theorem 1 is based on Lemmas 1 and 7 as well as on the Mergelyan theorem which is the following lemma.

Lemma 9. Let $K \subset \mathbb{C}$ be a compact subset with connected complement, and let $f(s)$ be a continuous on $K$ function which is analytic in the interior of $K$. Then $f(s)$ can be approximated uniformly on $K$ by polynomials in $s$.

Proof of the lemma can be found in [23].
Proof of Theorem 1. Clearly, there exists $V>0$ such that the sets $K_{1}, \ldots, K_{n}$ are contained in $D_{V}$. First we suppose that the functions $f_{1}(s), \ldots, f_{n}(s)$ are non-zero analytically continuable to $D_{V}$. Let $G=\left\{\left(g_{1}, \ldots, g_{n}\right):\left(g_{1}, \ldots, g_{n}\right) \in\right.$ $\left.H^{n}\left(D_{V}\right)\right\}$, and

$$
\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|g_{j}(s)-f_{j}(s)\right|<\varepsilon .
$$

The set $G$ is open. Therefore, the properties of the weak convergence of probability measures [20] and Lemma 1 show that

$$
\liminf _{T \rightarrow \infty} \nu_{T}\left(\left(L_{E_{1}}(s+i \tau), \ldots, L_{E_{n}}(s+i \tau)\right) \in 0\right) \geq P_{L}(G) .
$$

However, the properties of the support and Lemma 7 show that $P_{L}(G)>0$. Therefore, in this case

$$
\begin{equation*}
\liminf _{T \rightarrow \infty} \nu_{T}\left(\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|L_{E_{j}}(s+i \tau)-f_{j}(s)\right|<\varepsilon\right)>0 \tag{20}
\end{equation*}
$$

Now we suppose that the functions $f_{1}(s), \ldots, f_{n}(s)$ satisfy the hypotheses of Theorem 1. By Lemma 9 there exist polynomials $p_{1}(s), \ldots, p_{n}(s)$ which are non-vanishing on $K_{1}, \ldots, K_{n}$, respectively, such that

$$
\begin{equation*}
\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|p_{j}(s)-f_{j}(s)\right|<\frac{\varepsilon}{4} \tag{21}
\end{equation*}
$$

Each polynomial $p_{j}(s), j=1, \ldots, n$, has finitely many zeros. Therefore, there exitsts a region $G_{j}$ with connected complement such $K_{j} \subset G_{j}$ and $p_{j}(s) \neq 0$ for $s \in G_{j}, j=1, \ldots, n$. Thus we can consider a continuouns branch of $\log p_{j}(s)$
on $G_{j}$, and $\log p_{j}(s)$ is analytic function in the interior of $G_{j}, j=1, \ldots, n$. By Lemma 9 again there exist polynomials $g_{1}(s), \ldots, g_{n}(s)$ such that

$$
\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|p_{j}(s)-\mathrm{e}^{q_{j}(s)}\right|<\frac{\varepsilon}{4} .
$$

This and (21) show that

$$
\begin{equation*}
\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|f_{j}(s)-\mathrm{e}^{q_{j}(s)}\right|<\frac{\varepsilon}{2} \tag{22}
\end{equation*}
$$

However, $\mathrm{e}^{q_{j}(s)}, j=1, \ldots, s$. Therefore, in view of (20),

$$
\liminf _{T \rightarrow \infty} \nu_{T}\left(\sup _{1 \leq j \leq n} \sup _{s \in K_{j}}\left|L_{E_{j}}(s+i \tau)-\mathrm{e}^{q_{j}(s)}\right|<\frac{\varepsilon}{2}\right)>0
$$

This together with (22) proves the theorem.
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