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aFaculty of Technologies, Panevėžys Institute, Kaunas University of
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Let a = {am : m ∈ N0 = N∪{0}} be a periodic sequence of complex numbers
with minimal period k ∈ N, α, 0 < α ≤ 1, be a fixed parameter, and s = σ+ it.
The periodic Hurwitz zeta-function ζ(s, α; a) is defined, for σ > 1, by

ζ(s, α; a) =

∞∑
m=0

am
(m+ α)s

,

and is analytically continued to an entire function if

a
def
=

1

k

k−1∑
l=0

al = 0,

while if a 6= 0, then ζ(s, α; a) is a meromorphic function having the unique
simple pole at s = 1 with residue a.

In [4], a joint universality theorem for the Riemann zeta-function ζ(s) and
a collection of periodic Hurwitz zeta-functions has been obtained. For j =
1, . . . , r let αj , 0 < αj ≤ 1, be a fixed parameter, lj ∈ N, and, for j = 1, . . . , r,
l = 1, . . . , lj , let ajl = {amjl : m ∈ N0} be a periodic sequence of complex
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numbers with minimal period kjl, and ζ(s, αj ; ajl) denote the corresponding
periodic Hurwitz zeta-function. Denote by kj the least common multiple of the
periods kj1, . . . , kjlj , and define

Bj =


a1j1 a1j2 . . . a1jlj
a2j1 a2j2 . . . a2jlj
. . . . . . . . . . . .
akjj1 akjj2 . . . akjjlj

 , j = 1, . . . , r.

Let D = {s ∈ C : 1
2 < σ < 1}, and let, for brevity,

νT (. . . ) =
1

T
meas{τ ∈ [0, T ] : . . . },

where measA denotes the Lebesgue measure of a measurable set A ⊂ R, and
in the place of dots a condition satisfied by τ is to be written. Then the main
result of [4] is contained in the following theorem.

Theorem 1. Suppose that the numbers α1, . . . , αr are algebraically indepen-
dent over the field of rational numbers Q, and that rank(Bj) = lj, j = 1, . . . , r.
For every j = 1, . . . , r and l = 1, . . . , lj, let Kjl be a compact subset of the strip
D with connected complement, and let fjl(s) be a continuous on Kjl function
which is analytic in the interior of Kjl. Moreover, let K be a compact subset of
the strip D with connected complement, and f(s) be a continuous non-vanishing
on K function which is analytic in the interior of K. Then, for every ε > 0,

lim inf
T→∞

νT

(
sup
s∈K

∣∣ζ(s+ iτ)− f(s)
∣∣ < ε,

sup
1≤j≤r

sup
1≤j≤lj

sup
s∈Kjl

∣∣ζ(s+ iτ, αj ; ajl)− fjl(s)
∣∣ < ε

)
> 0.

A natural question arises if the Riemann zeta-function in Theorem 1 can
be replaced by other zeta-functions which are universal in a certain strip?

Let F be a normalized Hecke eigen cusp form of weight κ for the full modular
group, and let

F (z) =

∞∑
m=1

c(m)e2πimz

be its Fourier series expansion. The zeta-function ϕ(s, F ) attached to the form
F is defined, for σ > κ+1

2 , by

ϕ(s, F ) =

∞∑
m=1

c(m)

ms
,

and is analytically continued to an entire function. Moreover, for σ > κ+1
2 , the

function ϕ(s, F ) has the Euler product over primes

ϕ(s, F ) =
∏
p

(
1− α(p)

ps

)−1(
1− β(p)

ps

)−1
,
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where α(p) and β(p) are complex conjugate numbers such that α(p) + β(p) =
c(p), and ∣∣α(p)

∣∣ < p
κ−1
2 ,

∣∣β(p)
∣∣ ≤ pκ−1

2 .

In [5], the universality of the function ϕ(s, F ) has been obtained. Let Dκ =
{s ∈ C : κ

2 < σ < κ+1
2 }.

Theorem 2. [5] Let K be a compact subset of the strip Dκ with connected
complement, and let f(s) be a continuous non-vanishing function on K, and
analytic in the interior of K. Then, for every ε > 0,

lim inf
T→∞

νT

(
sup
s∈K

∣∣ϕ(s+ iτ, F )− f(s)
∣∣ < ε

)
> 0.

The main result of the present paper connects Theorems 1 and 2.

Theorem 3. Suppose that the numbers α1, . . . , αr are algebraically indepen-
dent over Q, and that rank(Bj) = lj, j = 1, . . . , r. Let Kjl and fjl be the same
as in Theorem 1, and K and f(s) be the same as in Theorem 2. Then, for
every ε > 0,

lim inf
T→∞

νT

(
sup
s∈K

∣∣ϕ(s+ iτ, F )− f(s)
∣∣ < ε,

sup
1≤j≤r

sup
1≤l≤lj

sup
s∈Kjl

∣∣ζ(s+ iτ, αj ; ajl)− fjl(s)
∣∣ < ε

)
> 0.

For the proof of Theorem 3, we apply the probabilistic approach based on
a joint limit theorem in the space of analytic functions. Theorem 3 is the first
result on the joint universality for zeta-functions which presents the universality
property in two different strips D and Dκ. This is the novelty of the paper.

1 Functional Limit Theorems

For a region G on the complex plane, let us denote by H(G) the space of
analytic functions on G equipped with the topology of uniform convergence on
compacta. Let

Hv(Dκ, D) = H(Dκ)×H(D)× · · · ×H(D)︸ ︷︷ ︸
v1

, v1 =

r∑
j=1

lj , v = v1 + 1.

For brevity, we set

α = (α1, . . . , αr), a = (a11, . . . , a1l1 , . . . , ar1, . . . , arlr )

and

ζ(ŝ, s, α; a, F ) =
(
ϕ(ŝ, F ), ζ(s, α1; a11), . . . , ζ(s, α1; a1l1), . . . ,

ζ(s, αr; ar1), . . . , ζ(s, αr; arlr )
)
.
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Denote by B(S) the class of Borel sets of the space S. In this section, we
consider the weak convergence of the probability measure

PT (A)
def
= νT

(
ζ(ŝ+ iτ, s+ iτ, α; a, F ) ∈ A

)
, A ∈ B

(
Hv(Dκ, D)

)
,

as T →∞. To state a limit theorem, we need some notation.
Denote by γ the unit circle on the complex plane, and define

Ω̂ =
∏
p

γp and Ω =

∞∏
m=0

γm,

where γp = γ for all primes p, and γm = γ for all m ∈ N0. By the Tikhonov

theorem, the tori Ω̂ and Ω are compact topological Abelian groups. There-
fore, on (Ω̂,B(Ω̂)) and (Ω,B(Ω)) the probability Haar measures m̂H and mH ,
respectively, can be defined. We obtain two probability spaces (Ω̂,B(Ω̂), m̂H)
and (Ω,B(Ω),mH).

Furthermore, we put Ω = Ω̂×Ω1×· · ·×Ωr, where Ωj = Ω for j = 1, . . . , r.
Then the Tikhonov theorem implies again that Ω is a compact topological
Abelian group, and, similarly as above, we obtain one more probability space
(Ω,B(Ω),mH), where mH is the probability Haar measure on (Ω,B(Ω)). De-
note by ω̂(p) the projection of ω̂ ∈ Ω to the coordinate space γp, p ∈ P, (P is
the set of all prime numbers), and by ωj(m) the projection of ωj ∈ Ωj to the
coordinate space γm, m ∈ N0. Let ω = (ω̂, ω1, . . . , ωr) stand for elements of Ω.
On the probability space (Ω,B(Ω),mH), define the Hv(Dκ, D)-valued random
element ζ(ŝ, s, α, ω; a, F ) by the formula

ζ(ŝ, s, α, ω; a, F ) =
(
ϕ(ŝ, ω̂, F ), ζ(s, α1, ω1; a11), . . . ,

ζ(s, α1, ω1; a1l1), . . . , ζ(s, αr, ωr; ar1), . . . , ζ(s, αr, ωr; arlr )
)
,

where

ϕ(ŝ, ω̂, F ) =
∏
p

(
1− α(p)ω̂(p)

ps

)−1(
1− β(p)ω̂(p)

ps

)−1
,

and

ζ(s, αj , ωj ; ajl) =

∞∑
m=0

amjlωj(m)

(m+ αj)s
, j = 1, . . . , r, l = 1, . . . , lj .

Denote by Pζ the distribution of the random element ζ(ŝ, s, α, ω; a, F ), i.e., for

A ∈ B(Hv(Dκ, D)),

Pζ(A) = mH

(
ω ∈ Ω : ζ(ŝ, s, α, ω; a, F ) ∈ A

)
.

Theorem 4. Suppose that the numbers α1, . . . , αr are algebraically indepen-
dent over Q. Then PT converges weakly to Pζ as T →∞.

We divide the proof of Theorem 4 into several lemmas. Define

QT (A) = νT
(((

p−iτ : p ∈ P
)
,
(
(m+ α1)−iτ : m ∈ N0

)
, . . . ,(

(m+ αr)
−iτ : m ∈ N0

))
∈ A

)
, A ∈ B(Ω).
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Lemma 1. Suppose that the numbers α1, . . . , αr are algebraically independent
over Q. Then QT converges weakly to the Haar measure mH as T →∞.

Proof of the lemma is given in [4], Lemma 1.
Let σ1 >

1
2 be a fixed number,

un(m) = exp {− (m/n)
σ1} , m, n ∈ N,

un(m,αj) = exp

{
−
(
m+ αj
n+ αj

)σ1
}
, m ∈ N0, n ∈ N.

Define

ϕn(ŝ, F ) =

∞∑
m=1

c(m)un(m)

mŝ
, ζn(s, αj ; ajl) =

∞∑
m=0

amjlun(m,αj)

(m+ αj)s
,

j = 1, . . . , r, l = 1, . . . , lj . By a standard method based on the application
of the Mellin formula, it is obtained that the series for ϕn(ŝ, F ) converges
absolutely for Re ŝ > κ

2 , and the series for ζn(s, αj ; ajl) converges absolutely
for σ > 1

2 .
We extend the functions ω̂(p) to the set N by the formula

ω̂(m) =
∏
pl‖m

ω̂l(p), m ∈ N,

where pl ‖ m means that pl | m but pl+1 - m, and define

ϕn(ŝ, ω̂, F ) =

∞∑
m=1

c(m)ω̂(m)un(m)

mŝ
,

ζn(s, αj , ωj ; ajl) =

∞∑
m=0

amjlωj(m)un(m,αj)

(m+ αj)s
, j = 1, . . . , r, l = 1, . . . , lj .

Clearly, the series for ϕn(ŝ, ω̂, F ) converges absolutely for Re ŝ > κ
2 , and the

series for ζn(s, αj , ωj ; ajl) converges absolutely for σ > 1
2 . For brevity, we set

ζ
n
(ŝ, s, α; a, F ) =

(
ϕn(ŝ, F ), ζn(s, α1; a11), . . . , ζn(s, α1; a1l1),

. . . , ζn(s, αr; ar1), . . . , ζn(s, αr; arlr )
)

and

ζ
n
(ŝ, s, α, ω; a, F ) =

(
ϕn(ŝ, ω̂, F ), ζn(s, α1, ω1; a11), . . . , ζn(s, α1, ω1; a1l1), . . . ,

ζn(s, αr, ωr; ar1), . . . , ζn(s, αr, ωr; arlr )
)
.

Now, on the space (Hv(Dκ, D),B(Hv(Dκ, D))), define two probability mea-
sures

PT,n(A) = νT
(
ζ
n
(ŝ+ iτ, s+ iτ, α; a, F ) ∈ A

)
,

PT,n,ω0
(A) = νT

(
ζ
n
(ŝ+ iτ, s+ iτ, α, ω0; a, F ) ∈ A

)
,

where ω0 = (ω̂0, ω10, . . . , ωr0) is a fixed element of Ω.
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Lemma 2. Suppose that the numbers α1, . . . , αr are algebraically independent
over Q. Then the probability measures PT,n and PT,n,ω0

both converge weakly
to the same probability measure Pn on (Hv(Dκ, D),B(Hv(Dκ, D))) as T →∞.

Proof. We argue similarly to the proof of Lemma 2 from [4]. The absolute
convergence of the series for ϕn(ŝ, F ) and ζn(s, αj ; ajl) implies the continuity
of the function hn : Ω → Hv(Dκ, D) defined by the formula

hn(ω) = ζ
n
(ŝ, s, α, ω; a, F ).

Moreover, we have that

hn
((
p−iτ : p ∈ P

)
,
(
(m+ α1)−iτ : m ∈ N0

)
, . . . ,

(
(m+ αr)

−iτ : m ∈ N0

))
= ζ

n
(ŝ+ iτ, s+ iτ, α; a, F ).

Hence, PT,n = QTh
−1
n . This, the continuity of the function hn and Theorem 5.1

from [1] together with Lemma 1 show that the measure PT,n converges weakly
to Pn = mHh

−1
n as T →∞.

Let the function gn : Ω → Hv(Dκ, D) be given by the formula gn(ω) =
hn(ω ω0). Then the above arguments show that the measure PT,n,ω0

converges
weakly to the measure mHg

−1
n as T → ∞. However, the invariance of the

Haar measure mH implies the equality mHh
−1
n = mHg

−1
n . This proves the

lemma. ut

For the proof of Theorem 4, we need to pass from ζ
n
(ŝ, s, α; a) to ζ(ŝ, s, α;

a). This procedure requires the metric on the space Hv(Dκ, D) which induces
its topology of uniform convergence on compacta. It is well known that there
exists a sequence {K̂k : k ∈ N} of compact subsets of Dκ and a sequence of
compact subsets of D such that Dκ =

⋃∞
k=1 K̂k and D =

⋃∞
k=1Kk. Moreover,

the sets K̂k and Kk can be chosen to satisfy K̂k ⊂ K̂k+1, Kk ⊂ Kk+1 for all
k ∈ N, and, for every compact K̂ ⊂ Dκ and K ⊂ D, there exist k̂ and k such
that K̂ ⊂ K̂k̂ and K ⊂ Kk. For f̂ , ĝ ∈ H(Dκ), let

ρ̂(f̂ , ĝ) =

∞∑
k=1

2−k
sups∈K̂k |f̂(s)− ĝ(s)|

1 + sups∈K̂k |f̂(s)− ĝ(s)|

and similarly, for f, g ∈ H(D), let

ρ(f, g) =

∞∑
k=1

2−k
sups∈Kk |f(s)− g(s)|

1 + sups∈Kk |f(s)− g(s)|
.

Then ρ̂ and ρ are the metrics on H(Dκ) and H(D), respectively, which induce

the topology of uniform convergence on compacta. For f = (f̂ , f11, . . . , f1l1 , . . . ,
fr1, . . . , frlr ), g = (ĝ, g11, . . . , g1l1 , . . . , gr1, . . . , grlr ) ∈ Hv(Dκ, D), define

ρv(f, g) = max
(
ρ̂(f̂ , ĝ), max

1≤j≤r
max
1≤l≤lj

ρ(fjl, gjl)
)
.

Then we have that ρv is a metric on Hv(Dκ, D) inducing its topology.
Having the metric on Hv(Dκ, D), we can approximate in the mean ζ(ŝ, s, α;

a, F ) by ζ
n
(ŝ, s, α; a, F ), and ζ(ŝ, s, α, ω; a, F ) by ζ

n
(ŝ, s, α, ω; a, F ).

Math. Model. Anal., 19(1):52–65, 2014.
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Lemma 3. The relation

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

ρv
(
ζ(ŝ+iτ, s+ iτ, α; a, F ), ζ

n
(ŝ+iτ, s+ iτ, α; a, F )

)
dτ=0

holds.

Proof. In [5], it was obtained that, for every compact subset K ⊂ Dκ,

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

sup
s∈K

∣∣ϕ(s+ iτ, F )− ϕn(s+ iτ, F )
∣∣dτ = 0.

Hence, we have that

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

ρ̂
(
ϕ(ŝ+ iτ, F ), ϕn(ŝ+ iτ, F )

)
dτ = 0. (1.1)

Similarly, it follows from [6] that

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

max
1≤j≤r

max
1≤l≤lj

ρ
(
ζ(s+iτ, αj ; ajl), ζn(s+iτ, αj ; ajl)

)
dτ=0.

This, (1.1) and definition of the metric ρv prove the lemma. ut

Lemma 4. Suppose that the numbers α1, . . . , αr are algebraically independent
over Q. Then, for almost all ω ∈ Ω,

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

ρv
(
ζ(ŝ+ iτ, s+ iτ, α, ω; a, F ),

ζ
n
(ŝ+ iτ, s+ iτ, α, ω; a, F )

)
dτ = 0.

Proof. In [5], it was proved that, for every compact subset K ⊂ Dκ,

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

sup
s∈K

∣∣ϕ(s+ iτ, ω̂, F )− ϕn(s+ iτ, ω̂, F )
∣∣ dτ = 0

for almost all ω̂ ∈ Ω̂. From this, we obtain that, for almost all ω̂ ∈ Ω̂,

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

ρ̂
(
ϕ(ŝ+ iτ, ω̂, F ), ϕn(ŝ+ iτ, ω̂, F )

)
dτ = 0. (1.2)

Similarly, by [6], we have that, for almost all (ω1, . . . , ωr) ∈ Ω1 × · · · ×Ωr,

lim
n→∞

lim sup
T→∞

1

T

∫ T

0

max
1≤j≤r

max
1≤l≤lj

ρ
(
ζ(s+ iτ, αj , ωj ; ajl),

ζn(s+ iτ, αj , ωj ; ajl)
)

dτ = 0. (1.3)

Since the measure mH is the product of the Haar measures on (Ω̂,B (Ω̂)), and
on (Ω1×· · ·×Ωr,B(Ω1×· · ·×Ωr)), (1.2), (1.3) and the definition of the metric
ρv imply, for almost all ω ∈ Ω, the equality of the lemma. ut

For ω ∈ Ω, define one more probability measure

P̃T (A)
def
= νT

(
ζ(ŝ+ iτ, s+ iτ, α, ω; a, F ) ∈ A

)
, A ∈ B

(
Hv(Dκ, D)

)
.
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Lemma 5. Suppose that the numbers α1, . . . , αr are algebraically independent

over Q. Then the probability measures PT and P̃T both converge weakly to the
same probability measure P on (Hv(Dκ, D),B(Hv(Dκ, D))) as T →∞.

Proof. Let θ be a random variable on a certain probability space (Ω0,B(Ω0),
P) which is uniformly distributed on [0, 1]. On (Ω0,B(Ω0), P), define the
Hv(Dκ, D)-valued random element XT,n by the formula

XT,n(ŝ, s) =
(
XT,n(ŝ), XT,n,1,1(s), . . . , XT,n,1,l1(s), . . . ,

XT,n,r,1(s), . . . , XT,n,r,lr (s)
)

= ζ
n
(ŝ+ iθT, s+ iθT, α; a, F ).

Then Lemma 2 implies the relation

XT,n(ŝ, s)
D−→

T→∞
Xn(ŝ, s), (1.4)

where

Xn(ŝ, s) =
(
Xn(ŝ), Xn,1,1(s), . . . , Xn,1,l1(s), . . . , Xn,r,1(s), . . . , Xn,r,lr (s)

)
is an Hv(Dκ, D)-valued random element with the distribution Pn in the no-

tation of Lemma 2, and, as usual,
D−→ means the convergence in distribution.

We have mentioned above that the series for ϕn(s, F ) converges absolutely for
σ > κ

2 . Therefore, for σ > κ
2 ,

lim
T→∞

1

T

∫ T

0

∣∣ϕn(σ + it, F )
∣∣2 dt =

∞∑
m=1

c2(m)u2n(m)

m2σ

≤
∞∑
m=1

c2(m)

m2σ
<∞ (1.5)

for all n ∈ N, because of the Deligne [3] estimate∣∣c(m)
∣∣� m

κ−1
2 .

Similarly, the absolute convergence of the series for ζn(s, αj ; ajl) shows that,
for σ > 1

2 ,

lim
T→∞

1

T

∫ T

0

∣∣ζn(σ + it, αj ; ajl)
∣∣2 dt =

∞∑
m=0

|amjl|2u2n(m,αj)

(m+ αj)2σ

≤
∞∑
m=0

|amjl|2

(m+ αj)2σ
<∞ (1.6)

for all n ∈ N. Now a simple application of the Cauchy integral formula and
(1.5) lead to the inequality

lim sup
T→∞

1

T

∫ T

0

sup
s∈K̂k

∣∣ϕn(s+ iτ, F )
∣∣ dτ ≤ Ĉk( ∞∑

m=1

c2(m)

m2σ̂k

) 1
2

, n ∈ N (1.7)

Math. Model. Anal., 19(1):52–65, 2014.
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with some Ĉk > 0 and σ̂k >
κ
2 . Analogically, (1.6) shows that

lim sup
T→∞

1

T

∫ T

0

sup
s∈Kk

∣∣ζn(s+ iτ, αj ; ajl)
∣∣dτ ≤ Ck( ∞∑

m=0

|amjl|2

(m+ αj)2σk

) 1
2

, n ∈ N

(1.8)

with some Ck > 0 and σk >
1
2 . Here K̂k and Kk are compact sets from the

definition of the metric ρv.
We set

R̂k = Ĉk

( ∞∑
m=1

c2(m)

m2σ̂k

) 1
2

, Rjlk = Ck

( ∞∑
m=0

|amjl|2

(m+ αj)2σk

) 1
2

.

Then, taking M̂k = R̂k2k+1ε−1 and Mjlk = Rjlk2v1+k+1ε−1, where k ∈ N and
ε > 0 is an arbitrary number, we obtain by (1.7) and (1.8) that

lim sup
T→∞

P
((

sup
ŝ∈K̂k

∣∣XT,n(ŝ)
∣∣ > M̂k

)
∨ ∃j, l :

(
sup
s∈Kk

∣∣XT,n,j,l(s)
∣∣ > Mjlk

))
≤ lim sup

T→∞
P
(

sup
ŝ∈K̂k

∣∣XT,n(ŝ)
∣∣ > M̂k

)

+

r∑
j=1

lj∑
l=1

lim sup
T→∞

P
(

sup
s∈Kk

∣∣XT,n,j,l(s)
∣∣ > Mjlk

)
≤ 1

M̂k

sup
n∈N

lim sup
T→∞

1

T

∫ T

0

sup
ŝ∈K̂k

∣∣ϕn(ŝ+ iτ, F )
∣∣ dτ

+

r∑
j=1

lj∑
l=1

1

Mjlk
sup
n∈N

lim sup
T→∞

1

T

∫ T

0

sup
s∈Kk

∣∣ζn(s+ iτ, αj ; ajl)
∣∣dτ

≤ R̂k

M̂k

+

r∑
j=1

lj∑
l=1

Rjlk
Mjlk

=
ε

2k+1
+

ε

2k+1
=

ε

2k
.

Using (1.4), hence, we deduce that, for all n ∈ N,

P
((

sup
ŝ∈K̂k

∣∣Xn(ŝ)
∣∣ > M̂k

)
∨ ∃j, l :

(
sup
s∈Kk

∣∣Xn,j,l(s)
∣∣ > Mjlk

))
≤ ε

2k
. (1.9)

Define a set

Hv
ε =

{
(g, g11, . . . , g1l1 , . . . , gr1, . . . , grlr ) ∈ Hv(Dκ, D) : sup

ŝ∈K̂k

∣∣g(ŝ)
∣∣ ≤ M̂k,

sup
s∈Kk

∣∣gjl(s)∣∣ ≤Mjlk, j = 1, . . . , r, l = 1, . . . , lj , k ∈ N
}
.

Then Hv
ε is a compact subset of the space Hv(Dκ, D). Moreover, in view

of (1.9),

P
(
Xn(ŝ, s) ∈ Hv

ε

)
≥ 1− ε

∞∑
k=1

1

2k
= 1− ε
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for all n ∈ N. Thus, by the definition of the random element Xn(ŝ, s),

Pn
(
Hv
ε

)
≥ 1− ε

for all n ∈ N. This means that the family of probability measures {Pn : n ∈ N}
is tight, and, by the Prokhorov theorem, it is relatively compact. Therefore,
there exists a subsequence {Pnk} ⊂ {Pn} such that Pnk converges weakly to a
certain probability measure P on (Hv(Dκ, D),B(Hv(Dκ, D))) as k →∞. This
can be written in the form

Xnk
(ŝ, s)

D−→
k→∞

P. (1.10)

Define one more Hv(Dκ, D)-valued random elementXT (ŝ, s) by the formula

XT (ŝ, s) = ζ(ŝ+ iθT, s+ iθT, α; a, F ).

Then Lemma 3 shows that, for every ε > 0,

lim
n→∞

lim sup
T→∞

P
(
ρv
(
XT (ŝ, s), XT,n(ŝ, s)

)
≥ ε
)

= lim
n→∞

lim sup
T→∞

νT
(
ρv
(
ζ(ŝ+ iτ, s+ iτ, α; a, F ), ζ

n
(ŝ+ iτ, s+ iτ, α; a)

)
≥ ε
)

≤ lim
n→∞

lim sup
T→∞

1

Tε

∫ T

0

ρv
(
ζ(ŝ+ iτ, s+ iτ, α; a, F ),

ζ
n
(ŝ+ iτ, s+ iτ, α; a, F )

)
dτ = 0.

This, (1.4), (1.10) and Theorem 4.2 of [1] imply the relation

XT (ŝ, s)
D−→

T→∞
P (1.11)

and thus, PT converges weakly to P as T →∞. The relation (1.11) also shows
that the measure P is independent of the choice of the sequence {Pnk}, and
this yields the relation

Xn(ŝ, s)
D−→

n→∞
P. (1.12)

It remains to show that the measure P̃T also converges weakly to P as
T →∞. We set

X̃T,n(ŝ, s) = ζ
n
(ŝ+ iθT, s+ iθT, α, ω; a, F ),

X̃T (ŝ, s) = ζ(ŝ+ iθT, s+ iθT, α, ω; a, F ).

Then the above arguments together with Lemmas 2 and 4, and relation (1.12)

applied for the random elements X̃T,n(ŝ, s) and X̃T (ŝ, s) show that the measure

P̃T also converges weakly to P as T →∞. ut

In order to prove Theorem 4, it suffices to show that the limit measure P
in Lemma 5 is the distribution of the random element ζ(ŝ, s, α, ω; a, F ). Define

Φτ (ω) = aτω, ω ∈ Ω, where aτ = {(p−iτ : p ∈ P), ((m+ α1)−iτ : m ∈ N0), . . . ,

Math. Model. Anal., 19(1):52–65, 2014.
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((m+αr)
−iτ : m ∈ N0)} for τ ∈ R. Then {Φτ : τ ∈ R} is a one-parameter group

of measurable measure preserving transformations on Ω. A set A ∈ B(Ω) is
called invariant with respect to this group if, for every τ ∈ R, the sets A
and Φτ (A) may differ one from another only by mH -measure zero. The group
{Φτ : τ ∈ R} is ergodic if its σ-field of invariant sets consists only of the sets
having mH -measure zero or one.

Lemma 6. Suppose that the numbers α1, . . . , αr are algebraically independent
over Q. Then the group {Φτ : τ ∈ R} is ergodic.

Proof of the lemma is given in [7, Lemma 7].

Proof of Theorem 4. We fix a continuity set A of the limit measure P in
Lemma 5. Then, using an equivalent of the weak convergence of probability
measures in terms of continuity sets, Theorem 2.1 of [1], we have by Lemma 5
that

lim
T→∞

νT
(
ζ(ŝ+ iτ, s+ iτ, α, ω; a, F ) ∈ A

)
= P (A). (1.13)

On the probability space (Ω,B(Ω),mH), define the random variable ξ(ω) by
the formula

ξ(ω) =

{
1 if ζ(ŝ, s, α, ω; a, F ) ∈ A,
0 otherwise.

Then the expectation

Eξ = mH

(
ω ∈ Ω : ζ(ŝ, s, α, ω; a, F ) ∈ A

)
= Pζ(A), (1.14)

where Pζ is the distribution of the random element ζ(ŝ, s, α, ω; a, F ). Lemma 6

implies the ergodicity of the process ξ(Φτ (ω)). Therefore, by the Birkhoff–
Khintchine theorem, see, for example, [2], for almost all ω ∈ Ω,

lim
T→∞

1

T

∫ T

0

ξ
(
Φτ (ω)

)
dτ = Eξ. (1.15)

However, by the the definitions of ξ and Φτ , we have that

1

T

∫ T

0

ξ
(
Φτ (ω)

)
dτ = νT

(
ζ(ŝ+ iτ, s+ iτ, α, ω; a, F ) ∈ A

)
.

Therefore, taking into account (1.14) and (1.15), we obtain that

lim
T→∞

νT
(
ζ(ŝ+ iτ, s+ iτ, α, ω; a, F ) ∈ A

)
= Pζ(A).

This and (1.13) show that P (A) = Pζ(A). Since A is an arbitrary continuity

set A of P , hence, P (A) = Pζ(A) for all continuity sets of P . Therefore,

P (A) = Pζ(A) for all A ∈ B(Hv(Dκ, D)) because all continuity sets form a

determining class, see [1]. This completes the proof of Theorem 4. ut



A Mixed Joint Universality Theorem for Zeta-Functions. II 63

2 The Support of the Measure Pζ

For the proof of the Theorem 3, we need the support of the measure Pζ . Since

the space Hv(Dκ, D) is separable, the support of Pζ is a minimal closed set

SPζ of Hv(Dκ, D) such that Pζ(SPζ ) = 1. The set SPζ consists of all points

g ∈ Hv(Dκ, D) such that Pζ(G) > 0 for every open neighbourhood G of g.
Let

Sκ = {g ∈ H(Dκ) : g(s) 6= 0 or g(s) ≡ 0} .

Theorem 5. Suppose that α1, . . . , αr are algebraically independent over Q, and
that rank(Bj) = lj, j = 1 . . . , r. Then the support of Pζ is the set Sκ×Hv1(D).

Proof. By the definition,

Hv(Dκ, D) = H(Dκ)×Hv1(D).

Since the spaces H(Dκ) and Hv1(D) are separable, it suffices [1] to consider
Pζ(A) for A = B × C, where B ∈ B(H(Dκ)) and C ∈ B(Hv1(D)). The Haar

measure mH is the product of the Haar measures m̂H and mr
H on (Ω̂,B(Ω̂))

and (Ω1 × · · · × Ωr,B(Ω1 × · · · × Ωr)), respectively. Therefore, we have that,
for A = B × C ∈ B(Hv(Dκ, D)),

Pζ(A) = mH

(
ω ∈ Ω : ζ(ŝ, s, α, ω; a, F ) ∈ A

)
= mH

(
ω ∈ Ω : ϕ(ŝ, ω̂, F ) ∈ B,

(
ζ(s, α1, ω1; a11), . . . ,

ζ(s, α1, ω1; a1l1), . . . , ζ(s, αr, ωr; ar1), . . . , ζ(s, αr, ωr; arlr )
)
∈ C

)
= m̂H

(
ω̂ ∈ Ω̂ : ϕ(ŝ, ω̂, F ) ∈ B

)
×mr

H

(
(ω1, . . . , ωr) ∈ Ω1 × · · · ×Ωr :

(
ζ(s, α1, ω1; a11), . . . ,

ζ(s, α1, ω1; a1l1), . . . , ζ(s, αr, ωr; ar1), . . . , ζ(s, αr, ωr; arlr )
)
∈ C

)
.

(2.1)

In [5], it was obtained that the support of the random element ϕ(ŝ, ω̂, F ) is
the set Sκ, i.e., Sκ is a minimal closed subset of H(Dκ) such that

m̂H

(
ω̂ ∈ Ω̂ : ϕ(ŝ, ω̂, F ) ∈ Sκ

)
= 1. (2.2)

Also, in [6], it was proved that Hv1(D) is the support of the random element(
ζ(s, α1, ω1; a11), . . . , ζ(s, α1, ω1; a1l1), . . . , ζ(s, αr, ωr; ar1), . . . ,

ζ(s, αr, ωr; arlr )
)
,

i.e., Hv1(D) is a minimal closed set of Hv1(D) such that

mr
H

(
(ω1, . . . , ωr) ∈ Ω1 × · · · ×Ωr :

(
ζ(s, α1, ω1; a11), . . . , ζ(s, α1, ω1; a1l1),

. . . , ζ(s, αr, ωr; ar1), . . . , ζ(s, αr, ωr; arlr )
)
∈ Hv1(D)

)
= 1. (2.3)

Therefore, the theorem is a result of (2.1)–(2.3). ut

Math. Model. Anal., 19(1):52–65, 2014.
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3 Proof of Theorem 3

We start with the Mergelyan theorem on the approximation of analytic func-
tions by polynomials.

Lemma 7. Let K be a compact subset of the complex plane with connected
complement, and let f(s) be a continuous function on K which is analytic in
the interior of K. Then, for every ε > 0, there exists a polynomial p(s) such
that

sup
s∈K

∣∣f(s)− p(s)
∣∣ < ε.

Proof is given in [8], [9].

Proof of Theorem 3. By Lemma 7, there exist polynomials p(s) and pjl(s)
such that

sup
s∈K

∣∣f(s)− p(s)
∣∣ < ε

4
(3.1)

and
sup

1≤j≤r
sup

1≤l≤lj
sup
s∈Kjl

∣∣fjl(s)− pjl(s)∣∣ < ε

2
. (3.2)

Since f(s) 6= 0 on K, p(s) 6= 0 on K as well if ε is small enough. Thus, on
K we can define a continuous branch of log p(s) which will be analytic in the
interior of K. Therefore, by Lemma 7, there exists a polynomial q(s) such that

sup
s∈K

∣∣p(s)− eq(s)
∣∣ < ε

4
.

This together with (3.1) shows that

sup
s∈K

∣∣f(s)− eq(s)
∣∣ < ε

2
. (3.3)

Define

G =

{
(g, g11, . . . , g1l1 , . . . , gr1, . . . , grlr ) ∈ Hv(Dκ, D) :

sup
s∈K

∣∣g(s)− eq(s)
∣∣ < ε

2
, sup

1≤j≤r
sup

1≤l≤lj
sup
s∈Kjl

∣∣gjl(s)− pjl(s)∣∣ < ε

2

}
.

In view of Theorem 5,
(
eq(s), p11(s), . . . , p1l1(s), . . . , pr1(s), . . . , prlr (s)

)
is an

element of the support of the measure Pζ . Since the set G is open, hence, we

have that Pζ(G) > 0. Therefore, by Theorem 4 and an equivalent of the weak

convergence of probability measures in terms of open sets (Theorem 2.1 of [1]),
we obtain that

lim inf
T→∞

νT

(
sup
s∈K

∣∣ϕ(s+ iτ, F )− eq(s)
∣∣ < ε

2
,

sup
1≤j≤r

sup
1≤l≤lj

sup
s∈Kjl

∣∣ζ(s+ iτ, αj ; ajl)− pjl(s)
∣∣ < ε

2

)
> 0.

Combining this with (3.2) and (3.3) completes the proof of the theorem. ut
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