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Notation

j, k, l,m, n natural numbers
p prime number
(m,n) greatest common divisor of naturals m and n
P set of all prime numbers
N set of all natural numbers
N0 N ∪ {0}
Z set of all integer numbers
R set of all real numbers
C set of all complex numbers
i imaginary unity: i =

√
−1

s = σ + it complex variable⊕
m
Am direct sum of sets Am

A×B Cartesian product of the sets A and B
Am Cartesian product of m copies of the set A
measA Lebesgue measure of the set A
#A cardinality of the set A
H(D) space of analytic functions on D
D→ convergence in distribution
B(S) class of Borel sets of the space S
χ Dirichlet character
L(s, χ) Dirichlet L-function
F (z) cusp form
f(x) = O(g(x)), x ∈
I

means that |f(x)|6Cg(x), x ∈ I

ζ(s) Riemann zeta-function defined by

ζ(s) =
∞∑
m=1

1
ms , for σ > 1,

and by analytic continuation elsewhere
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ζ(s; a) periodic zeta-function defined by

ζ(s; a) =
∞∑
m=1

am
ms , for σ > 1,

and by analytic continuation elsewhere
ζ(s, α) Hurwitz zeta-function defined by

ζ(s, α) =
∞∑
m=1

1
(m+α)s , for σ > 1,

and by analytic continuation elsewhere
ζ(s, α; a) periodic Hurwitz zeta-function defined by

ζ(s, α; a) =
∞∑
m=0

am
(m+α)s , for σ > 1,

and by analytic continuation elsewhere
Γ(s) Euler gamma-function defined by

Γ(s) =
∫∞

0 e−xxs−1dx for σ > 0

and by analytic continuation elsewhere
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Introduction

Let s = σ + it be a complex variable, and a = {am : m ∈ N} be
a periodic sequence of complex numbers with minimal period q ∈ N. In the
thesis, the value-distribution of the periodic zeta-function ζ(s; a) is considered.
The function ζ(s; a) is defined, for σ > 1, by the Dirichlet series

ζ(s; a) =

∞∑
m=1

am
ms

. (1)

The periodicity of the sequence a implies that there exists a constant ca > 0

such that, for all m ∈ N,
|am|6ca.

Clearly, we can take, for example

ca = max(|a1|, . . . , |aq|).

This shows that the series (1) is absolutely convergent in the half-plane σ > 1,
and defines there an analytic function.

The function ζ(s; a) also has a meromorphic continuation to the whole
complex plane. For this, the classical Hurwitz zeta-function is applied. Let
α, 0 < α 6 1, be a fixed parameter. We recall that the Hurwitz zeta-function
ζ(s, α) is defined, for σ > 1, by the Dirichlet series

ζ(s, α) =

∞∑
m=0

1

(m+ α)s
,

and can be continued analytically to the whole complex plane, except for a
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simple pole at the point s = 1, and

Res
s=1

ζ(s, α) = 1.

The function ζ(s, α) was introduced and studied by A. Hurwitz in [9], and has
various applications in analytic number theory. From the periodicity of the
sequence a, we have that, for σ > 1,

ζ(s; a) =
1

qs

q∑
l=1

alζ

(
s,
l

q

)
.

This equality and the properties of the Hurwitz zeta-function show that the
function ζ(s; a) has the analytic continuation to the whole complex plane, ex-
cept for a simple pole at the point s = 1, and

Res
s=1

ζ(s; a) =
1

q

q∑
l=1

al
def
= r.

If r = 0, then ζ(s; a) is an entire function.
We recall that the Riemann zeta-function ζ(s) is defined, for σ > 1, by the

Dirichlet series

ζ(s) =
∞∑
m=1

1

ms
,

or, equivalently, by the Euler product over primes

ζ(s) =
∏
p

(
1− 1

ps

)−1

,

and has the analytic continuation to the whole complex plane, except for a
simple pole at the point s = 1, and

Res
s=1

ζ(s) = 1.

From definitions of ζ(s; a) and ζ(s), it follows that ζ(s; a) = ζ(s) if a =

{am : am ≡ 1}. Therefore, the periodic zeta-function is a generalization of
the famous Riemann zeta-function.

Let χ be a Dirichlet character modulo q. Roughly speaking, a character χ is
an arithmetic function χ : N→ C which is periodic with period q (χ(m+q) =

χ(m) for all m ∈ N), completely multiplicative (χ(mn) = χ(m)χ(n) for all
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m,n ∈ N), χ(m) = 0 if (m, q) > 1, and χ(m) 6= 0 if (m, q) = 1. We recall
that the Dirichlet L-function L(s, χ) with a Dirichlet character χ is defined,
for σ > 1, by the Dirichlet series

L(s, χ) =
∞∑
m=1

χ(m)

ms
,

or by the Euler product over primes

L(s, χ) =
∏
p

(
1− χ(p)

ps

)−1

.

If χ = χ0 is the principal Dirichlet character modulo q (χ0(m) = 1 for all
m, (m, q) = 1), then the function L(s, χ0) is meromorphic, it has the unique
simple pole at the point s = 1, and

Res
s=1

L(s, χ0) =
∏
p|q

(
1− 1

p

)
,

where p denotes a prime number. If χ 6= χ0, then the functionL(s, χ) is entire.
The definitions of the functions ζ(s; a) and L(s, χ) show that the peri-

odic zeta-function is a generalization of Dirichlet L-functions. Thus, the func-
tion ζ(s; a) is a generalization of very important in analytic number theory
functions, the Riemann zeta-function and Dirichlet L-functions. This remark
shows the importance of the function ζ(s; a).

Let b = {bm : m ∈ N0 = N ∪ {0}} be an another periodic sequence
of complex numbers with minimal period q1 ∈ N. The results of the thesis
also are related to the periodic Hurwitz zeta-function ζ(s, α; b), where α is
the same fixed parameter as in the classical Hurwitz zeta-function, which is
defined, for σ > 1, by the Dirichlet series

ζ(s, α; b) =

∞∑
m=0

bm
(m+ α)s

,

and, in view of the equality

ζ(s, α; b) =
1

qs1

q1−1∑
l=0

blζ

(
s,
l + α

q1

)
, σ > 1,

can be continued analytically to the whole complex plane, except for a simple
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pole at the point s = 1 with

Res
s=1

ζ(s, α; b) =
1

qs1

q1−1∑
l=0

bl
def
= r1.

If r1 = 0, then the function ζ(s, α; b) is entire.
Since ζ(s, α; b) = ζ(s, α) with b = {bm : bm ≡ 1}, the function ζ(s, α; b)

is a generalization of the classical Hurwitz zeta-function ζ(s, α).

Aims and problems

The aim of the thesis is the approximations of a wide class of analytic
functions by shifts ζ(s+ iτ ; a) of the periodic zeta-function with a multiplica-
tive sequence a (amn = aman for all m,n ∈ N, (m,n) = 1), i.e., the aim
of this thesis are universality theorems for the function ζ(s; a). The problems
investigated in the thesis are the following:

1. Universality of the function ζ(s; a) with multiplicative coefficients.

2. Universality of the function ζ(s; a) with a special sequence a.

3. Weighted universality of the function ζ(s; a).

4. Weighted discrete universality of the function ζ(s; a).

5. Value distribution of certain compositions involving periodic zeta-functions.

Actuality

Value distribution of zeta and L-functions is one of the most important
problems of analytic number theory and occupies a honorable place in math-
ematics in general. One of the most important seven Millennium problems is
devoted to zero-distribution of the Riemann zeta-function, more precisely, to
the Riemann hypothesis which asserts that all non-trivial zeros of ζ(s) lie on
the critical line σ = 1

2 . In 1975, the universality of zeta-functions was discov-
ered [52] and this strengthened still the positions of zeta-functions because new
theoretical and practical applications appeared. The approximation of compli-
cated analytic functions by shifts of comparatively simple zeta-functions found
deep applications in quantum mechanics [3], [7]. It became known that the
Riemann hypothesis is equivalent to the self-approximation problem for the
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function ζ(s). Finally, the last Fermat theorem was proved by using connec-
tion between zeta-functions of certain cusp forms and L-functions of elliptic
curves [3]. All these examples show the importance of investigations of value
distribution of zeta-functions, and stimulate the researches in the field.

Investigations of value distribution of zeta-functions is one of the priority
successfully cultivated directions of Lithuanian mathematicians. The latter
direction was began to study by Professor Jonas Kubilius and is continued by
his students. Applications of probabilistic methods in number theory plays a
significant role in the Kubilius school, and it is our obligation to develop this
interesting direction of the theory of zeta-functions.

Methods

For the proof of universality theorems for the periodic zeta-function, the
method of limit theorems on weakly convergent probability measures in the
space of analytic functions is applied, while the proofs of limit theorems are
based on the Fourier transform method and other classical approaches of the
weak convergence theory.

Novelty

All results of the thesis are new. The first part of Theorem 1.1 under a
certain additional condition on the sequence a was proved in [31]. Weighted
universality theorems for the periodic zeta-function earlier were not known.

History of the problem and the results

The periodic zeta-function ζ(s; a) is an attractive analytic object, and it
was studied in various aspects by many mathematicians. To our knowledge,
the first important result was obtained by W. Schnee in [45]. It is well known
that zeta-functions usually satisfy certain functional equations. In [45], such
an equation was proved for the function ζ(s; a). Let b = {bm : m ∈ Z} be a
sequence related to a, and be defined by

bm =
1

q

q−1∑
k=0

ake
2πikm

q .
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Moreover, let b̂ = {b̂m : m ∈ Z}, where b̂m = b−m. Then the main result
of [45] is the following functional equation. As usual, Γ(s) denotes the Euler
gamma-function.

Theorem A. For all s ∈ C,

ζ(1− s; a) =

(
q

2π

)s
Γ(s)

(
e
πis
2 ζ(s; b) + e−

πis
2 ζ(s; b̂)

)
.

The paper [10] is also devoted to the value distribution of the function
ζ(s; a). In that paper, the Laurent expansion at the point s = 1 is presented,
the Dirichlet series for powers ζr(s; a), r ∈ N, are obtained, and a certain
approximation for ζ(s; a) by the Riemann zeta-function is given.

Further investigations of the function ζ(s; a) are related to the name of
J. Steuding. In [46], he created the zero-distribution theory for ζ(s; a). He
proved that there exists a positive constant depending on the sequence a, say,
A(a), such that ζ(s; a) has no zeros for σ > 1 + A(a). J. Steuding also
introduced the notions of trivial and non-trivial zeros of ζ(s; a) and obtained
[46] the Mangoldt type formula for the number of non-trivial zeros of ζ(s; a).
Let

â±m =
1
√
q

q∑
k=1

ake
±2πikm

q ,

and let a± = {â±m : m ∈ N}, B(a) = max(A(a+), A(a−)). Then the zeros
ρ = β+iγ of the function ζ(s; a) are called trivial if β < −B(a), and remained
zeros are called non-trivial. They lie in the region

{s ∈ C : −B(a)6σ61 +B(a)}.

Let N(T ; a) be the number of non-trivial zeros ρ = β + iγ of ζ(s; a) with
|γ|6T counted with multiplicity. Then the most interesting result of [46] is
the following formula.

Theorem B. Suppose that T →∞. Then

N(T ; a) =
T

π
log

qT

2πma
√
ma− +ma+

+ O(log T ),

where ma = min{16m6q : am 6= 0} and ma± = min{16m6q : a±m 6= 0}.
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The first results on the moments of the function ζ(s; a),

Ik(T, σ; a) =

T∫
0

|ζ(σ + it; a)|2kdt,

where k is a non-negative integer and σ>1
2 , were obtained in [13]. However,

the best moment results for ζ(s; a) were given by D. Šiaučiūnas in his thesis
[50] and the corresponding papers. For this aim, the approximate functional
equation for the function ζ(s; a) was applied [50].

Theorem C. Suppose that t>1, y =
√

t
2π , n = [y], r =

[
y − k

q

]
, l = n − r,

and 1
26σ61. Then

ζ(s; a) =
1

qs

q∑
k=1

ak
∑

06m6r

1(
1 + k

q

)s
+

1

qs

(
2π

t

)s− 1
2

ei
(
t+π

4

) q∑
k=1

ak
∑

16m6n

e
−2πim k

q

m1−s

+
1

qs

(
2π

t

)σ
2

q∑
k=1

ake
if
(
k
q
,t
)
ψ

(
2y − 2n+ l − k

q

)
+

1

qs
R(s, q),

where

ψ(a) =
cosπ

(
a2

2 − a−
1
8

)
cosπa

,

f(α, t) = t log

(
2π

t

)
+
t

2
− 7π

8
+
πα2

2
+
πl

2
+ πn− παl + 2πy(l − α)

and

R(s, q) = O

(
t
σ
2
−1

q∑
k=1

|ak|
)
.

Applications of Theorem C led to a series of results for the moments
Ik(T, σ; a). Their statements are sufficiently complicated, therefore, we re-
call only one mean square estimate [50]. Let γ0 be the Euler constant.

Theorem D. Suppose that T →∞. Then

I1

(
T,

1

2
; a

)
= q−1K(q)T log T + q−1K(q)T (2γ0 − log π − 1)

− q−1T (K1(q)−K2(q)) + O
(
q

1
2K(q)T

1
2 log T

)
+ O(qK(q)),
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where

K(q) =

q∑
k=1

|ak|2,

K1(q) =

q∑
k=1

k|ak|2
∞∑
m=1

1

m(mq + k)

and

K2(q) = q

q∑
k=1

|ak|2

k
.

The first result of probabilistic type for the function ζ(s; a) was given in
[13]. Denote by H(G) the space of analytic functions on the region G ⊂ C
endowed with the topology of uniform convergence on compacta. Let B(X)

stand for the Borel σ-field of the space X, and let D =
{
s ∈ C : 1

2 < σ < 1
}

.
For A ∈ B(H(D)), define

PT (A) =
1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ ; a) ∈ A},

where measA denotes the Lebegue measure of a measurable set A ⊂ R. In
[14], the weak convergence for PT , as T → ∞, was considered. Let P and
Pn, n ∈ N, be probability measures on (X,B(X)). We recall that Pn converges
weakly to P , as n → ∞, if, for every real bounded continuous function f on
X,

lim
n→∞

∫
X

fdPn =

∫
X

fdP.

Let γ = {s ∈ C : 1
2 < σ < 1} be the unit circle on the complex plane, and

Ω =
∏
p

γp,

where γp = γ for all primes p. With the product topology and pointwise multi-
plication, the torus Ω is a compact topological group, therefore, on (Ω,B(Ω)),
the probability Haar measure mH exists. This gives the probability space
(Ω,B(Ω),mH). Denote by ω(p) the pth component of an element ω ∈ Ω,
and, for m ∈ N, define

ω(m) =
∏
pα|m
pα+1-m

ωα(p).

16



On the probability space (Ω,B(Ω),mH), define the H(D)-valued random el-
ement ζ(s, ω; a) by the formula

ζ(s, ω; a) =
∞∑
m=1

amω(m)

ms
.

Then in [14], Theorem 4, the following statement has been proved.

Theorem E. PT converges weakly to the distribution of the random element
ζ(s, ω; a) as T →∞.

However, since ω(m) are dependent random variable, Theorem E can’t be
applied for the investigation of universality for the function ζ(s; a).

Limit theorems of the type of Theorem E also were considered in [15],
including multidimensional limit theorems and limit theorems in the space of
meromorphic functions.

Now, we pass to the main problem of the thesis, i.e., to the universality of
ζ(s; a). We recall that the universality of the Riemann zeta-function ζ(s) was
discovered by S. M. Voronin in [52]. He proved that if 0 < r < 1

4 , the function
f(s) is continuous and non-vanishing on the disc |s|6r, and is analytic in the
interior of this disc, then, for every ε > 0, there exists τ(ε) ∈ R such that

max
|s|6r

∣∣∣∣ζ(s+
3

4
+ iτ

)
− f(s)

∣∣∣∣ < ε.

Later, the famous Voronin theorem was improved. We will recall its modern
statement. Denote byK the class of compact subsets of the stripD = {s ∈ C :
1
2 < σ < 1} with connected complements, and by H0(K), K ∈ K, the class
of continuous non-vanishing functions on K that are analytic in the interior of
K. The following version of the Voronin theorem is known, see, for example
[22].

Theorem F. Suppose that K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ)− f(s)| < ε

}
> 0.

Theorem F shows that there are infinitely many of shifts ζ(s+ iτ) approx-
imating a given function f(s) ∈ H0(K).

J. Steuding was the first who began to study the universality of the function
ζ(s; a). In [46], he proved the following theorem. Let H(K), K ∈ K, be the
class of continuous functions on K that are analytic in the interior of K.
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Theorem G. Suppose that q is an odd prime number, am is not multiple of a
Dirichlet character modulo q, and aq = 0. Let K ∈ K and f(s) ∈ H(K).
Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

Note that, under conditions of Theorem G, the periodic sequence a is not
multiplicative. This follows from the characterization of periodic multiplica-
tive functions given in [32].

In [47], J. Steuding extended Theorem G in the following manner. He
proved that the assertion of Theorem G is valid if a is a periodic sequence
with minimal period q > 2, not a multiple of a Dirichlet character modulo q,
satisfying am = 0 for (m, q) > 1.

Universality of the periodic zeta-function is not a simple problem. J. Kac-
zorowski observed in [12] that not all functions ζ(a; a) are universal in the
above sense. He presented the following example of the periodic sequence
a0 = {a0m : m ∈ N}. Let q = 2, and a01 = 1, and a02 = 2

3
4 + 1. Then we

have that
ζ(s; a0) =

(
1 + 2

3
4
−s)ζ(s).

Moreover, let

K =

[
5

8
,
7

8

]
× [−c0, c0]

be a rectangle in the right-half of the critical strip. If c > π
log 2 , then every shift

ζ(s + iτ ; a0) has a zero inside K, therefore, it can’t approximate uniformly
functions which do not vanish inside K, for example, it can’t approximate the
constant function f(s) ≡ 1 in K.

J. Kaczorowski also introduced [12] a certain restricted universality prop-
erty. Let K ∈ K. Then the number

h(K) = max
s∈K
=s−min

s∈K
=s

is called the height ofK. The Kaczorowski theorem is the following statement
[12].

Theorem H. There exists a positive constant c0 = c0(a) such that, for K ∈ K

18



with h(K)6c0, f(s) ∈ H0(K) and every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

The thesis is devoted to the universality of the periodic zeta-function
ζ(s; a) with multiplicative sequence a. We recall that the sequence a = {am :

m ∈ N} is multiplicative if a1 = 1 and amn = aman for (m,n) = 1.
An universality theorem for the function ζ(s; a) with multiplicative se-

quence a was proved in [31] with additional condition that

∞∑
α=1

|apα |
p
α
2

6c < 1 (2)

for all primes p. In the thesis, the latter condition is removed, and in Chapter
1, the following theorem is obtained.

Theorem 1.1. Suppose that the sequence a is multiplicative. Let K ∈ K and
f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

Moreover, the same inequality with "lim" holds for all but at most count-
ably many ε > 0.

We note that the second fact of Theorem 1.1 for the Riemann zeta-function
was independently obtained in [29] and [37], see also the thesis of L. Meška
[39].

A proof of Theorem 1.1 is probabilistic and is based on a limit theorem of
type of Theorem E. First, in view of multiplicativity of the sequence a, it is
proved that, for almost all ω ∈ Ω, the equality

ζ(s, ω; a) =
∞∑
m=1

amω(m)

ms
=
∏
p∈P

(
1 +

∞∑
l=1

aplω
l(p)

pls

)
, σ >

1

2
,

is valid. Let Pζ be the distribution of the random element ζ(s, ω; a), i.e.,

Pζ(A) = mH{ω ∈ Ω : ζ(s, ω; a) ∈ A}, A ∈ B(H(D)).

Then a limit theorem for PT is of the following form.
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Theorem 1.6. The measure PT converges weakly to Pζ as T →∞. Moreover,
the support of Pζ is the set

S
def
= {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.

Chapter 2 of the thesis is devoted to universality of ζ(s; a) with a special
periodic sequence. For this, universality of Dirichlet L-functions is applied.
We recall that an analogue of Theorem G for Dirichlet L-functions L(s, χ) is
known [52].

Theorem I. Suppose that K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|L(s+ iτ, χ)− f(s)| < ε

}
> 0.

Suppose that am 6≡ 0, the period q of the sequence a is a prime number,
and

aq =
1

ϕ(q)

q−1∑
l=1

al, (2.1)

where ϕ(q) is the Euler totient function. The main result of the chapter is the
following statement.

Define

b(q, χ) =

q−1∑
l=1

alχ(l),

where χ is a Dirichlet character modulo q. We say, that the function is universal
if the inequality of universality

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0

with every ε is satisfied for f(s) ∈ H0(K), K ∈ K. If the above inequality
holds for f(s) ∈ H(K), K ∈ K, then we say that the function ζ(s; a) is
strongly universal.

Theorem 2.2. Suppose that the periodic sequence a = {am : m ∈ N} with
minimal period q satisfies equality (2.1), and that q is a prime number.

1◦ If the sequence a satisfies at least one of the hypothesis

i) am ≡ c, m ∈ N;
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ii) am is a multiple of a Dirichlet character modulo q;

iii) q = 2;

iv) only one of the numbers b(q, χ) 6= 0, q > 2,

then the function ζ(s, a) is universal.

2◦ If q > 2 and at least two numbers b(q, χ) 6= 0, then the function ζ(s; a) is
strongly universal.

The results of the chapter are published in [49].
In Chapter 3, a weighted universality theorem for the periodic zeta-

function is proved. A theorem of such a type for the Riemann zeta-function
was obtained in [21] by using an additional condition for the weight func-
tion related to the Birkhoff-Khintchine ergodic theorem (see Lemma 1.12 bel-
low). Suppose that ζ(τ, ω) is an ergodic process on a certain probability space
(Ω,A, µ), τ ∈ R, ω ∈ Ω, E|ζ(τ, ω)| < ∞, and sample paths are integrable
almost surely over any finite interval. In [21], it was assumed that

1

U(T, ω)

T∫
T0

w(τ)ζ(t+ τ, ω)dτ = E(ζ(0, ω)) + o((1 + |t|)α)

almost surely for any t ∈ R, with α > 0, as T →∞. The same condition was
used in [21] for the weighted universality of the Matsumoto zeta-function. In
the thesis, the latter condition is removed.

Let w(t) be a positive function of bounded variation on [T0,∞), T0 > 0,
such that the variation V b

aw on the interval [a, b] satisfies the inequality

V b
aw6cw(a)

with a certain positive constant c for any subinterval [a, b] ⊂ [T0,∞). Denote

U(T,w) =

T∫
T0

w(t)dt,

and suppose that
lim
T→∞

U(T,w) = +∞.

Denote the class of the functions w(t) satisfying the above conditions by W .
Moreover, let I(A) be the indicator function of the set A. Then the main result
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for Chapter 3 is the following universality theorem of continuous type (τ in
shifts ζ(s+ τ ; a) takes arbitrary real values).

Theorem 3.1. Suppose that w ∈W , and the sequence a is multiplicative. Let
K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

U(T,w)

T∫
T0

w(t)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+iτ ; a)−f(s)| < ε

})
dτ > 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

The proof of Theorem 3.1 uses a weighted limit theorem for the function
ζ(s; a) in the space of analytic functions H(D) (Theorem 3.2). The results of
Chapter 3 are published in [34].

Chapter 4 of the thesis is devoted to the weighted discrete universality of
periodic zeta-function. In this case, in approximating shifts ζ(s+iτ ; a), τ takes
values from certain discrete sets, for example, from the arithmetic progression
{kh : k ∈ N0} with fixed h > 0. The discrete universality for zeta-functions
was proposed by A. Reich. In [44], he obtained the following statement. Let
N run over non-negative integers, and #A denotes the cardinality of the setA.

Theorem J. Let K ∈ K and f(s) ∈ H0(K). Then, for every h > 0 and
ε > 0,

lim inf
N→∞

1

N + 1
#

{
06k6N : sup

s∈K
|ζ(s+ ikh)− f(s)| < ε

}
> 0.

Theorem J by another method was independently proved in [1].
The first weighted discrete universality theorem of the thesis deals with the

arithmetic progression {kh}. Suppose that w(t) is a non-increasing positive
function for t>1 having a continuous derivative such that, for h > 0, w(t)�h

w(ht) and (w′(t))2 � w(t). Moreover, let

V (N,w) =

N∑
k=1

w(k)

be such that
lim
N→∞

V (N,w) = +∞.
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The class of the above function w(t) is denoted by V1. Then the first weighted
discrete universality theorem for the function ζ(s; a) has the following form.

Theorem 4.1. Suppose that w ∈ V1, the sequence a is multiplicative, and the
set

L(P, h, π) =
{

(log p : p ∈ P),
2π

h

}
is linearly independent over the field of rational numbers Q. Let K ∈ K and
f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈K
|ζ(s+ikh; a)−f(s)| < ε

})
> 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

It is well known that, in view of the Lindemann theorem, the number ek

with k ∈ Z\{0} is transcendental. Therefore, in Theorem 4.1, we can take, for
example, h = π and w(t) = 1

t .
The second weighted discrete universality theorem for the function ζ(s; a)

of the thesis uses a more complicated discrete set {kαh}with fixed α, 0 < α <

1, and h > 0. Suppose that the weight w(t) be such that lim
N→∞

V (N,w) =

+∞, and has a continuous derivative such that

N∫
1

t|w′(t)|dt� V (N,w).

We denote the class of above functions w(t) by V2. Then the following theo-
rem is true.

Theorem 4.7. Suppose that w ∈ V2, the sequence a is multiplicative, and
0 < α < 1 is fixed. Let K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0 and
h > 0,

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I({16k6N : sup
s∈K
|ζ(s+ikαh; a)−f(s)| < ε}) > 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

For the proof of Theorem 4.7, the uniform distribution modulo 1 of the
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sequence {akα} with fixed 0 < α < 1 and every real a 6= 0 is applied. We
recall that a sequence {xk : k ∈ N} ⊂ R is called uniformly distributed
modulo 1 if, for every interval [a, b) ⊂ (0, 1),

lim
n→∞

1

n

n∑
k=1

I[a,b)

(
{xk}

)
= b− a,

where {xk} denotes the fractional part of xk, and I[a,b) is the indicator function
of the interval [a, b).

The results of Chapter 4 are published in [35], [36] and [48].
In the last chapter, Chapter 5, of the thesis, joint universality of the func-

tions ζ(s; a) and ζ(s, α; b) is considered. The joint theorem of such a type was
known under certain additional restrictions. For example, in [16], the follow-
ing theorem was proved.

Theorem K. Suppose that α is a transcendental number, the sequence a is
multiplicative and the condition (2) is satisfied. Let K1,K2 ∈ K, and f1(s) ∈
H0(K1), f2(s) ∈ H(K2). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K1

|ζ(s+ iτ ; a)− f1(s)| < ε,

sup
s∈K2

|ζ(s+ iτ, α; b)− f2(s)| < ε

}
> 0.

In the thesis, the transcendence of α is replaced by a weaker requirement
that the set L(P;α) = {(log p : p ∈ P), (log(m + α) : m ∈ N0)} is linear
independent over the field of rational numbers. Moreover, the condition (2) is
removed. Thus, the following statement is true.

Theorem 5.1. Suppose that the sequence a is multiplicative, and the set
L(P;α) is linearly independent over the field of rational numbers Q. Let
K1,K2 ∈ K and f1(s) ∈ H0(K1), f2(s) ∈ H(K2). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K1

|ζ(s+ iτ ; a)− f1(s)| < ε,

sup
s∈K2

|ζ(s+ iτ, α; b)− f2(s)| < ε

}
> 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.
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Also, in Chapter 5, the value distribution of some compositions of the func-
tions ζ(s; a) and ζ(s, α; b) is discussed. The first composition is

ζ(s;α; a, b) = c1ζ(s; a) + c2ζ(s, α; b), c1, c2 ∈ C\{0}.

The following theorem on the number of zeros for the function ζ(s;α; a, b) is
obtained.

Theorem 5.8. Suppose that the setL(P, α) is linearly independent over Q, and
the sequence a is multiplicative. Then, for every σ1, σ2, 1

2 < σ1 < σ2 < 1,
there exists a constant c = c(σ1, σ2, α, a, b) > 0 such that, for sufficiently
large T , the function ζ(s, α; a, b) has more than cT zeros in the rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.

Note that the first theorem of type of Theorem 5.8 was obtained by
S. M. Voronin [54] for the Hurwitz zeta-function ζ(s, α) with rational parame-
ter α. For other zeta-functions and their compositions, the lower estimates for
the number of zeros were considered in [6], [41] and [42].

In the thesis, also a more complicated composition than ζ(s, α; a, b) is
considered. We say that the operator F : H2(D) → H(D) belongs to class
Lip(β1, β2), β1 > 0, β2 > 0, if the following conditions are satisfied:

1◦ For each polynomial p = p(s) and any set K ∈ K, there exists an element
(g1, g2) ∈ F−1{p} ⊂ H2(D) such that g1(s) 6= 0 on K;

2◦ For any set K ∈ K, there exist a positive constant c and sets K1,K2 ∈ K
such that

sup
s∈K

∣∣F (g11(s), g12(s))−F (g21(s), g22(s))
∣∣6c sup

16j62
sup
s∈Kj

∣∣g1j(s)−g2j(s)
∣∣βj

for all (gj1, gj2) ∈ H2(D), j = 1, 2.
For the composition F (ζ(s, a), ζ(s, α; b)) with F ∈ Lip(β1, β2), the fol-

lowing universality theorem in the thesis is obtained.

Theorem 5.9. Suppose that the set L(P, α) is linearly independent over Q,
the sequence a is multiplicative and F ∈ Lip(β1, β2). Let K ∈ K and f(s) ∈
H(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas{τ ∈ [0, T ] : sup

s∈K
|F (ζ(s+iτ ; a), ζ(s+iτ, α; b))−f(s)| < ε} > 0.
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In [18], the condition (2) and the transcendence of α were assumed.
We observe that the universality for certain composition of zeta-functions

has proposed by A. Laurinčikas in [24] and [27]. For example, there the
following theorem was proved. We recall that S = {g ∈ H(D) : g(s) 6=
0 or g(s) ≡ 0}.

Theorem L. Suppose that F : H(D)→ H(D) is a continuous operator such
that, for every open set G ⊂ H(D), the set (F−1G) ∩ S is non-empty. Let
K ∈ K and f(s) ∈ H(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|F (ζ(s+ iτ))− f(s)| < ε

}
> 0.

Theorem 5.9 implies the last result of the thesis for the composition
F (ζ(s; a), ζ(s, α; b)).

Theorem 5.10. Suppose that the set L(P, α) is linearly independent over Q,
the sequence a is multiplicative, and F ∈ Lip(β1, β2). Then, for every σ1, σ2,
1
2 < σ1 < σ2 < 1, there exists a constant c = c(σ1, σ2, α, a, b, F ) > 0 such
that, for sufficiently large T , the function F (ζ(s; a), ζ(s, α; b)) has more than
cT zeros in the rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.

The result of Chapter 5 are published in [30].

Approbation

The results of the thesis were presented at the International MMA (Math-
ematical Modeling and Analysis) conferences (MMA 2015, May 26-29, 2015,
Sigulda, Latvia), (MMA 2016, June 1-4, 2016 Tartu, Estonia), (MMA 2017,
May 30 - June 2, 2017, Druskininkai), (MMA 2018, May 29 - June 1, 2018,
Sigulda, Latvia), the 14th International Conference "Algebra and Number The-
ory: Modern Problems and Applications" (September 12-15, 2016, Saratov,
Russia), Vilnius Conference in Combinatorics and Number Theory (July 16-
22, 2017, Vilnius), the 15th International Conference "Algebra, Number The-
ory and Discrete Geometry: Modern Problems and Applications" (May 28-31,
2018, Tula, Russia), the International Conference on Number Theory dedi-
cated to the 70th birthdays of Professors Antanas Laurinčikas and Eugenijus
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Manstavičius (September 9-15, 2018, Palanga), The Conferences of Lithua-
nian Mathematical Society (LMS 2017, June 21-22, 2017, Vilnius), (LMS
2018, June 18-19, 2018, Vilnius), (LMS 2019, June 19-20, 2019, Vilnius),
as wel as at the Number Theory Seminar of Vilnius University.
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Chapter 1

Universality of the periodic
zeta-function with
multiplicative coefficients

Let s = σ + it be a complex variable, and let a = {am : m ∈ N} be
a periodic sequence of complex numbers with minimal period q ∈ N. The
periodic zeta-function ζ(s; a) is defined, for σ > 1, by the Dirichlet series

ζ(s; a) =
∞∑
m=1

am
ms

.

In virtue of the periodicity of the sequence a, we have that, for σ > 1,

ζ(s; a) =

q∑
l=1

∞∑
m=1

m≡l(mod q)

am
ms

=

q∑
l=1

al

∞∑
k=0

1

(kq + l)s

=
1

qs

q∑
l=1

al

∞∑
k=0

1(
k + l

q

)s =
1

qs

q∑
l=1

alζ

(
s,
l

q

)
,

(1.1)

where ζ(s, α), 0 < α61, is the Hurwitz zeta-function, i.e. for σ > 1,

ζ(s, α) =

∞∑
m=0

a

(m+ α)s
.

Since the function ζ(s, α) has analytic continuation to the whole complex
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plane, except for a simple pole at the point s = 1 with residue 1, the equality
(1.1) gives analytic continuation for the function ζ(s; a) to the whole complex
plane, except for a simple pole at the point s = 1 with residue

1

q

q∑
l=1

al.

If
q∑
l=1

al = 0, then the function ζ(s; a) is entire.

We suppose additionally that the sequence a is multiplicative, i.e., amn =

aman for all m,n ∈ N such that (m,n) = 1 and am 6≡ 0.

In this chapter, we prove an universality theorem for the function ζ(s; a)

with a multiplicative sequence a on the approximation of analytic functions by
shifts ζ(s+ iτ ; a), τ ∈ R.

1.1 Statement of the main theorem

Let D =
{
s ∈ C : 1

2 < σ < 1
}

. Denote byK the class of compact subsets
of the strip D with connected complements, and by H0(K), K ∈ K, the class
of continuous non-vanishing functions on K that are analytic in the interior
of K. Moreover, denote by measA Lebesgue measure of a measurable set
A ⊂ R.

The main result of this chapter is the following universality theorem.

Theorem 1.1. Suppose that the sequence a is multiplicative. Let K ∈ K and
f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

Moreover, the same inequality with "lim" holds for all but at most count-
ably many ε > 0.

We notice that Theorem 1.1, under an additional condition that, for every
prime number p,

∞∑
α=1

|apα |
p
α
2

6 c < 1, (1.2)
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was proved in [31]. We observe that if

ca = max (|a1|, . . . , |aq|) <
√

2− 1,

then (1.2) holds.

1.2 Definition of one random element

Denote by H(D) the space of analytic functions on D endowed with the
topology of uniform convergence on compacta. In this topology, {gn} ∈
H(D) converges to g ∈ H(D) if and only if, for every compact set K ∈ D,

lim
n→∞

sup
s∈K
|gn(s)− g(s)| = 0.

In this section, we will define an H(D)-valued random element connected to
the function ζ(s; a).

Denote by B(X) the Borel σ-field of the space X, i.e., the minimal σ-field
generated by open sets of the space X. Let γ = {s ∈ C : |s| = 1} be the unit
circle on the complex plane, and

Ω =
∏
p

γp,

where γp = γ for all p ∈ P (P is the set of all prime numbers). With the
product topology and positive multiplication, the infinite-dimensional torus Ω

is a compact topological Abelian group. Therefore, on (Ω,B(Ω)) the proba-
bility Haar measure mH can be defined. We note that the measure mH has the
invariance property, i.e., for every A ∈ B(Ω) and ω ∈ Ω,

mH(A) = mH(ωA) = mH(Aω).

Thus we have the probability space (Ω,B(Ω),mH). Denote by ω(p) the pth
component of the element ω ∈ Ω, p ∈ P, and extend the function ω(p) to the
set N by the formula

ω(m) =
∏
pl|m
pl+1
mH

-m

ωl(p),m ∈ N.
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Since the Haar measure is the product of Haar measures on (γp,B(γp)) , p ∈ P,
we have that {ω(p) : p ∈ P} is a sequence of independent random complex-
valued random variables defined on the probability space (Ω,B(Ω),mH).

Proposition 1.2. Define

X(s, ω; a) =
∞∑
m=1

amω(m)

ms
. (1.3)

Then X(s, ω; a) is an H(D)-valued random element on the probability space
(Ω,B(Ω),mH).

For the proof of Proposition 1.2, we will use the Rademacher theorem, see
[33], which is stated as the following lemma. Denote by EX the expectation
of the random variable X , and recall that the random variables X and Y we
said to be orthogonal if EXY = 0.

Lemma 1.3. Suppose that {Xm : m ∈ N} is the sequence of positive orthog-
onal random variables (real or complex), and

∞∑
m=1

E |Xm|2 log2m <∞.

Then the series
∞∑
m=1

Xm

converges almost surely.

Proof of Proposition 1.2. It suffices to show that, for almost all ω ∈ Ω, the
series (1.3) converges uniformly on compact subsets of D. Let σ0 > 1

2 be
fixed, and

Xm = Xm(ω) =
amω(m)

mσ0
.

Then {Xm(ω) : m ∈ N} is a sequence of complex-valued random elements
on the probability space (Ω, B (Ω) ,mH). We have that∫

Ω

ω(k)ω(l)dmH =

∫
Ω

dmH = 1
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for k = l. If k 6= l, then ∫
Ω

ω(k)ω(l)dmH = 0

because always will be an integral with k ∈ Z

1∫
0

e2πikxdx = 0.

Here, {ω(m) : m ∈ Z} is a sequence of pairwise orthogonal random variables.
Therefore,

E
(
XkX l

)
=

akal
kσ0 lσ0

∫
Ω

ω(k)ω(l)dmH =

{
0 if k 6= l,
|ak|2
k2σ0

if k = l,

and {Xm(ω) : m ∈ N} is sequence of pairwise orthogonal random variables.
Moreover,

E|Xm|2 =
|am|2

m2σ0
.

Therefore,

∞∑
m=1

E|Xm|2 log2m =

∞∑
m=1

|am|2 log2m

m2σ0
6c2

a

∞∑
m=1

log2m

m2σ
<∞,

and, by Lemma 1.3, the series

∞∑
m=1

Xm =
∞∑
m=1

amω(m)

mσ0

converges almost surely. The latter series is a Dirichlet series, and its con-
vergence for s = σ0 implies the uniform convergence on compacta in the
half-plane σ > σ0. This shows that the series (1.3), for almost all ω ∈ Ω,
converges on compacta of the half-plane σ > σ0.

The number σ0 > 1
2 is arbitrary. We take σ0 = 1

2 + 1
n , and denote by

An the set of all ω ∈ Ω such that the series (1.3) converges uniformly on
compacta of the half-plane σ > 1

2 + 1
n . Then we have that mH(An) = 1.

We set A =
∞⋂
n=1

An. Then again we have that mH(A) = 1, and, for ω ∈ A,

the series (1.3) converges uniformly on compacta of the half-plane σ > 1
2 .
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Of course, this implies that, for almost all ω ∈ Ω, the series (1.3) converges
uniformly on compact subsets of the strip D.

The terms of the series (1.3) are entire functions. Therefore, the above uni-
form convergence shows that the random element X(s, ω; a) is H(D)-valued
for almost all ω ∈ Ω.

For the proof of the next proposition, we will apply the three series theo-
rem, and state it as the following lemma. For c > 0 and a random variable X ,
denote

Xc =

{
X if |X|6c,
0 if |X| > c.

Moreover, let DX be the variance of X .

Lemma 1.4. Suppose that {Xm : m ∈ N} is the sequence of independent
random variables on the probability space with the measure P . Moreover
suppose that, for some c > 0, the series

∞∑
m=1

P
(
|Xm| > c

)
,

∞∑
m=1

EXc
m,

and
∞∑
m=1

DXc
m

are convergent. Then the series

∞∑
m=1

Xm

is convergent almost surely.

Proof of the lemma 1.4 can be found, for example, in [19].
Now, we use the multiplicity of the sequence a.

Proposition 1.5. For almost all ω ∈ Ω, the product

∏
p∈P

(
1 +

∞∑
l=1

aplω
l(p)

pls

)
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converges uniformly on compact subsets ofD. Moreover, for almost all ω ∈ Ω,
the equality

∞∑
m=1

amω(m)

ms
=
∏
p∈P

(
1 +

∞∑
l=1

aplω
l(p)

pls

)
holds.

Proof. Since |am| < ca, the series and product, for all ω ∈ Ω, are absolutely
convergent for σ > 1. Therefore, the equality of the proposition follows by the
multiplicativity of the function amω(m)

ms .
For brevity, denote, for p ∈ P,

xp(s, ω) =
∞∑
l=1

aplω
l(p)

pls

and

yp(s, ω) =
apω(p)

ps
.

The series for xp(s, ω) converges uniformly for σ > 1
2 , thus, xp(s, ω) is a

H(D)-valued random element. Moreover,

|xp(s, ω)|6
∞∑
l=1

ca
plσ

=
ca

pσ − 1
.

Therefore, the series ∑
p∈P
|xp(s, ω)|2

converges uniformly on compact subsets of D. From this, it follows that to
prove almost sure convergence of the product∏

p∈P

(
1 + xp (s, ω)

)
it is sufficient to prove that the series∑

p∈P
xp(s, ω)

converges almost surely. By the definitions of xp(s, ω) and yp(s, ω), we have
that
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|xp(s, ω)− yp(s, ω)|6
∞∑
l=2

ca
plσ

=
ca

p2σ − pσ
.

Hence, the series ∑
p∈P
|xp(s, ω)− yp(s, ω)|

converges uniformly on compact subsets of D for all ω ∈ Ω. Thus, it suffices
to prove that the series ∑

p∈P
yp(s, ω) (1.4)

converges almost surely on compact subsets of D. We have seen above that
{ω(p) : p ∈ P} is a sequence of independent random variables, thus, the terms
of series (1.4) are independent random elements. Moreover,

Eyp(s, ω) =

∫
Ω

apω(p)

ps
dmH =

ap
ps

1∫
0

e2πixdx = 0

and

E |yp(s, ω)|2 =

∫
Ω

|ap|2 |ω(p)|2

p2σ
dmH6

ca
p2σ

.

Hence, for σ > 1
2 , ∑

p∈P
E |yp (s, ω)|2 <∞.

Now, an application of Lemma 1.4 shows that the series (1.4) almost surely
converges for every fixed s ∈ D. Let s = σ0 > 1

2 . Then the series (1.4)
converges uniformly on compact subsets of the half-plane σ > σ0. Thus, the
series (1.4) converges almost sure uniformly on compact subsets of the half-
plane σ > σ0. We take σ0 = 1

2 + 1
n , and let An be the set of all ω ∈ Ω such

that the series (1.4) converges uniformly on compact sets of the half-plane
σ0 >

1
2 + 1

n . Then, for every n, mH(An) = 1. Define

A =
∞⋂
n=1

An.

Then mH(A) = 1, and the series (1.4), for ω ∈ Ω, converges uniformly on
compact subsets of D.
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Thus, we proved that the product of the proposition is almost sure conver-
gent on compact subsets of D, and the equality of the proposition follows by
analytic continuation using Proposition 1.2.

1.3 Statement of a limit theorem

For the proof of Theorem 1.1, we will apply a probabilistic approach based
on a limit theorem for weakly convergent probability measures in the space
H(D). Let Pn, n ∈ N, and P be probability measures on (X,B(X)). We
recall that Pn converges weakly to P as n → ∞ if, for every real continuous
bounded function g on X

lim
n→∞

∫
X

gdPn =

∫
X

gdP.

In the proof of universality theorems for zeta-functions, the notion of the
support of a probability measure plays an important role. We recall that the
support of a probability measure P on (X,B(X)) is a minimal closed set SP
such that P (SP ) = 1. The set SP consists of all elements x ∈ X such that, for
every open neighborhood G of x, the inequality P (G) > 0 is satisfied.

For A ∈ B(H(D)), define

PT (A) =
1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ ; a) ∈ A}.

We will consider the weak convergence for PT as T → ∞. Denote by Pζ the
distribution of the H(D)-valued random element X(s, ω, a) defined in Propo-
sition 1.2, i.e.,

Pζ(A) = mH{ω ∈ Ω : X(s, ω; a) ∈ A}, A ∈ B(H(D)).

We will prove the following theorem.

Theorem 1.6. The measure PT converges weakly to Pζ as T →∞. Moreover,
the support of Pζ is the set

S
def
= {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.
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We divide the proof of Theorem 1.6 into several steps. First we will ob-
tain limit theorems for absolutely convergent Dirichlet series connected to the
function ζ(s; a). After this, we will prove certain approximation results and
limit theorems for ζ(s; a). The next step of the proof be devoted to the identi-
fication of the limit measure. In the last step, we will consider the support of
the limit measure.

1.4 Limit theorems for absolutely convergent Dirichlet
series

Let θ > 1
2 be a fixed number, and, for m,n ∈ N,

vn(m) = exp

{
−
(
m

n

)θ}
.

Define the functions

ζn(s; a) =
∞∑
m=1

amvn(m)

ms

and

ζn(s, ω; a) =
∞∑
m=1

amω(m)vn(m)

ms
, ω ∈ Ω.

Then the latter series are absolutely convergent for σ > 1
2 [11]. For A ∈

B(H(D)), define

PT,n(A) =
1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ ; a) ∈ A}

and
P̂T,n(A) =

1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ, ω; a) ∈ A}.

In this section, we will prove the following theorem.

Theorem 1.7. On (H(D),B(H(D))), there exist a probability measure Vn
such that the measures PT,n(A) and P̂T,n(A) both converges weakly to Vn as
T →∞.

We start the proof with a limit theorem on the torus Ω. For A ∈ B(Ω),
define

QT (A) =
1

T
meas{τ ∈ [0, T ] : (p−iτ : p ∈ P) ∈ A}.
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Lemma 1.8. QT converges weakly to the Haar measure mH as T →∞.

Proof. We apply the Fourier transform method. The dual group (character
group) of the torus Ω is isomorphic to

D =
⊕
p∈P

Zp,

where Zp = Z for all p ∈ P. An element k = (kp : p ∈ P) ∈ D, where only a
finite number of integers kp are distinct from zero, acts on Ω by

ω → ωk =
∏
p∈P

ωkp(p).

Therefore, the characters of Ω are of the form∏
p∈P

ωkp(p).

Hence, the Fourier transform gT (k) of the measureQT is given by the formula

gT (k) =

∫
Ω

∏
p∈P

′
ωkp(p)dQT ,

where the sign "′" means that only a finite number of integers kp are distinct
from zero. Thus, by the definition of QT , we have that

gT (k) =
1

T

T∫
0

∏
p∈P

′
p−ikpτdτ =

1

T

T∫
0

exp

{
− iτ

∑
p∈P

′
kp log p

}
dτ.

It is well known that the logarithms log p of prime numbers are linearly inde-
pendent over the field of rational numbers Q. Therefore, if k 6= 0, then∑

p∈P

′
kp log p 6= 0.

Thus, after integration, we find that

gT (k) =

1− exp
{
− iT

∑
p∈P

kp log p
}

iT
∑
p∈P

kp log p
(1.5)
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for k 6= 0, Obviously, if k = 0, then gT (k) = 1. This and (1.5) imply

lim
T→∞

gT (k) =

{
1 if k = 0,

0 if k 6= 0.

Since the right-hand side of the latter equality is the Fourier transform of the
Haar measure mH , the assertion of the lemma follows from the continuity the-
orem for probability measures on compact topological groups, see for example,
Theorem 1.4.2 in [8].

In the sequel, one property of weak convergence of probability measures
will be useful for us. We recall it. Let P be a probability measure on
(X1,B(X1)), and u : X1 → X2. The mapping u is called (B(X1),B(X2))-
measurable if u−1B(X2) ⊂ B(X1). Suppose that u has the latter prop-
erty. Then the measure P defines the unique probability measure Pu−1 on
(X2,B(X2)) by the formula

Pu−1(A) = P (u−1A), A ∈ B(X2).

Here u−1A is the preimage of the setA. It is well known that every continuous
mapping u : X1 → X2 is (B(X1),B(X2))-measurable. The following lemma
often is useful.

Lemma 1.9. Suppose that Pn, n ∈ N, and P are probability measures on
(X1,B(X1)), u : X1 → X2 is a continuous mapping, and Pn converges weakly
to P as n→∞. Then also Pnu−1 converges weakly to Pu−1 as n→∞.

Proof of the lemma can be find in [2], Section 1.5.

Proof of Theorem 1.6. Define the mapping un : Ω→ H(D) by the formula

un(ω) =

∞∑
m=1

amω(m)vn(m)

ms
= ζn(s, ω; a).

Since the latter series is absolutely convergent for σ > 1
2 , and uniformly on

compact subsets of the strip D, the mapping un is continuous. Moreover,

un(p−iτ : p ∈ P) =

∞∑
m=1

amvn(m)

ms+iτ
= ζ(s+ iτ ; a).

40



Therefore, from the definitions of QT and PT,n, we have that, for A ∈
B(H(D)),

PT,n(A) =
1

T
meas

{
τ ∈ [0, T ] : (p−iτ : p ∈ P) ∈ u−1

n A
}

= QT (u−1A) = QTu
−1
n (A),

i.e., PT,n = QTu
−1
n . This equality, the continuity of un, and Lemmas 1.8

and 1.9 show that PT,n converges weakly to the measure Vn
def
= mHu

−1
n as

T →∞.
It remains to prove that the measure P̂T,n converges weakly to Vn as well

as T →∞. Define the mapping ûn : Ω→ H(D) by the formula

ûn(ω̂) =
∞∑
m=1

amω(m)ω̂(m)vn(m)

ms
= ζ(s, ωω̂; a), ω̂ ∈ Ω.

Then, as above, we have that the mapping ûn is continuous, and

ûn(p−iτ : p ∈ P) =
∞∑
m=1

amω(m)vn(m)

ms+iτ
= ζ(s+ iτ, ω; a).

Therefore, similarly as in the case of PT,n, we find that P̂T,n = mH û
−1
n .

Thus, we have to show that mH û
−1
n = mHu

−1
n . For this, we will apply the

invariance property of the Haar measure mH . Define the mapping u : Ω→ Ω

by the formula
u(ω̂) = ωω̂, ω, ω̂ ∈ Ω,

Then

mH û
−1
n = mH(un(u)) = (mHu

−1)u−1
n = mHu

−1
n = Vn,

since, by invariance of mH , the equality mH = mHu
−1 holds.

1.5 Approximation in the mean

To pass from ζn(s; a) and ζn(s, ω; a) to ζ(s; a) and ζ(s, ω; a), respectively,
we have to show that ζn(s; a) and ζn(s, ω; a) are, in a certain sense, near the
functions ζ(s; a) and ζ(s, ω; a), respectively. This is the aim of the present
section.
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Denote by Γ(s) the Euler gamma-function, an define

ln(s) =
s

θ
Γ
(s
θ

)
ns, n ∈ N,

where the fixed number θ is the same as in the definition of vn(m). We also
need the metric in the space H(D) inducing its topology of uniform conver-
gence on compacta. It is well known, see, for example, [3], that there exists a
sequence of compact sets {Kl : l ∈ N} of the strip D such that

D =
∞⋃
l=1

Kl,

Kl ⊂ Kl+1 for all l ∈ N, and if K ⊂ D is a compact set, then K ⊂ Kl for
some l. For g1, g2 ∈ H(D), we set

ρ(g1, g2) =
∞∑
m=1

2−l
sup
s∈Kl
|g1(s)− g2(s)|

1 + sup
s∈Kl
|g1(s)− g2(s)|

.

Then ρ is the desired metric in H(D) inducing its topology.
Now, we are ready to state a lemma on the approximation of ζ(s; a) by

ζn(s; a) in the mean.

Lemma 1.10. The equality

lim
n→∞

lim sup
T→∞

1

T

T∫
0

ρ
(
ζ(s+ iτ ; a), ζn(s+ iτ ; a)

)
dτ = 0

holds.

Proof. Using the Mellin formula

1

2πi

b+i∞∫
b−i∞

Γ(s)a−sds = e−a, a, b > 0,
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we find that, for σ > 1
2 ,

1

2πi

θ+i∞∫
θ−i∞

ζ(s+ z; a)ln(z)
dz

z
=

∞∑
m=1

am
ms

(
1

2πi

θ+i∞∫
θ−i∞

1

mz
ln(z)

dz

z

)

=
∞∑
m=1

am
ms

(
1

2πi

θ+i∞∫
θ−i∞

Γ

(
z

θ

)(
m

n

)(− z
θ

)
θ

d

(
z

θ

))

=
∞∑
m=1

am
ms

(
1

2πi

1+i∞∫
1−i∞

Γ(z)

((m
n

)θ)−z
dz

)

=

∞∑
m=1

am
ms

exp

{
−
(m
n

)θ}
= ζn(s; a).

(1.6)

Let K ⊂ D be an arbitrary compact set. We fix a positive ε such that
1
2 + 2ε6σ61 − ε for points s ∈ K. We take θ̂ > 0. Then the equality (1.6)
and the residue theorem yield

ζn(s; a)− ζ(s; a) =
1

2πi

−θ̂+i∞∫
−θ̂−i∞

ζ(s+ z; a)ln(z)
dz

z
+Rn(s), (1.7)

where

Rn(s) =


0 if

q∑
l=1

al = 0,

1
q

q∑
l=1

al
ln(1−s)

1−s , otherwise.

Denote the point of the set K by s = σ + iv, and suppose that θ̂ = σ − ε− 1
2 .

Then, for s ∈ K, we derive from (1.7)

|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|

6
1

2π

∞∫
−∞

∣∣ζ(s+ iτ − θ̂ + it; a)
∣∣ |ln(−θ̂ + it)|
| − θ̂ + it|

dt+ |Rn(s+ iτ)|
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Writing t in place of v + t, gives

|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|

6
1

2π

∞∫
−∞

∣∣∣∣∣ζ
(

1

2
+ ε+ i(t+ τ); a

)∣∣∣∣∣
∣∣ln(1

2 + ε− s+ it
)∣∣∣∣1

2 + ε− s+ it
∣∣ dt+ |RT (s+ iτ)|

Hence,

1

T

T∫
0

sup
s∈K
|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ � I1 + I2, (1.8)

where

I1 =
1

T

∞∫
−∞

( T∫
0

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣dτ
)

sup
s∈K

∣∣ln(1
2 + ε− s+ it

)∣∣∣∣1
2 + ε− s+ it

∣∣ dt

and

I2 =
1

T

T∫
0

sup
s∈K
|Rn(s+ iτ)|dτ.

It is well known that uniformly in σ16σ6σ2

Γ(σ + it)� exp{−c|t|}, c > 0.

Therefore, taking θ = 1
2 + ε, we find, by the definition of ln(s),∣∣ln(1

2 + ε− s+ it
)∣∣∣∣1

2 + ε− s+ it
∣∣ =

n
1
2

+ε−σ

θ

∣∣∣∣∣Γ
( 1

2 + ε− σ
θ

+
i(t− v)

θ

)∣∣∣∣∣
�K

n−ε

θ
exp

{
− c|t|

θ

}
�K n−ε exp{−c1|t|}, c1 > 0.

(1.9)

Similarly, we find the estimate

|Rn(s+ iτ)| �K n1−σ exp

{
− c |τ − v|

θ

}
�K n1−σ exp

{
− c |τ |

θ

}
�K n1−σ exp{−c2|τ |}, c2 > 0.

(1.10)

44



It is known [3] that, for σ > 1
2 ,

T∫
0

|ζ(σ + it, α)|2dt� T.

Hence, using (1.1), we obtain, for σ > 1
2 ,

T∫
0

|ζ(σ + it; a)|2dt� 1

q2σ

q∑
l=1

|al|2
T∫

0

∣∣∣∣ζ(σ + it,
l

q

)∣∣∣∣2dt�a T.

Therefore,

T∫
0

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣dτ6
(
T

T∫
0

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣2dτ

) 1
2

� T (1 + |t|)
1
2 � T (1 + |t|).

This together with (1.9) shows that

I1 �K n−ε
∞∫
−∞

(1 + |t|) exp{−c1|t|}dt�K n−ε. (1.11)

The estimate (1.10) gives

I2 �K
n1−σ

T

T∫
0

exp{−c2|t|}dτ �K
n1−σ

T
�K

n
1
2
−2ε

T
.

Thus, in view of (1.8) and (1.11),

1

T

T∫
0

sup
s∈K
|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ �K n−ε +

n
1
2
−2ε

T
.

Now, taking T → ∞ and then n → ∞, we obtain that, for every compact set
K ⊂ D,

lim
n→∞

lim sup
T→∞

1

T

T∫
0

sup
s∈K

∣∣ζ(s+ iτ ; a), ζn(s+ iτ ; a)
∣∣dτ = 0.
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This together with the metric ρ proves the lemma.

The case of the functions ζ(s, ω; a) and ζn(s, ω; a) is more complicated
because we have not any information about the mean square

T∫
0

|ζ(σ + it, ω; a)|2dt, σ >
1

2
.

To obtain an estimate for the above mean square, we will apply some elements
of the ergodic theory.

Let, for brevity,
aτ = (p−iτ : p ∈ P), τ ∈ R.

Then {aτ : τ ∈ R} is an one-parametric group. Define the transformation ϕτ
on the torus Ω by

ϕτ (ω) = aτω, ω ∈ Ω.

Since the Haar measure mH is invariant with respect to translations by point
of Ω, we have that {ϕτ : τ ∈ R} is an one-parameter group of measurable,
measure preserving transformations on Ω. Recall that a setA ∈ B(Ω) is called
invariant with respect to the group {ϕτ : τ ∈ R} if, for every τ ∈ R, the setsA
andAτ = ϕτ (A) may differ one from another at most by a set ofmH -measure
zero. All invariant sets form a σ-field that is a sub-σ-field of B(Ω). The group
{ϕτ : τ ∈ R} is called ergodic if its σ-field of invariant sets consists only of
the sets of mH -measure zero or one.

Lemma 1.11. The group {ϕτ : τ ∈ R} is ergodic.

Proof. The lemma already was used in the theory of the Riemann zeta-
function, see, for example [22]. However, for fullness, we will present its
modified proof.

Let χ : Ω→ γ be a character of the group Ω. We have seen in the proof of
Lemma 1.8 that

χ(ω) =
∏
p∈P

′
ωkp(p),

where "′" means that only a finite number of integers kp are distinct from zero.
Suppose that χ is a non-trivial character (χ(ω) 6≡ 1). Then we have

χ(aτ ) =
∏
p∈P

′
piτkp = exp

{
− iτ

∑
p∈P

′
kp log p

}
.
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Since the set {log p : p ∈ P} is linearly independent over Q, there exists a real
number τ0 6= 0 such that

χ(aτ0) 6= 1. (1.12)

LetA be an invariant set of the group {ϕτ : τ ∈ R}, and let IA be the indicator
function of A. Then, by the definition of invariant set, we have that, for almost
all ω ∈ Ω,

IA(aτω) = IA(ω). (1.13)

Denote by ÎA Fourier transform of IA. Then, in view of invariance of the
measure mH and (1.13), we find that

ÎA(χ) =

∫
Ω

χ(ω)IA(ω)mH(dω)

=

∫
Ω

χ(aτ0ω)IA(aτ0ω)mH(dω)

= χ(aτ0)

∫
Ω

χ(ω)IA(ω)mH(dω) = χ(aτ0)ÎA(χ).

Hence, by (1.12), we find that

ÎA(χ)
(
1− χ(aτ0)

)
= 0

implies the equality

ÎA(χ) = 0 (1.14)

for all non-trivial characters χ of the group Ω. Now let χ0 be the trivial charac-
ter (χ0(ω) ≡ 0) of Ω. Suppose that ÎA(χ1) = a. Then, using the orthogonality
of characters, ∫

Ω

χ(ω)mH(dω) =

{
1 if χ = χ0,

0 if χ 6= χ0,

and (1.14), we obtain that, for every character χ of the group Ω,

ÎA(χ) = a

∫
Ω

χ(ω)mH(dω) = a1̂χ = â(χ).
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Since IA(ω) is uniquely determined by the Fourier transform ÎA(χ), from this
it follows that IA(ω) = a for almost all ω ∈ Ω. However, IA(ω) is the
indicator function, thus, a = 0, or a = 1. Therefore, either IA(ω) = 0, or
IA(ω) = 1 for almost all ω ∈ Ω. This shows that either mH(A) = 0, or
mH(A) = 1, and the lemma is proved.

Also, we will use the notion of the ergodic process. Let X(t, ω), t ∈ T , be
a random process defined on a certain probability space with measure P . Let
t1, t1, . . . , tn be arbitrary values of t. Then the family of distributions

P (X(t1, ω) < x1, . . . , X(tn, ω) < xn), n ∈ N,

is called a family of finite-dimensional distributions of X(t, ω). Moreover, let
Y be a space of all functions, t ∈ T . Then the family of finite-dimensional
distributions of X(t, ω) defines a probability measure Q on (Y,B(Y)), and,
on the probability space (Y,B(Y),Q), the translation gu : y(t) → y(t + u),
y ∈ Y, can be defined random process is said to be strongly stationary if its
finite-dimensional distributions are invariant with respect to translations gu. If
a process is strongly stationary, then the translation gu is measure preserving,
i.e., for each A ∈ B(Y) and u ∈ R, the equality Q(A) = Q(Au) holds, where
Au = gu(A).

A set A ∈ B(Y) is called invariant of the process if, for each u, the sets
A and Au can differ one from another at most by a set of Q-measure zero.
All invariant sets form a σ-field wich is a sub-σ-field of the σ-field B(Y). A
strongly stationary random process is ergodic if its σ-field of invariant sets
consists only if the sets having Q-measure 0 or 1.

Now, we state the classical Birkhoff-Khintchine theorem for ergodic pro-
cesses

Lemma 1.12. Suppose that X(t, ω) is ergodic process, E|X(t, ω)| <∞, with
sample paths integrable in the Riemann sense over every finite interval. Then,
for almost all ω,

lim
T→∞

1

T

T∫
0

X(t, ω)dt = EX(0, ω).

Proof of the lemma can be found, for example, in [5].
Lemma 1.12 alows to estimate the mean square for ζ(s, ω; a).
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Lemma 1.13. Suppose that σ > 1
2 is fixed. Then, for almost all ω ∈ Ω,

T∫
0

|ζ(σ + it, ω; a)|2dt� T, T →∞.

Proof. By the definition of ζ(s, ω; a),

ζ(s, ω; a) =
∞∑
m=1

Xm,

where

Xm = X(s, ω) =
amω(m)

ms
.

We have seen in the proof of Lemma 1.3 that Xm, m ∈ N, are pairwise or-
thogonal random variables such that

E|X|2 =
|am|2

m2σ
.

Since |am|6ca, we have that, for σ > 1
2 ,

∞∑
m=1

E|Xm|2 <∞.

Therefore, using the orthogonality and applying the Perseval identity, we find
that, for σ > 1

2 ,

E|ζ(σ, ω; a)|2 =

∞∑
m=1

E|Xm|2 <∞. (1.15)

In the view of Lemma 1.11, the group {ϕt : t ∈ R} is ergodic. Therefore, the
random process ζ(σ, ϕt(ω); a) is ergodic as well. Hence, by Lemma 1.12 and
(1.15), for σ > 1

2 and almost all ω ∈ Ω

lim
T→∞

1

T

T∫
0

|ζ(σ + it, ω; a)|2dt = E|ζ(σ, ω; a)|2 <∞

because ζ(σ, ϕt(ω); a) = ζ(σ + it, ω; a). Hence, for σ > 1
2 and almost all
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ω ∈ Ω,
T∫

0

|ζ(σ + it, ω; a)|2dt� T, T →∞.

Now, we are in position to prove an analogue of Lemma 1.10 for the func-
tions ζ(σ, ω; a) and ζn(σ, ω; a).

Lemma 1.14. For almost all ω ∈ Ω, the equality

lim
n→∞

lim sup
T→∞

1

T

T∫
0

ρ
(
ζ(s+ iτ, ω; a), ζn(s+ iτ, ω; a)

)
dτ = 0

holds.

Proof. We repeat the proof of Lemma 1.10 and use the estimate

T∫
0

∣∣∣∣∣ζ
(

1

2
+ ε+ i(t+ τ), ω; a

)∣∣∣∣∣dt� T (1 + |t|)

which is implied, for all t ∈ R and almost all ω ∈ Ω, by Lemma 1.13.

1.6 Limit theorems for ζ(s; a) and ζ(s, ω; a)

In this section, together with PT we consider the measure

PT,Ω(A) =
1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ, ω; a) ∈ A}, a ∈ B(H(D)).

Some of assertions will be true for almost all ω ∈ Ω, however, this has no any
influence for final results, therefore, we often will omit phrase "for almost all
ω ∈ Ω".

Theorem 1.15. On (H(D),B(H(D))), there exists a probability measure P
such that the measures PT and PT,Ω both converges to P as T →∞.

In the proof of Theorem 1.15, we will use two notions of the weak conver-
gence of probability measures. Let {P} be a family of probability measures
on (X,B(X)). The family {P} is called relatively compact if every sequence
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{Pn} ⊂ {P} contains a subsequence {Pnk} such that Pnk converges weakly
to a certain probability measure P on (X,B(X)) as k → ∞. The family {P}
is tight if, for every ε > 0, there exists a compact set K = K(ε) ⊂ X such
that

P (K) > 1− ε

for all P ∈ {P}. The notions of the relative compactness and tightness are
connected by the Prokhorov theorem which we state as the following lemma

Lemma 1.16. If the family {P} is tight, then it is relatively compact.

Proof of the lemma is given in [2], Theorem 6.1.
Sometimes, in place of the weak convergence of probability measures it is

convenient to use the notion of the convergence in distribution. We recall that
the random element Xn converges to X in distribution as n→∞

(
Xn

D−−−→
n→∞

X
)

if the distribution of Xn converges weakly to the distribution of X as
n→∞.

The next lemma is very important for the proof of Theorem 1.15.

Lemma 1.17. Suppose that the space (X, d) is separable, the X-valued ele-
ments Yn, X1n, X2n, . . ., n ∈ N, are defined on the same probability space
with measure µ, for any k ∈ N,

Xkn
D−−−→

n→∞
Xk,

and
Xk

D−−−→
k→∞

X.

Moreover, if, for every ε > 0,

lim
k→∞

lim sup
n→∞

µ{d(Xkn, Yn)>ε} = 0,

then
Xn

D−−−→
n→∞

X.

The lemma is Theorem 4.2 in [2], where its proof is given.
We recall that Vn is the limit measure in Lemma 1.9

Lemma 1.18. The sequence {Vn : n ∈ N} is tight.

Proof. Let ξ be a random variable defined on a certain probability space with
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measure µ, and uniformly distributed on [0, 1]. Define the H(D)-valued ran-
dom element XT,n by the formula

XT,n = XT,n(s) = ζn(s+ iξT ; a).

Moreover, let Xn be the H(D)-valued random element having the distribution
Vn. Then the assertion of Lemma 1.9 can be written as

XT,n
D−−−−→

T→∞
Xn. (1.16)

The series for ζn(s; a) is absolutely convergent for σ > 1
2 . Therefore, by the

well-known property of Dirichlet series, we know, for σ > 1
2 , that

lim
T→∞

1

T

T∫
0

|ζn(σ + it; a)|2dt =

∞∑
m=1

|am|2v2
n(m)

m2σ
6
∞∑
m=1

|am|2

m2σ
<∞

for all n ∈ N. Consequently, for σ > 1
2 ,

sup
n∈N

lim sup
T→∞

1

T

T∫
0

|ζn(σ+it; a)|dt6 sup
n∈N

lim sup
T→∞

(
1

T

T∫
0

|ζn(σ+it; a)|2dt

) 1
2

<∞.

Thus, for all n ∈ N and σ > 1
2 ,

sup
n∈N

lim sup
T→∞

1

T

T∫
0

|ζn(σ + it; a)|dt6C <∞. (1.17)

Let Kl be compact set from the definition of the metric ρ. Then an application
of the Cauchy integral formula and (1.17) shows that, for all n ∈ N,

lim sup
T→∞

1

T

T∫
0

sup
s∈Kl
|ζn(s+ iτ ; a)|dτ6Cl <∞. (1.18)

For an arbitrary fixed ε > 0, let Ml = Ml(ε) = 2lClε
−1. Then, in view of
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(1.18), we find that, for all n ∈ N,

lim sup
T→∞

µ
{

sup
s∈Kl
|XT,n(s)| > Ml

}
= lim sup

T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈Kl
|ζn(s+ iτ ; a)| > Ml

}

6 lim sup
T→∞

1

TMl

T∫
0

sup
s∈Kl
|ζn(s+ iτ ; a)|dτ6 Cl

TMl
=

ε

2l
.

Hence, in virtue of (1.16),

µ
{

sup
s∈Kl
|Xn(s)| > Ml

}
6
ε

2l
. (1.19)

Define the set K = K(ε) =
{
g ∈ H(D) : sup

s∈Kl
|g(s)|6Ml, l ∈ N

}
. Then K

is a compact set in the space H(D). Moreover, by (1.19), for all n ∈ N,

µ(Xn ∈ K)>1− ε
∞∑
l=1

1

2l
= 1− ε.

Since Vn is the distribution of Xn, this shows that

Vn(K)>1− ε

for all n ∈ N, i.e., the sequence {Vn : n ∈ N} is tight.

Proof of Theorem 1.15. By Lemma 1.18, the sequence {Vn : n ∈ N} is tight,
hence, in view of Lemma 1.16, it is relatively compact. Therefore, there exists
a subsequence {Vnk} ⊂ {Vn} such that Vnk converges weakly to a certain
probability measure P on (H(D),B(H(D))) as k → ∞. Hence, using the
notation of Lemma 1.18, we have that

Xnk
D−−−→

k→∞
P. (1.20)

Define one more H(D)-valued random element YT = YT (s) by the formula

YT (s) = ζ(s+ iξT ; a).
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Then Lemma 1.10 implies, for every ε > 0, the equality

lim
n→∞

lim sup
T→∞

µ{ρ(YT , XT,n)>ε}

= lim
n→∞

lim sup
T→∞

1

T
meas

{
τ ∈ [0, T ] : ρ(ζ(s+ iτ ; a), ζn(s+ iτ ; a))>ε

}
6 lim
n→∞

lim sup
T→∞

1

Tε

T∫
0

ρ(ζ(s+ iτ ; a), ζn(s+ iτ ; a))dτ = 0.

(1.21)

Now, the relations (1.16) and (1.20) together with equality (1.21) show that all
conditions of Lemma 1.16 are satisfied. Therefore

YT
D−−−−→

T→∞
P, (1.22)

in other words, the measure PT converges weakly to P as T → ∞. More-
over, the relation (1.22) shows that the limit measure P is independent of the
sequence {Xnk}. Since the sequence {Xn} is relatively compact, we deduce
from this that

Xn
D−−−→

n→∞
P. (1.23)

It remains to prove that the measure PT,Ω also converges weakly to the
measure P as T →∞. For this, we define twoH(D)-valued random elements
XT,n,Ω = XT,n,Ω(s) and YT,Ω = YT,Ω(s) by the formulas

XT,n,Ω(s) = ζn(s+ iξT, ω; a)

and
YT,Ω(s) = ζ(s+ iξT, ω; a).

Then, by Lemma 1.9, we have that

XT,n,Ω
D−−−−→

T→∞
Xn, (1.24)

and Lemma 1.14 implies, for every ε > 0, the equality

lim
n→∞

lim sup
T→∞

µ{ρ(YT,Ω, XT,n,Ω)>ε} = 0. (1.25)
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From (1.23)-(1.25) and Lemma 1.16, it follows that

YT,Ω
D−−−−→

T→∞
P,

and this is equivalent to weak convergence of PT,Ω to P as T → ∞. The
theorem is proved.

1.7 Proof of the first part of Theorem 1.6

In this section, we will prove that PT converges weakly to the measure Pζ ,
in other words, we will identify the limit measure P in Theorem 1.15.

For this, we recall an equivalent of weak convergence in terms of continuity
sets. We remind that A ∈ B(X) is called a continuity set of a probability
measure P on (X,B(X)) if P (∂A) = 0, where ∂A denotes the boundary of
the set A.

Lemma 1.19. Let Pn, n ∈ N, and P be probability measures on (X,B(X)).
Then Pn converges weakly to P as n → ∞ if and only if, for every continuity
set A of P ,

lim
n→∞

Pn(A) = P (A).

The lemma is a part of Theorem 2.1 of [2].
Let A be an arbitrary fixed continuity set of the limit measure P . On the

probability space (Ω,B(Ω),mH), define a random variable η by the formula

η(ω) =

{
1 if ζ(s, ω; a) ∈ A,
0 otherwise.

Obviously,

Eη =

∫
Ω

ηdmH = mH{ω ∈ Ω : ζ(s, ω; a) ∈ A} = Pζ(A). (1.26)

Moreover, by Theorem 1.15 and Lemma 1.19, we have the equality

lim
T→∞

PT,Ω(A) = lim
T→∞

1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ, ω; a) ∈ A}

= P (A).

(1.27)
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Since, in view of Lemma 1.11, the group {ϕτ : τ ∈ R} is ergodic, we have
that the random process (ϕτ (ω)) is ergodic as well. Therefore, Lemma 1.12
shows that

lim
T→∞

1

T

T∫
0

η(ϕτ (ω))dτ = Eη. (1.28)

However, by the definition of ϕτ and η,

1

T

T∫
0

η(ϕτ (ω))dτ =
1

T
meas{τ ∈ [0, T ] : ζ(s, ϕτ (ω); a) ∈ A}

=
1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ, ω; a) ∈ A}.

This, (1.28) and (1.26) show that

lim
T→∞

1

T
meas{τ ∈ [0, T ] : ζ(s+ iτ, ω; a) ∈ A} = P (A).

Hence, in view of (1.27), we obtain that P (A) = Pζ(A). Since A was an
arbitrary continuity set of the measure P , we have that P (A) = Pζ(A) for
all continuity sets A of P . However, it is known [2] that all continuity sets
constitute a determining class. Therefore, the equality P (A) = Pζ(A) holds
for every A ∈ B(H(D)). Thus, we have that P = Pζ , and the first part of
Theorem 1.6 is proved.

1.8 The support of the measure Pζ

In this section, we will prove that the support of the limit measure in The-
orem 1.4 is the set

S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.

We start with several statements of known results.
Recall that the support of the distribution of a random element X is called

a support of X , and will be denoted by SX .

Lemma 1.20. Suppose that {Xm : m ∈ N} is a sequence of independent
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H(D)-valued random elements such that the series

∞∑
m=1

Xm

converges almost surely. Then the support of the sum of this series is equal
to the closure of the set of all g ∈ H(D) that can be written as the sum of a
convergent series

g =
∞∑
m=1

gm, gm ∈ SXm .

The lemma is Theorem 1.7.10 of [22].

Lemma 1.21. Suppose that the sequence {gm : m ∈ N} ⊂ H(D) satisfies the
following conditions:

1◦ If µ is a complex-valued Borel measure on (C,B(C)) with compact support
contained in D such that ∣∣∣∣ ∞∑

m=1

gmdµ

∣∣∣∣ <∞,
then ∫

C

sldµ(s) = 0

for all l ∈ N0;

2◦ For every compact subset K ⊂ D,

∞∑
m=1

sup
s∈K
|gm(s)|2 <∞;

3◦ The series
∞∑
m=1

gm

is convergent in H(D).

Then the set of all convergent series

∞∑
m=1

amgm
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with |am| = 1 is dense in H(D).

The lemma is Theorem 6.3.10 of [22].

Lemma 1.22. Let µ be a complex-valued Borel measure on (C,B(C)) with
compact support contained in the half-plane {s ∈ C : σ > σ0}, and

g(s) =

∫
C

eszdµ(z).

If g(s) 6≡ 0, then

lim sup
x→∞

log |g(x)|
x

> σ0.

The lemma is Lemma 6.4.10 from [22].
Recall that an analytic function g(s) in an angular region | arg s|6θ0, 0 <

θ06π, is called a function of exponential type if

lim sup
r→∞

log |g(reiθ)|
r

<∞

uniformly in θ, |θ|6θ0.

Lemma 1.23. Suppose that g(s) is a function of exponential type, and

lim sup
x→∞

log |g(x)|
x

> −1.

Then, for all coprime l an q, ∑
p≡lmodq

|g(log p)| <∞

The lemma is Lemma 4.1 of [28].
We also recall the Hurwitz theorem which we state as the next lemma.

Lemma 1.24. Suppose that {gn(s) : n ∈ N} is a sequence of analytic func-
tions in a region G bounded by a simple closed contour, and that

lim
n→∞

gn(s) = g(s)

uniformly in G, where g(s) 6≡ 0. Then an interior point s0 of G is a zero of g(s)

if and only if here exist a sequence {sn} ⊂ G such that sn → s0 as n → ∞,
and g(sn) = 0 for n > n0 = n0(s0).
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Proof of lemma is given in [51].
Now, we are ready to prove the second statement of Theorem 1.6 on the

support of the measure Pζ .

Lemma 1.25. The support of the measure Pζ is the set S.

Proof. By Proposition 1.5, we have that

ζ(s, ω; a) =
∏
p∈P

(
1 +

∞∑
l=1

aplω
l(p)

pls

)
,

where, for almost all ω ∈ Ω, the product converges uniformly on compact
subsets of D. Let p0 be such that, for p > p0,∣∣∣∣ ∞∑

l=1

aplω
l(p)

pls

∣∣∣∣61

2

for all s ∈ D. Such a number p0 exists because∣∣∣∣ ∞∑
l=1

aplω
l(p)

pls

∣∣∣∣6 ∞∑
l=1

∣∣∣∣aplωl(p)pls

∣∣∣∣6ca ∞∑
l=1

1

p
l
2

= ca

1√
p

1− 1√
p

=
ca√
p− 1

.

Next, we consider, for p̂0 > p0, the product

∏
p>p̂0

(
1 +

∞∑
l=1

aplω
l(p)

pls

)
.

For brevity, let, as in the proof of Proposition 1.5,

xp(s, ω) =

∞∑
l=1

aplω
l(p)

pls
, p > p̂0

For |z| < 1, define

log(1 + z) = z − z2

2
+
z3

3
− . . . .

Then the functions log(1 + xp(s, ω)) are well defined for s ∈ D. In the proof
of Proposition 1.5, it was obtained, that∑

p∈P
xp(s, ω)
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converges uniformly on compact sets of D for almost all ω ∈ Ω. Therefore,
there exists a sequence b = {bp : |bp| = 1} such that the series∑

p>p̂0

xp(s, b) (1.29)

converges in the spaceH(D). Moreover, it was observed in the proof of Propo-
sition 1.5 that ∑

p∈P
|xp(s, ω)|2

converges uniformly on compact sets of the strip D. Thus, for every compact
set K ∈ D, ∑

p>p̂0

sup
s∈K
|xp(s, b)|2 <∞.

This and the convergence of the series (1.29) show that the conditions 2◦ and
3◦ of Lemma 1.21 are satisfied by the sequence {xp(s, b)}. It remains to check
the condition 1◦.

Suppose that µ is a complex-valued Borel measure (C,B(C)) with com-
pact support contained in D such that

∑
p>p̂0

∣∣∣∣ ∫
C

xp(s, b)dµ(s)

∣∣∣∣ <∞. (1.30)

Write
xp(s, b) =

apbp
ps

+ yp(s, b),

where, by the proof of Proposition 1.5,∑
p>p̂0

|xp(s, b)− yp(s, b)|

converges uniformly on compact subsets of D. Thus, in view of (1.30),

∑
p>p̂0

∣∣∣∣ap ∫
C

1

ps
dµ(s)

∣∣∣∣ <∞.
Hence, by the periodicity of the sequence a, we find that

∑
p>p̂0

p≡l(modq)

∣∣∣∣al ∫
C

1

ps
dµ(s)

∣∣∣∣ <∞ (1.31)
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for all l = 1, . . . , q, (l, q) = 1. Since the sequence a is multiplicative, we have
that a1 = 1. Therefore, (1.31) implies the inequality∑

p>p̂0
p≡1(modq)

|ρ(log p)| <∞, (1.32)

where ρ(z) =
∫
C
e−szdµ(s), l = 1, ..., q. The function ρ(z) is of exponential

type, therefore, in virtue of Lemma 1.22, we have that either ρ(z) ≡ 0, or

lim sup
x→∞

log |ρ(x)|
x

> −1.

If the latter in equality holds, by Lemma 1.22∑
p>p̂0

p≡1(modq)

|ρ(log p)| =∞, (1.33)

and this is contradicts (1.32). Thus, we have that ρ(z) ≡ 0, i.e.,∫
C

e−szdµ(s) ≡ 0.

Differentiating the latter equality m times and then taking z = 0, we find that∫
C

smdµ(s) = 0

for allm ∈ N0. This means that the condition 1◦ of Lemma 1.21 also holds for
the sequence {xp(s, b) : p > p̂0}. Therefore, the set of all convergent series∑

p>p̂0

b̂(p)xp(s, b) (1.34)

with |b̂(p)| = 1, p > p̂0, is dense in the space H(D).
Let x0(s) be an arbitrary point of H(D), ε > 0 is an arbitrary number, and
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K ⊂ D be an arbitrary compact set. We have that, for p > p̂0,

log(1 + xp(s, ω)) =
∞∑
k=1

( ∞∑
l=1

apla
l(p)

pls

)k
(−1)k−1

k

=
apω(p)

ps
+
∞∑
l=2

apl lω
l(p)

pls
+
∞∑
k=2

( ∞∑
l=1

aplω
l(p)

pls

)k
(−1)k−1

k
.

Then there exist p̂0 such that

sup
s∈K

∣∣∣∣∣ ∑
p>p̂0

( ∞∑
l=2

apla
l(p)

pls
+
∞∑
k=2

( ∞∑
l=1

apla
l(p)

pls

)k
(−1)k−1

k

)∣∣∣∣∣ < ε

2
(1.35)

with every a = {a(p) : |a(p)| = 1}. The denseness of the set of the series
(1.34) implies that there exists â = {â(p) : |â(p)| = 1} such that

sup
s∈K

∣∣∣∣∣xo(s)− ∑
p06p<p̂0

log
(
1 + xp(s, b)

)
−
∑
p>p̂0

â(p)xp(s, b)

∣∣∣∣∣ < ε

2
. (1.36)

Now, let

a(p) =

{
â(p)b(p) if p > p̂0,

b(p) if p06p < p̂0.

Then we deduce from (1.35) and (1.36) that

sup
s∈K

∣∣∣∣xo(s)−∑
p>p̂0

log
(
1 + xp(s, a)

)∣∣∣∣
6 sup
s∈K

∣∣∣∣xo(s)− ∑
p06p<p̂0

log
(
1 + xp(s, b)

)
−
∑
p>p̂0

â(p)xp(s, b)

∣∣∣∣
+ sup
s∈K

∣∣∣∣∣ ∑
p>p̂0

( ∞∑
l=2

apla
l(p)

pls
+

∞∑
k=2

( ∞∑
l=1

apla
l(p)

pls

)k
(−1)k−1

k

)∣∣∣∣∣ < ε.

This shows that the set of all convergent series∑
p>p0

log
(
1 + xp(s, â)

)
(1.37)

with â = {a(p) : |a(p)| = 1} is dense in the space H(D).
We already have mention that {ω(p) : p ∈ P} is a sequence of independent
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random variables defined on the probability space (Ω,B(Ω),mH). Hence{
log
(
1 + xp(s, ω)

)
: p ∈ P

}
is a sequence of independent H(D)-valued elements on the probability space
(Ω,B(Ω),mH). The support of each random variable ω(p) is the unit circle
on the complex plane. Therefore, the set{

g ∈ H(D) : g(s) = log
(
1 + xp(s, â)

)}
with â = {a(p) : |a(p)| = 1} is the support of the H(D)-valued random
element

log
(
1 + xp(s, ω)

)
.

Consequently, by Lemma 1.20, the support of the random element∑
p>p0

log
(
1 + xp(s, ω)

)
(1.38)

is the closure of the set if all convergent series (1.37). Since this set is dense in
H(D), we have that the support of the random element (1.38) in the whole of
H(D).

Now, let the function u : H(D)→ H(D) be given by the formula

u(g) = eg, g ∈ H(D).

Then u is a continuous function sending∑
p>p0

log
(
1 + xp(s, ω)

)
to ∏

p>p0

log
(
1 + xp(s, ω)

)
, (1.39)

and mapping H(D) onto S\{0}. This shows that the support of the random
element (1.39) contains the set S\{0}. However, the support of the random
elements (1.39) is a closed set. By Lemma 1.23, the closure of the set S\{0}
is S. This, the support of the random element (1.39) contains the set S.

The product (1.39) consists of non-zero factors and converges uniformly
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on compact subsets of the strip D for almost all ω ∈ Ω. Therefore, in view
of Lemma 1.23 again, the set S contains the support of the random element
(1.39). This and the opposite inclusion shows that the support of the random
element (1.39) is the set S.

Write ∏
p∈P

(
1 + xp(s, ω)

)
= X1X2,

where
X1 =

∏
p6p0

(
1 + xp(s, ω)

)
, X2 =

∏
p>p0

(
1 + xp(s, ω)

)
.

Then we have that X1 and X2 are independent random elements. Since the
product is uniformly convergent on compact subsets ofD for almost all ω ∈ Ω,
the random elementX1 is not degenerated at zero. Hence, the support ofX1X2

is the same as X2, i.e., it is the set S. The lemma is proved.

Proof of Theorem 1.6. The theorem follows from Section 1.7 and Lemma
1.25.

1.9 Proof of Theorem 1.1

We recall one more equivalent of weak convergent of probability measures,
in this case, in terms of open sets.

Lemma 1.26. Let Pn, n ∈ N, and P be probability measures on (X,B(X)).
Then Pn converges weakly to P as n→∞ if and only if, for every open set G
of X,

lim inf
n→∞

Pn(G)>P (G).

The lemma is a part of Theorem 2.1 of [2].
We also will use the Mergelyan theorem on the approximation of analytic

functions by polynomials.

Lemma 1.27. Let K ⊂ C be a compact set with connected complements, and
the function f(s) be continuous on K and analytic in the interior if K. Then,
for every ε > 0, there exists a polynomial p(s) such that

sup
s∈K
|f(s)− p(s)| < ε.
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Proof of the lemma can be found in [38].

Proof of Theorem 1.1. The case of "lim inf". Since the function f(s) is non-
vanishing on K, by Lemma 1.27, there exist a polynomial p(s) such that

sup
s∈K
|f(s)− ep(s)| < ε

2
. (1.40)

Define the set

Gε =

{
g ∈ H(D) : sup

s∈K
|g(s)− ep(s)| < ε

2

}
.

Then Gε is an open neighborhood of ep(s) which, in view of Lemma 1.25, is an
element of the support of the measure Pζ . Thus

Pζ(Gε) > 0.

Hence, by Theorem 1.6 and Lemma 1.26,

lim inf
T→∞

PT (Gε)>Pζ(Gε) > 0.

This and the definition of PT and Gε give the inequality

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K

∣∣ζ(s+ iτ ; a)− ep(s)
∣∣ < ε

2

}
> 0. (1.41)

Suppose that τ ∈ R satisfy the inequality

sup
s∈K

∣∣ζ(s+ iτ ; a)− ep(s)
∣∣ < ε

2
.

Then, for these τ , taking into account (1.40), we find

sup
s∈K

∣∣ζ(s+iτ ; a)−f(s)
∣∣6 sup

s∈K

∣∣ζ(s+iτ ; a)−ep(s)
∣∣+sup

s∈K

∣∣f(s)−ep(s)
∣∣ < ε

2
+
ε

2
= ε.

This shows that{
τ ∈ [0, T ] : sup

s∈K

∣∣ζ(s+ iτ ; a)− ep(s)
∣∣ < ε

2

}
⊂
{
τ ∈ [0, T ] : sup

s∈K

∣∣ζ(s+ iτ ; a)− f(s)
∣∣ < ε

}
.
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Hence, by the monotonicity of the Lebegue measure and (1.41), we obtain

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K

∣∣ζ(s+ iτ ; a)− f(s)
∣∣ < ε

}
> 0.

The case of "lim". Define the set

Ĝε =

{
g ∈ H(D) : sup

s∈K
|g(s)− f(s)| < ε

}
.

The boundary ∂Ĝε of Ĝε lies in the set{
g ∈ H(D) : sup

s∈K
|g(s)− f(s)| = ε

}
,

therefore, the boundaries ∂Ĝε1 and ∂Ĝε2 do not intersect for different positive
ε1 and ε2. This shows, that Pζ(∂Ĝε) is positive for at most countably many
ε > 0, in other words, the set Ĝε is the continuity set of the measure Pζ for all
but at most countably many ε > 0. Therefore, by Theorem 1.6 and Lemma
1.19, the limit

lim
T→∞

PT (Ĝε) = Pζ(Ĝε)

exists for all but at most countably many ε > 0. By the distributions of PT and
Ĝε, the limit

lim
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K

∣∣ζ(s+ iτ ; a)− f(s)
∣∣ < ε

}
= Pζ(Ĝε).(1.42)

exists for all but at most countably many ε > 0. Thus, it remains to prove
that Pζ(Ĝε) > 0. Let Gε be the same as in the case of "lim inf". Suppose that
g ∈ Gε. then

sup
s∈K
|f(s)− ep(s)| < ε

2
.

Hence, and (1.40), for such g(s),

sup
s∈K

∣∣g(s)− f(s)
∣∣6 sup

s∈K

∣∣g(s)− ep(s)
∣∣+ sup

s∈K

∣∣f(s)− ep(s)
∣∣ < ε

2
+
ε

2
= ε.

This shows that g ∈ Ĝε, i.e., Gε ⊂ Ĝε. Since Pζ(Gε) > 0, hence, we have the
inequality Pζ(Ĝε > 0, and the theorem follows by (1.42).

The theorem is proved.
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Chapter 2

Special case of the sequence a

In this chapter, we consider the universality of the function ζ(s; a) with a
special periodic sequence a, such that am 6≡ 0. We suppose that the period q
of the sequence a is a prime number, and

aq =
a

ϕ(q)

q−1∑
l=1

al, (2.1)

where ϕ(q) = #{16l6q : (l, q) = 1} is the Euler totient function. Clearly,
the equality (2.1) defines a non-trivial sequence for q>3. If q = 2, then ϕ(2) =

1, and (2.1) implies a2 = a1. Thus, by periodicity of a, we have that am = a1

for all m ∈ N.
In this chapter, we do not require the multiplicativity of the sequence a.

For the proofs, we will apply the approach based on properties of Dirichlet
L-functions.

2.1 Statement of the results

Dirichlet characters and Dirichlet L-functions were shortly described in
Introduction, therefore, we recall only that if χ is a Dirichlet characters modulo
q, then the corresponding Dirichlet L-function L(s, χ) is defined, for σ > 1,
by

L(s, χ) =
∞∑
m=1

χ(m)

ms
=
∏
p

(
1− χ(p)

ps

)−1

,
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and has a meromorphic continuation to the whole complex plane. The func-
tion L(s, χ) is entire if χ is the non-principal character modulo q, and has the
unique simple pole at the point s = 1 if χ is the principal character modulo q.

If am ≡ c, m ∈ N, with c ∈ C\{0}, then the sequence a is periodic with
period q = 1. In this case, we have

ζ(s; a) =
∞∑
m=1

c

ms
, σ > 1.

thus, ζ(s; a) = cζ(s). Similarly, if am is a multiple of a Dirichlet character χ
modulo q, i.e., am = cχ(m), m ∈ N, with a certain constant c ∈ C\{0}, then

ζ(s; a) =
∞∑
m=1

cχ(m)

ms
, σ > 1.

Thus, ζ(a; a) = cL(s, χ). Since the functions ζ(s) and L(s, χ) are universal in
the Voronin sense, Theorems G and I, in the above cases, the function ζ(s; a)

is also universal. Thus, we have the following statement.

Theorem 2.1. Suppose that am ≡ c 6= 0, or am is a multiple of a Dirichlet
character modulo q. Let K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas{τ ∈ [0, T ] : sup

s∈k
|ζ(s+ iτ ; a)− f(s)| < ε} > 0.

For the statement of the main theorem, we need some notation. It is well
known, see, for example, [43], that, for 16b < q, (b, q) = 1, b ∈ N,

ζ

(
s,
b

q

)
=

qs

ϕ(q)

∑
χ=χ(modq)

χ(b)L(s, χ),

where the summing runs over all ϕ(q) Dirichlet characters modulo q. There-
fore, denoting by (l, q) the greatest common divisor of the numbers l and q,
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and using (1.1), we find

ζ(s; a) =
1

qs

q∑
l=1

alζ

(
s,
l

q

)
=

1

qs

q∑
l=1

alζ

(
s,

l
(l,q)
q

(l,q)

)

=
1

qs

q∑
l=1

al

(
q

(l,q)

)s
ϕ
(

q
(l,q)

) ∑
χ=χ
(

mod q
(l,q)

)χ
(

l

(l, q)

)
L(s, χ)

=

q∑
l=1

al

ϕ
(

q
(l,q)

)
(l, q)s

∑
χ=χ
(

mod q
(l,q)

)χ
(

l

(l, q)

)
L(s, χ).

(2.2)

In this chapter, we do not require the multiplicativity of the sequence a.
Therefore, it is convenient to separate two types of universality. We say that
ζ(s; a) is universal if inequality of universality

lim inf
T→∞

1

T
meas{τ ∈ [0, T ] : sup

s∈k
|ζ(s+ iτ ; a)− f(s)| < ε} > 0.

with every ε > 0 is satisfied for all K ∈ K and f(s) ∈ H0(K). If the latter
inequality is satisfied for all K ∈ K and f(s) ∈ H(K) (H(K) is the class of
continuous functions on K that are analytic in the interior of K), then we say,
that the function ζ(s; a) is strongly universal. For brevity, let

b(q, χ) =

q−1∑
l=1

alχ(l),

where χ is a Dirichlet character modulo q. We suppose that am 6≡ 0, m ∈ N.
Then the following statement is true.

Theorem 2.2. Suppose that the periodic sequence a = {am : m ∈ N} with
minimal period q satisfies equality (2.1), and that q is a prime number.

1◦ If the sequence a satisfies at least one of the hypothesis

i) am ≡ c, m ∈ N;

ii) am is a multiple of a Dirichlet character modulo q;

iii) q = 2;

iv) only one of the numbers b(q, χ) 6= 0, q > 2,

then the function ζ(s, a) is universal.
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2◦ If q > 2 and at least two numbers b(q, χ) 6= 0, then the function ζ(s; a) is
strongly universal.

For the proof of Theorem 2.2, we will use the Voronin joint universality
theorem for Dirichlet L-functions.

2.2 The Voronin theorem

First we remind the notion of equivalent Dirichlet characters. Let χ1 and
χ2 two Dirichlet characters modulo q1 and q2, respectively. Denote by [q1, q2]

the least common multiple of q1 and q2. For m ∈ N such that (m, q1) = 1

and (m, q2) = 1, we have that (m, [q1, q2]) = 1. Then, for such m, by the
definition of a character,

χ1(m) 6= 0 and χ2(m) 6= 0.

The characters χ1 and χ2 are called equivalent if

χ1(m) = χ2(m)

for (m, [q1, q2]) = 1, or, in other words, if χ1 is equal to χ2 for m such that
the values χ1(m) 6= 0 and χ2(m) 6= 0.

S. M. Voronin in [53], see also [17] and [54], obtained the joint universality
of Dirichlet L-functions. Roughly speaking, he proved that a collection on an-
alytic functions can be simultaneously approximated by the collection of shifts
of Dirichlet L-functions. We state a modern version of the Voronin theorem as
the following lemma.

Lemma 2.3. Suppose that χ1, . . . , χr are pairwise non-equivalent Dirich-
let characters, and L(s, χ1), . . . , L(s, χr) are the corresponding Dirichlet L-
functions. For j = 1, . . . , r, let Kj ∈ K and fj(s) ∈ H0(Kj). Then, for every
ε > 0,

lim inf
T→∞

1

T
meas{τ ∈ [0, T ] : sup

16j6r
sup
s∈k
|L(s+ iτ, χj)− fj(s)| < ε} > 0.

Proof of the lemma can be found in [25].
The initial Voronin theorem for a collection of Dirichlet L-functions with

pairwise non-equivalent characters was proved for closed circle in D, j =
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1, . . . , r. B. Bagchi obtained [1] a joint universality for Dirichlet L-functions
with different character modulo q.

2.3 Proofs of universality

Theorem 2.1 is trivial, however, we present some remarks.

Proof of Theorem 2.1. 1. The case am ≡ c, c 6= 0, m ∈ N. By Theorem G
stated in Introduction, for every K ∈ K, f(s) ∈ H0(K) and ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ)− 1

c
f(s)| < ε

|c|

}
> 0.

Thus,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|cζ(s+ iτ)− f(s)| < ε

}
> 0,

and the theorem follows by the equality ζ(s+ iτ ; a) = cζ(s+ iτ).
2. Similarly, if am = cχ(m), c 6= 0, m ∈ N, where χ is a Dirichlet

character modulo q, then, by Theorem I of Introduction, for every K ∈ K,
f(s) ∈ H0(K) and ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|L(s+ iτ, χ)− 1

c
f(s)| < ε

|c|

}
> 0.

Hence,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|cL(s+ iτ, χ)− f(s)| < ε

}
> 0,

and the theorem follows by the equality ζ(s+ iτ ; a) = cζ(s+ iτ, χ).

The proof of Theorem 2.2 is based on a partial case of equality (2.2) and
Lemma 2.3.

Proof of Theorem 2.2. The cases i) - iii) of the assertion 1◦ are contained in
Theorem 2.1. Thus, it remains to consider the case iv) of 1◦.

Since the modulo q is prime, we have that (l, q) = 1 for l = 1, . . . , q − 1,
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and (l, q) = q for l = q. Therefore, we deduce from the identity (2.2) that

ζ(s; a) =
aq
qs

∑
χ=χ(mod1)

χ(1)L(s, χ) +
1

ϕ(q)

q−1∑
l=1

al
∑

χ=χ(modq)

χ(l)L(s, χ).(2.3)

However, χ(m) ≡ 1 for χ = χ(mod1), thus,

L(s, χ0) =

∞∑
m=1

1

ms
= ζ(s), σ > 1.

Therefore, by (2.3),

ζ(s; a) =
aqζ(s)

qs
+

1

ϕ(q)

q−1∑
l=1

al
∑

χ=χ(modq)

χ(l)L(s, χ). (2.4)

It is well known that, for the principal characters χ0 modulo q

L(s, χ) = ζ(s)
∏
p|q

(
1− 1

ps

)
= ζ(s)

(
1− 1

qs

)

because, in this case, q is a prime number. This and (2.4) show that

ζ(s; a) =
1

qs

(
al −

1

ϕ(q)

q−1∑
l=1

al

)
ζ(s)

+
ζ(s)

ϕ(q)

q−1∑
l=1

al +
1

ϕ(q)

q−1∑
l=1

al
∑

χ=χ(modq)

χ(l)L(s, χ)

=
ζ(s)

ϕ(q)

q−1∑
l=1

al +
1

ϕ(q)

q−1∑
l=1

al
∑

χ=χ(modq)

χ(l)L(s, χ)

(2.5)

in view of the equality (2.1). Now, in the set {χ : χ = χ(modq)}, we re-
place the principal character χ0 modulo q by the character χ̃(mod1). Then the
equality (2.5) can be rewritten in the form

ζ(s; a) =
1

ϕ(q)

q−1∑
l=1

al
∑

χ=χ(modq)

χ(l)L(s, χ)

=
1

ϕ(q)

∑
χ=χ(modq)

L(s, χ)b(q, χ),

(2.6)
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where

b(q, χ) =

q−1∑
l=1

alχ(l).

We note that at least one number b(q, χ) in (2.6) is non-zero. Actually, if all
the numbers b(q, χ) = 0, then ζ(s; a) ≡ 0, and this contradicts the assumption
that am 6≡ 0.

Now, let one number b(q, χ) 6= 0. Then the definition of b(q, χ) and (2.6)
give

ζ(s; a) =
1

ϕ(q)
L(s, χ)

q−1∑
l=1

alχ(l).

Hence, by the uniqueness theorem for Dirichlet series, we find that

am =
1

ϕ(q)
χ(m)

q−1∑
l=1

alχ(l)

for all m ∈ N. Thus,

a1χ(1) = . . . = aq−1χ(q − 1) =
1

ϕ(q)

q−1∑
l=1

alχ(l),

and, by periodicity,
am = a1χ(m),m ∈ N.

Therefore, this case reduces to case ii).
It remains to prove the assertion 2◦. Let, as in Chapter 1, H(D) denote the

space of analytic functions on D. We also preserve the above notation, i.e., in
place of χ0(modq) taking χ̃(mod1). Define the operator F : Hϕ(q)(D) →
H(D) by the formula

F (gχ(s) : χ = χ(modq)) =
1

ϕ(q)

∑
χ=χ(modq)

gχ(s)b(q, χ),

where (gχ(s) : χ = χ(modq)) ∈ Hϕ(q)(D). First we will prove that, for every
K ∈ K and a polynomial p = p(s), there exists (gχ(s) : χ(modq)) ∈ F−1{ρ}
such that gχ(s) 6= 0 on K for all χ(modq). Suppose that

b(q, χj) 6= 0, j = 1, 2.
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Since the set K is bounded as a compact set, there exists a constant C ∈ C
such that

p(s) + C 6= 0

on K, and

−C − 1

ϕ(q)

∑
χ=χ(modq)
χ 6=χ1,χ2

b(q, χ) 6= 0.

We take
gχ1(s) = ϕ(q)b−1(q, χ1)

(
p(s) + C

)
and

gχ2(s) = ϕ(q)b−1(q, χ2)

(
− C − 1

ϕ(q)

∑
χ=χ(modq)
χ 6=χ1,χ2

b(q, χ)

)
,

and gχ(s) = 1 for χ 6= χ1, χ2. Then we have that gχ(s) 6= 0 on K for all
χ = χ(modq), and

F (gχ(s) : χ = χ(modq)) = p(s),

i.e., (gχ(s) : χ = χ(modq)) ∈ F−1{ρ}.
For brevity, let

M =

q−1∑
l=1

|al|,

and let τ ∈ R satisfy the inequality

sup
χ=χ(modq)

sup
s∈K
|L(s+ iτ, χ)− gχ(s)| < ε

2M
, (2.7)

where the functions gχ(s) have the above properties. Then, for such τ , in view
of (2.6),

sup
s∈K
|ζ(s+ iτ, a)− p(s)|

= sup
s∈K

∣∣F (L(s+ iτ, χ) : χ = χ(modq)
)
− F

(
gχ(s) : χ = χ(modq)

)∣∣ (2.8)
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6 sup
s∈K

M

ϕ(q)

∑
χ=χ(modq)

|L(s+ iτ, χ)− gχ(s)|

6 sup
χ=χ(modq)

sup
s∈K
|L(s+ iτ, χ)− gχ(s)| < ε

2
.

The characters χ = χ(modq), where χ0 is replaced by χ̃, are different (all
ϕ(q) characters modulo q are different), i.e., they are pairwise non-equivalent.
Therefore, by Lemma 2.3, the set of τ ∈ R satisfying the inequality (2.7) has
a positive lower density, i.e.,

lim inf
T→∞

1

T

meas
{
τ ∈ [0, T ] : sup

χ=χ(modq)
sup
s∈K
|L(s+ iτ, χ)− gχ(s)| < ε

2M

}
> 0.

(2.9)

Moreover, we have seen that (2.7) implies (2.8). Therefore,{
τ ∈ [0, T ] : sup

χ=χ(modq)
sup
s∈K
|L(s+ iτ, χ)− gχ(s)| < ε

2M

}
⊂
{
τ ∈ [0, T ] : sup

χ=χ(modq)
sup
s∈K
|ζ(s+ iτ ; a)− p(s)| < ε

2

}
.

Hence, by(2.9) and the monotonicity of the Lebesgue measure

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− p(s)| < ε

2

}
> 0 (2.10)

for every polynomial p(s).
It remains to replace the polynomial p(s) by f(s) in (2.10). By Lemma

1.27, we may find a polynomial p(s) such that

sup
s∈K
|f(s)− p(s)| < ε

2
. (2.11)

If τ ∈ R satisfies the inequality

sup
s∈K
|ζ(s+ iτ ; a)− p(s)| < ε

2
,

then, in view of (2.11),

sup
s∈K
|ζ(s+ iτ ; a)− f(s)|6 sup

s∈K
|ζ(s+ iτ ; a)− p(s)|+ sup

s∈K
|f(s)− p(s)| < ε.
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This shows that{
τ ∈ [0, T ] : sup

s∈K
sup
s∈K
|ζ(s+ iτ ; a)− p(s)| < ε

2

}
⊂
{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
.

Therefore, by the inequality (2.10),

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
> 0.

The theorem is proved.
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Chapter 3

Weighted universality of
periodic zeta-function

The aim of this chapter is a generalization of Theorem 1.1. More precisely,
this chapter is devoted to a weighted universality theorem for the periodic zeta-
function with multiplicative coefficients.

3.1 Statement of the theorem

First of all, we define the weight function. Let w(t) be a positive function
of bounded variation on [T0,∞), T0 > 0, such that the variation V b

aw on the
interval [a, b] satisfies the inequality

V b
aw6cw(a)

with a certain constant c > 0 for any subinterval [a, b] ⊂ [T0,∞). Define

U(T,w) =

T∫
T0

w(t)dt,

and suppose that
lim
T→∞

U(T,w) = +∞.

Denote the class of the above functions w(t) by W , and by I(A) the indicator
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function of the set A.

Theorem 3.1. Suppose that w ∈W , and the sequence a is multiplicative. Let
K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
T→∞

1

U(T,w)

T∫
T0

w(t)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+iτ ; a)−f(s)| < ε

})
dτ > 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

We note that Theorem 3.1 does not use any additional condition related
to the Birkhoff-Khintchine ergodic theorem. The mentioned condition was
involved in the papers [21], [23]. The proof of Theorem 3.1 is based on
a weighted limit theorem in the space of analytic function for the function
ζ(s; a). This theorem will be obtained in the next section.

3.2 Weighted limit theorem

We preserve the notation of previous chapters. For A ∈ B(H(D)), define

PT,w(A) =
1

U(T,w)

T∫
T0

w(t)I
(
{τ ∈ [T0, T ] : ζ(s+ iτ ; a) ∈ A}

)
dτ.

Moreover, as in Chapter 1, Pζ is the distribution of the H(D)-valued random
element

ζ(s, ω; a) =
∏
p

(
1 +

∞∑
α=1

apαω
α(p)

pαs

)
.

Theorem 3.2. The measure Pζ,w converges weakly to Pζ as T → ∞. More-
over, the support of Pζ is the set

S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.

We start the proof of Theorem 3.2 with a weighted limit theorem on the
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torus Ω. For A ∈ B(Ω), define

QT,w(A) =
1

U(T,w)

T∫
T0

w(t)I
(
{τ ∈ [T0, T ] : (p−iτ : p ∈ P) ∈ A}

)
dτ.

Lemma 3.3. QT,w converges weakly to the Haar measure mH as T →∞.

Proof. Denote by gT,w(k), k = (kp : kp ∈ Z, p ∈ P), the Fourier transform of
the measure QT,w. As in the proof of Lemma 1.8, we have that

gT,w(k) =

∫
Ω

∏
p∈P

′
ωkp(p)dQT,w,

where the sign "′" means that only a finite number of integers kp are distinct
from zero. Hence, by the definition of QT,w, we find that

gT,w(k) =
1

U(T,w)

T∫
T0

w(τ)
∏
p∈P

′
pikpτdτ

=
1

U(T,w)

T∫
T0

w(τ) exp
{
− iτ

∑
p∈P

′
kp log p

}
dτ.

(3.1)

Clearly,

gT,w(0) =
1

U(T,w)

T∫
T0

w(τ)dτ = 1. (3.2)

Since the set {log p : p ∈ P} is linearly independent over Q,∑
p∈P

′
kp log p 6= 0

for k 6= 0. Using properties of the weight function w(t), we find by (3.1) that
in the case k 6= 0
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gT,w(k) = − 1

iU(T,w)
∑
p∈P

′kp log p

T∫
T0

w(τ)d exp

{
− iτ

∑
p∈P

′
kp log p

}

= −
w(τ) exp

{
− iτ

∑
p∈P

′kp log p

}
iU(T,w)

∑
p∈P

′kp log p

∣∣∣∣∣
T

T0

+
1

iU(T,w)
∑
p∈P

′kp log p

T∫
T0

exp

{
− iτ

∑
p∈P

′
kp log p

}
dw(τ)

= O

(∣∣∣∣U(T,w)
∑
p∈P

′
kp log p

∣∣∣∣−1
)

+O

(∣∣∣∣U(T,w)
∑
p∈P

′
kp log p

∣∣∣∣−1
T∫

T0

dw(τ)

)

= O

(∣∣∣∣U(T,w)
∑
p∈P

′
kp log p

∣∣∣∣−1
)

+O

(∣∣∣∣U(T,w)
∑
p∈P

′
kp log p

∣∣∣∣−1

V T
T0w

)

= O

(∣∣∣∣U(T,w)
∑
p∈P

′
kp log p

∣∣∣∣−1
)
.

Since U(T,w)→∞ as T →∞, this shows that

lim
T→∞

gT,w(k) = 0

for k 6= 0. Thus, in view of (3.2),

lim
T→∞

gT,w(k) =

{
1 if k = 0,

0 if k 6= 0.

Consequently, the Fourier transform of QT,w converges to the Fourier trans-
form of the Haar measure mH , and the lemma follows from a continuity theo-
rem for probability measures on compact groups.

The next lemma is a weighted limit theorem for the function

ζn(s; a) =
∞∑
m=1

amvn(m)

ms
,

whose Dirichlet series is absolutely convergent for σ > 1
2 , where ζn(s; a) is
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the same as in Section 1.4. For A ∈ B(H(D)), define

PT,n,w(A) =
1

U(T,w)

T∫
T0

w(τ)I
(
{τ ∈ [T0, T ] : ζn(s+ iτ ; a) ∈ A}

)
dτ.

Lemma 3.4. The measure PT,n,w converges weakly to the measure Vn =

mHu
−1
n as T → ∞, where the function un : Ω → H(D) is defined by the

formula

un(ω) =
∞∑
m=1

amω(m)vn(m)

ms
, ω ∈ Ω.

Proof. We apply similar arguments to those used in the proof of Theorem 1.6.
First, we observe that

un(p−iτ : p ∈ P) =
∞∑
m=1

amvn(m)

ms+iτ
= ζn(s+ iτ ; a).

Therefore, for A ∈ B(H(D)),

PT,n,w(A) =
1

U(T,w)

T∫
T0

w(τ)I
(
{τ ∈ [T0, T ] : (p−iτ : p ∈ P) ∈ u−1

n A}
)
dτ

= QT,w(u−1
n A) = QT,wu

−1
n (A).

Thus, we have the relation

PT,n,w = QT,wu
−1
n . (3.3)

The absolute convergence of the series

∞∑
m=1

amω(m)vn(m)

ms

for σ > 1
2 , implies the continuity of the function un. Therefore, the equality

(3.3), Lemmas 3.3 and 1.9 show that PT,n,w converges weakly to the measure

Vn
def
= mHu

−1
n .

The next lemma is devoted to the weighted approximation of the function
ζ(s; a) by ζn(s; a) in the mean. For this, we need the estimate for the weighted
mean square of the periodic zeta-function. We start with some results for the
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Hurwitz zeta-function ζ(s, α).

Lemma 3.5. Suppose that σ>σ0 > 0 and 2π6|t|6πx. Then

ζ(s, α) =
∑

06m6x

1

(m+ α)s
+

(x+ α)1−s

s− 1
+Oσ0(x−σ).

A proof of the lemma can be found in [27], Theorem 3.1.3.

Lemma 3.6. Suppose that w ∈W σ, 1
2 < σ < 1, is fixed, and τ ∈ R. Then

T∫
T0

w(t)|ζ(σ + it+ iτ, α)|2dt� U(T,w)(1 + |τ |).

Proof. We use Lemma 3.5 with x = t+ |τ |. Then, by Lemma 3.5, we have

T∫
T0

w(t)|ζ(σ + it+ iτ, α)|2dt�
T∫

T0

w(t)

∣∣∣∣∣ ∑
06m6t+|τ |

1

mσ+it+iτ

∣∣∣∣∣
2

dt+

T∫
T0

w(t)
(t+ |τ |+ α)2−2σ

(t+ τ)2 + (σ − 1)2
dt+

T∫
T0

w(t)
(
t+ |τ |

)−2σ
dt. (3.4)

It is not difficult to see that, for T0 < 2|τ | < T ,

T∫
T0

w(t)
(t+ |τ |+ α)2−2σ

(t+ τ)2 + (σ − 1)2
dt�

( 2|τ |∫
T0

+

T∫
2|τ |

)
w(t)

(t+ |τ |)2−2σ

(t+ τ)2 + (σ − 1)2
dt

�σ

2|τ |∫
T0

w(t)
(
t+ |τ |

)2−2σ
dt+

T∫
2|τ |

w(t)t−2
(
t+ |τ |

)2−2σ
dt

�σ |τ |
T∫

T0

w(t)dt+

T∫
2|τ |

w(t)t−2σdt+

T∫
2|τ |

w(t)t−2|τ |2−2σdt

�σ U(T,w)(1 + |τ |).

(3.5)

If 2|τ |>T , then t+ |τ |63|τ |, thus, again

T∫
T0

w(t)
(t+ |τ |+ α)2−2σ

(t+ τ)2 + (σ − 1)2
dt�σ |τ |

T∫
T0

w(t)dt = U(T,w)|τ |. (3.6)
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Thus, estimates (3.5) and (3.6) imply

T∫
T0

w(t)
(t+ |τ |+ α)2−2σ

(t+ τ)2 + (σ − 1)2
dt�σ U(T,w)

(
1 + |τ |

)
. (3.7)

Obviously,

T∫
T0

w(t)
(
t+ |τ |

)−2σ
dt� u(T,w). (3.8)

Denote max(m, k) = T1 + |τ |, with T1 = T1(m, k). Then

T∫
T0

w(t)

∣∣∣∣∣ ∑
06m6t+|τ |

1

mσ+it+iτ

∣∣∣∣∣
2

dt

=

T∫
T0

w(t)
∑

06m6t+|τ |

1

(m+ α)σ+it+iτ

∑
06k6t+|τ |

1

(k + α)σ+it+iτ
dt

=
∑∑

T0+|τ |6m,k6T+|τ |

1

(m+ α)σ+iτ (k + α)σ−iτ

T∫
T1

w(t)

(
k + α

m+ α

)it
dt

(3.9)

+O(U(T,w)(1 + |τ |))

=
∑

T0+|τ |6m,k6T+|τ |

1

(m+ α)2σ

T∫
T1

w(t)dt

+
∑∑

T0+|τ |6m,k6T+|τ |
m 6=k

1

(m+ α)σ+iτ (k + α)σ−iτ

T∫
T1

w(t)

(
k + α

m+ α

)it
dt.
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Integrating by parts, we find

T∫
T1

w(t)

(
k + α

m+ α

)it
dt =

T∫
T1

w(t) exp

{
it log

k + α

m+ α

}
dt

=
1

i log k+α
m+α

T∫
T1

w(t)d exp

{
it log

k + α

m+ α

}

=
1

i log k+α
m+α

(
w(t) exp

{
it log

k + α

m+ α

}∣∣∣∣∣
T

T1

−
T∫

T1

exp

{
it log

k + α

m+ α

}
dw(t)

)

�
w(T ) + w(T1) + V T

T1
w

| log k+α
m+α |

.

Therefore, the properties of the class W imply

∑∑
T0+|τ |6m,k6T+|τ |

m 6=k

1

(m+ α)σ+iτ (k + α)σ−iτ

T∫
T1

(
k + α

m+ α

)it
dtw(t)

�
∑∑

T0+|τ |6m<k6T+|τ |

w(k − |τ |)
(m+ α)σ(k + α)σ log k+α

m+α

.

(3.10)

If m+ α < k+α
2 , then

log
k + α

m+ α
> log 2,

and ∑∑
T0+|τ |6m<k6T+|τ |

w(k − |τ |)
(m+ α)σ(k + α)σ log k+α

m+α

�
∑

T0+|τ |6m<k6T+|τ |

w(k − |τ |)
mσkσ

�
∑

T0+|τ |6k6T+|τ |

w(k − |τ |)
k2σ−1

(3.11)
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�
∑

T0+|τ |6k6T+|τ |

w(k − |τ |) =

T+|τ |∫
T0+|τ |

w(u− |τ |)d[u]

= [u]w(u− |τ |)

∣∣∣∣∣
T+|τ |

T0+|τ |

−
T+|τ |∫

T0+|τ |

(u− {u})dw(u− |τ |)

= [T + |τ |]w(T )− [T0 + |τ |]w(T0)− (uw(u− |τ |))
∣∣∣T+|τ |

T0+|τ |

+

T+|τ |∫
T0+|τ |

w(u− |τ |)du+

T+|τ |∫
T0+|τ |

{u}dw(u− |τ |)

= −{T + |τ |}w(T )− [T0 + |τ |]w(T0) + (T0 + τ)w(T0)

+

T∫
T0

w(t)dt+

T+|τ |∫
T0+|τ |

{u}dw(u− |τ |)� |τ |+ U(T,w).

If m+ α>k+α
2 , then we denote m = k − r, where 16r6k

2 + α
2 . Hence,

log
k + α

m+ α
= − log

k − r + α

k + α
= − log

(
1− r

k + α

)
>

r

k + α
>

r

k + 1
,

and ∑∑
T0+|τ |6m<k6T+|τ |

w(k − |τ |)
(m+ α)σ(k + α)σ log k+α

m+α

�
∑

T0+|τ |6k6T+|τ |

∑
r6 k

2
+α

2

kw(k − |τ |)
rkσ(k − r)σ

�
∑

T0+|τ |6k6T+|τ |

w(k − |τ |) log k

k2σ−1
� |τ |+ U(T,w).

(3.12)

Clearly ∑
T0+|τ |6m6T+|τ |

1

(m+ α)2σ

T∫
T1

w(t)dt� U(T,w).

This, (3.4), and (3.7)-(3.12) prove the lemma.
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Lemma 3.7. Suppose that w ∈W , σ, 1
2 < σ < 1, is fixed, and τ ∈ R. Then

T∫
T0

w(t)
∣∣ζ(σ + it+ iτ ; a)

∣∣2dt� U(T,w)
(
1 + |τ |

)
.

Proof. From the equality (1.1), it follows that

ζ(s; a)�
q∑
l=1

∣∣∣∣∣alζ
(
s,
l

q

)∣∣∣∣∣�
q∑
l=1

∣∣∣∣∣ζ
(
s,
l

q

)∣∣∣∣∣
because al � 1. Therefore, using Lemma 3.6, we find

T∫
T0

w(t)
∣∣ζ(σ + it+ iτ ; a)

∣∣2dt�
T∫

T0

w(t)

(
q∑
l=1

∣∣∣∣ζ(σ + it+ iτ,
l

q

)∣∣∣∣
)2

dt

�
q∑
l=1

T∫
T0

w(t)

∣∣∣∣ζ(σ + it+ iτ,
l

q

)∣∣∣∣2dt

� qU(T,w)
(
1 + |τ |

)
� U(T,w)

(
1 + |τ |

)
.

Lemma 3.8. The equality

lim
n→∞

lim inf
T→∞

1

U(T,w)

T∫
T0

w(τ)ρ
(
ζ(s+ iτ ; a), ζn(s+ iτ ; a)

)
dτ = 0

holds.

Here ρ is the metric in the space H(D) defined in Section 1.5.

Proof of Lemma 3.8. We use the integral representation (1.6)

ζn(s; a) =

θ+i∞∫
θ−i∞

ζ(s+ z; a)ln(z)
dz

z

for the function ζn(s; a) which is valid for σ > 1
2 .

Further, we follow the proof of Lemma 1.10. Thus let K ⊂ D be an
arbitrary compact set. We fix a positive ε such that 1

2 + 2ε6σ61− ε for points
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s ∈ K. Then, using (1.6), and repeating the proof of Lemma 1.10, we obtain
that

1

U(T,w)

T∫
T0

w(τ) sup
s∈K
|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ � J1 + J2, (3.13)

where

J1 =

1

U(T,w)

∞∫
−∞

( T∫
T0

w(τ)

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣dτ
)

sup
s∈K

|ln(1
2 + ε− s+ it)|
|12 + ε− s+ it|

dt

and

J2 =
1

U(T,w)

T∫
T0

w(τ) sup
s∈K
|Rn(s+ iτ)|dτ.

Using Lemma 3.7 and the Cauchy inequality, we find that

T∫
T0

w(τ)

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣dτ
�

( T∫
T0

w(τ)dτ

T∫
T0

w(τ)

∣∣∣∣ζ(1

2
+ ε+ i(t+ τ); a

)∣∣∣∣2dτ

) 1
2

�
(
U(T,w)U(T,w)(1 + |t|)

) 1
2 � U(T,w)(1 + |t|).

Therefore, in view of the estimate (1.9),

J1 �K n−ε
∞∫
−∞

(1 + |t|) exp{−c1|t|}dt�K n−ε. (3.14)
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The estimate (1.10) implies

J2 �K
n

1
2
−2ε

U(T,w)

T∫
T0

w(τ) exp{−c2|τ |}dτ

�K
n

1
2
−2ε

U(T,w)

T∫
T0

exp{−c2|τ |}dτ �K
n

1
2
−2ε

U(T,w)
.

Thus, in view of (3.13) and (3.14)

1

U(T,w)

T∫
T0

w(τ) sup
s∈K
|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ

�K n−ε +
n

1
2
−2ε

U(T,w)
.

(3.15)

Since U(T,w) → ∞ as T → ∞, taking T → ∞ and then n → ∞ we obtain
that, for any compact set K ⊂ D,

lim
n→∞

lim sup
T→∞

1

U(T,w)

T∫
T0

w(τ) sup
s∈K
|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ = 0.

This and the definition of the metric ρ prove the lemma.

Recall that Vn = mHu
−1
n is the limit measure in Lemma 3.4.

Lemma 3.9. The family of probability measures {Vn : n ∈ N} is tight.

Proof. By Lemma 3.7 with τ = 0, we have that, for 1
2 < σ < 1,

lim
n→∞

lim sup
T→∞

1

U(T,w)

T∫
T0

w(t)|ζ(s+ iτ ; a)|dτ � 1. (3.16)

Let Kl be a compact set from the definition of the metric ρ. Then, using the
Cauchy integral formula and (3.16), we obtain that

lim sup
T→∞

1

U(T,w)

T∫
T0

w(t)|ζ(s+ iτ ; a)|dτ6Al <∞. (3.17)
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Clearly, the estimates (3.15) and (3.17) imply

sup
n∈N

lim sup
T→∞

1

U(T,w)

T∫
T0

w(t)|ζn(s+ iτ ; a)|dτ

6 lim sup
T→∞

1

U(T,w)

T∫
T0

w(t)|ζ(s+ iτ ; a)|dτ

+ sup
n∈N

lim sup
T→∞

1

U(T,w)

T∫
T0

w(t)|ζ(s+ iτ ; a)− ζn(s+ iτ ; a)|dτ6Bl <∞.

(3.18)

On a certain probability space with measure µ, define a random variable
ηT by

µ(ηT ∈ A) =
1

U(T,w)

T∫
T0

w(t)I(A)(t)dt, A ∈ B(R).

By Lemma 3.4, we have that PT,n,w converges weakly to Pn as T → ∞.
Define

XT,n = XT,n(s) = ζn(s+ iηT ; a).

Then the assertion of Lemma 3.4 can be written as

XT,n
D−−−−→

T→∞
Xn, (3.19)

where Xn is the H(D)-valued random element having the distribution Vn.
Now, let ε > 0 be arbitrary fixed number, and Ml = 2lBlε

−1. Then

sup
n∈N

lim sup
T→∞

µ( sup
n∈Kl

|XT,n(s)| > Ml)

= sup
n∈N

lim sup
T→∞

1

U(T,w)

T∫
T0

w(τ)I({τ ∈ [0, T ] : sup
n∈Kl

|ζn(s+ iτ ; a)| > Ml})dτ

6 sup
n∈N

lim sup
T→∞

1

MlU(T,w)

T∫
T0

w(τ) sup
n∈Kl

|ζn(s+ iτ ; a)| > Ml})dτ6
ε

2l
.

Therefore, in view of (3.19),

µ

(
sup
n∈Kl

|Xn(s)| > Ml

)
6
ε

2l
(3.20)

89



for all n ∈ N and l ∈ N. Let

Hε =

{
g ∈ H(D) : sup

n∈Kl
|g(s)|6Ml, l ∈ N

}
.

Then the set Hε in uniformly bounded on every compact set of the strip D,
thus, it is a compact subset of the space H(D). Moreover, by (3.20)

µ(Xn(s) ∈ Hε)>1− ε

for all n ∈ N. Hence,
Vn(Hε)>1− ε

for all n ∈ N, i.e., the family {Vn : n ∈ N} is tight.

Proof of Theorem 3.2. By Lemmas 3.9 and 1.16, the family {Vn : n ∈ N}
is relatively compact. Thus, every sequence of {Vn} contains a subse-
quence {Vnr} such that Vnrconverges to a certain probability measure P on
(H(D),B(H(D))) as r →∞, i.e.,

Xnr
D−−−→

r→∞
P. (3.21)

Moreover, using Lemma 3.8, we find that, for every ε > 0,

sup
n→∞

lim sup
T→∞

1

U(T,w)
T∫

T0

w(τ)I({τ ∈ [T0, T ] : ρ(ζ(s+ iτ ; a), ζn(s+ iτ ; a)) > ε})dτ

6 sup
n→∞

lim sup
T→∞

1

εU(T,w)

T∫
T0

w(τ)ρ(ζ(s+ iτ ; a), ζn(s+ iτ ; a))dτ = 0.

Now this, (3.21), (3.19) and Lemma 1.18 show that

XT,w(s) = ζ(s+ iηT ; a)
D−−−−→

T→∞
P, (3.22)

in other words, PT,w converges weakly to P as T →∞. Moreover, the relation
(3.22) shows that the measure P in (3.22) is independent of the choice of the
subsequence Vnr . Thus

Xn
D−−−→

r→∞
P,

90



or Vn converges weakly to P as T → ∞. This means that PT,w as T → ∞
converges weakly to the measure of Pn as n → ∞. It remains to identify the
measure P . For this, we apply Theorem 1.6. In its proof, it was obtained that
the limit measure of Vn coincides with the measure Pζ , and its support is the
set S.

3.3 Proof of Theorem 3.1

Theorem 3.1, as Theorem 1.1, follows from a limit theorem and the
Mergelyan theorem.

Proof of Theorem 3.1. Let p(s) be a polynomial, and

Gε =

{
g ∈ H(D) : sup

s∈K
|g(s)− ep(s)| < ε

2

}
.

Then, by Theorem 3.2, the set Gε is an open neighborhood of the element ep(s)

of the support of the measure Pζ . Therefore, by properties of the support,

Pζ(Gε) > 0. (3.23)

This, Theorem 3.2 and Lemma 1.26 show that

lim inf
T→∞

PT,w(Gε)>Pζ(Gε) > 0.

Hence, by the definitions of PT,w and Gζ , we obtain the inequality

lim inf
T→∞

1

U(T,w)
T∫

T0

w(τ)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− ep(s)| < ε

2

})
dτ > 0.

(3.24)

In view of Lemma 1.27, we can choose the polynomial p(s) to satisfy

sup
s∈K
|f(s)− ep(s)| < ε

2
. (3.25)
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Let τ ∈ R satisfy the inequality

sup
s∈K
|ζ(s+ iτ ; a)− ep(s)| < ε

2
.

Then, by (3.25), we have

sup
n∈K
|ζ(s+ iτ ; a)− f(s)|6 sup

s∈K
|ζ(s+ iτ ; a)− ep(s)|+ sup

s∈K
|f(s)− ep(s)| < ε.

This implies the inclusion{
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− ep(s)| < ε

2

}
⊂
{
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

}
Thus,

I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− ep(s)| < ε

2

})
6I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

})
.

Hence,

1

U(T,w)

T∫
T0

w(τ)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

})
dτ

>
1

U(T,w)

T∫
T0

w(τ)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− ep(s)| < ε

2

})
dτ.

This together with inequality (3.24) shows that

lim inf
T→∞

1

U(T,w)

T∫
T0

w(τ)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+iτ ; a)−f(s)| < ε

})
dτ > 0.

Now, we will prove the second part of the theorem. Consider the set

Ĝε =

{
g ∈ H(D) : sup

s∈K
|g(s)− f(s)| < ε

}
.
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Since the boundary ∂Ĝε of the set Ĝε lies in the set

{g ∈ H(D) : sup
s∈K
|g(s)− f(s)| = ε},

we have that
Ĝε1 ∩ Ĝε2 = ∅

for ε1 6= ε2. From this, it follows that Pζ(Ĝε) > 0 for at most countably many
ε > 0. This means that the set Ĝε is a continuity set of Pζ for all but at most
countably many ε > 0. Therefore, by Theorem 3.2 and Lemma 1.19, the limit

lim
T→∞

PT,w(Ĝε) = Pζ(Ĝε)

exists for all but at most countably many ε > 0. Thus, by the definitions of
PT,w and Ĝε, the limit

lim
T→∞

1

U(T,w)
T∫

T0

w(τ)I
({
τ ∈ [T0, T ] : sup

s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

})
dτ = Pζ(Ĝε)

exists for all but at most countably many ε > 0. Therefore, it is sufficient
to show that Pζ(Ĝε) > 0. For this, we observe that Gε ⊂ Ĝε, where Gε was
defined at the beginning of the proof. Actually, in virtue of (3.25), it is easily
seen that if

sup
s∈K
|g(s)− ep(s)| < ε

2

then
sup
s∈K
|g(s)− f(s)| < ε.

This remark and the definitions of the sets Gε and Ĝε imply the inclusion
Gε ⊂ Ĝε. Therefore, taking into account the inequality (3.23), we obtain that
Pζ(Ĝε) > 0. This together with (3.26) completes the proof of the theorem.
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Chapter 4

Weighted discrete universality
of the periodic zeta-function

In Chapter 3, a weighted universality theorem for periodic zeta-function
ζ(s; a) had been obtained. More precisely, it was proved that, for all K ∈ K,
f(s) ∈ H0(K) and every ε > 0, the set of reals τ satisfying inequality

sup
s∈K
|ζ(s+ iτ ; a)− f(s)| < ε

has a positive weighted lower density. Theorem 3.1 can be called a weighted
continuous universality theorem of the function ζ(s; a) because τ in ζ(s +

iτ ; a) can take arbitrary real value. This chapter is devoted to weigthed discrete
universality theorems for periodic zeta-function, i.e., to the approximation of
analytic functions by shifts ζ(s+ iτ ; a) when τ takes values from a certain dis-
crete set. First, we limit ourselves by a very simple discrete set, the arithmetic
progression {kh : k ∈ N} with a certain fixed h > 0. Later, we will prove a
theorem by using the set {kαh : k ∈ N} with fixed 0 < α < 1 and h > 0.

4.1 Statement of a weighted discrete universality theo-
rem involving the arithmetic progression

Suppose that w(t) is a non-increasing positive function for t > 0 having a
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continuous derivative such that, for h >0,

w(t)�h w(ht) and (w′(t))2 � w(t).

Define

V (N,w) =

N∑
k=1

w(k),

where N runs over positive integers, and suppose that

lim
N→∞

V (N,w) = +∞.

Denote the class of the above functions w by V1. For example, 1
t ∈ V1. In this

section, we will prove the following theorem.

Theorem 4.1. Suppose that w ∈ V1, the sequence a is multiplicative, and the
set

L(P, h, π) =
{

(log p : p ∈ P),
2π

h

}
is linearly independent over the field of rational numbers Q. Let K ∈ K and
f(s) ∈ H0(K). Then, for every ε > 0,

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈K
|ζ(s+ikh; a)−f(s)| < ε

})
> 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

For example, in Theorem 4.1 we can take h = π and w(t) = 1
t , because,

by the Lindemann theorem, the number ek with k ∈ R\{0} is transcendental.

4.2 Weighted discrete limit theorem involving the
arithmetic progression

As in previous chapters, for the proof of Theorem 4.1, we will apply a
limit theorem in the space of analytic functions. We preserve the notation of
previous chapters.
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Theorem 4.2. Suppose that w ∈ V1, the sequence a is multiplicative and the
set L(P, h, π) is linearly independent over Q. Then

PN,w(A) =
1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : ζ(s+ ikh; a) ∈ A
})
,

A ∈ B(H(D)),

converges weakly to Pζ as N →∞.

As usual, we start the proof of Theorem 4.2 with a limit theorem on the
torus Ω. Let, for (Ω,B(Ω))

QN,w(A) =
1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : (p−ikh : p ∈ P) ∈ A
})
.

Theorem 4.3. Under hypotheses of Theorem 4.2, QN,w converges weakly to
the Haar measure mH as N →∞.

Proof. We consider the Fourier transform

gN,w(k) =

∫
Ω

(∏
p∈P

′
wkp(p)

)
dQN,w,

k = (kp : kp ∈ R, p ∈ P) of the measure QN,w. By the definition of QN,w.

gN,w(k) =
1

V (N,w)

N∑
k=1

w(k)
∏
p∈P

′
p−ikhkp

=
1

V (N,w)

N∑
k=1

w(k) exp

{
− ikh

∑
p∈P

′
kp log p

}
,

(4.1)

where sign "′" means that only a finite number of integers kp are distinct from
zero. We have by (4.1) that

gN,w(0) = 1. (4.2)

Since the set {log p : p ∈ P} is linearly independent over Q, we observe that,
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for k 6= 0,

exp

{
− ih

∑
p∈P

′
kp log p

}
6= 1. (4.3)

Actually, if the latter inequality was not true, then we would have

exp

{
− ih

∑
p∈P

′
kp log p

}
= e2πir

with some r ∈ Z. This leads to the equality∑
p∈P

′
kp log p+

2πr1

h
= 0

with r1 ∈ Z which contradicts the linear independence of the set L(P, h, π).
Thus, inequality (4.3) is true, and, for k 6= 0, we find that

∑
k6u

exp

{
− ikh

∑
p∈P

′
kp log p

}

=

exp

{
− ih

∑
p∈P

′kp log p

}
− exp

{
− i([u] + 1)h

∑
p∈P

′kp log p

}

1− exp

{
− ih

∑
p∈P

′kp log p

} def
= r(u).

Then (4.1) and the summation by parts shows that, for k 6= 0

gN,w(k) =
W (N)

V (N,w)
r(N)− 1

V (N,w)

N∫
1

r(u)dw(u) + o(1)

=
W (N)

V (N,w)
r(N) +O

(
V N

1 w

V (N,w)

)
+ o(1)

= O

(
V N

1 w

V (N,w)

)
+ o(1) = o(1)

as N →∞, where V N
1 w denotes the variation of w in the interval [1, N ]. This
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together with (4.2) gives

lim
N→∞

gN,w(k) =

{
1 if k = 0,

0 if k 6= 0.

Therefore, by a continuity theorem for probability measures on compact
groups, we obtain that Qn,w converges weakly to the Haar measure mH as
N →∞.

Let vn(m) and ζn(a, a) be the same as in Section 1.4, i.e.,

ζn(s; a) =
∞∑
m=1

amvn(m)

ms

where

vn(m) = exp

{
−
(
m

n

)θ}
.

For A ∈ B(H(D)), define

PN,n,w(A) =
1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : ζ(s+ ikh; a) ∈ A
})
.

Moreover, let the function un : Ω→ H(D) be given by

un(ω) =

∞∑
m=1

amω(m)vn(m)

ms

def
= ζn(s, ω; a),

and let Vn = mHu
−1
n . Then we have the following limit lemma for PN,n,w.

Lemma 4.4. Under hypotheses of Theorem 4.2, PN,n,w converges weakly to
the measure Vn as N →∞.

Proof. From the definitions of un, QN,w and PN,n,w, we have that

un(p−ikh : p ∈ P) =

∞∑
m=1

amvn(m)

ms+ikh
= ζn(s+ ikh; a),
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and, for A ∈ B(H(D),

PN,n,w(A) =
1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : (p−ikh : p ∈ P) ∈ u−1
n A

})
= QN,w(u−1

n A) = QN,wu
−1
n (A).

Thus, PN,n,w = QN,wu
−1
n . Therefore, the assertion of the lemma follows from

Lemmas 4.3, 1.9, and the continuity of the function un which was noted in the
proof of Theorem 1.6.

The next step of the proof of Theorem 4.2 is devoted to the approximation
of ζ(s; a) by ζn(s; a). Let ρ be the metric on H(D) defined in Section 1.5

Lemma 4.5. Under hypotheses of Theorem 4.2, we have the equality

lim
n→∞

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k)ρ(ζ(s+ ikh; a), ζn(s+ ikh; a)) = 0

For the proof of Lemma 4.5, we need the Gallagher lemma which connects
the continuous and discrete mean squares of certain functions.

Lemma 4.6. Suppose that T0, T0 > δ > 0, T is a finite set in the interval
[T0 + δ

2 , T0 + T − δ
2 ] and

Nδ(x) =
∑
t∈T
|t−x|<δ

1.

Let the complex-valued function S is continuous in [T0, T0 + T ] and have a
continuous derivative on (T0, T0 + T ). Then

∑
t∈T

Nδ(t)|S(t)|261

δ

T0+T∫
T0

|S(x)|2dx+

( T0+T∫
T0

|S(x)|2dx

T0+T∫
T0

|S′(x)|2dx

) 1
2

.

Proof of the lemma is given in [40], Lemma 1.4.

Proof of Lemma 4.5. First we observe that

N∫
1

w(t)dt�
N∑
k=1

w(k)�
N∫

1

w(t)dt.
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Clearly, if w ∈ V1, then w ∈W . Therefore, in view of Lemma 3.7, for a fixed
1
2 < σ < 1 and τ ∈ R,

N∫
1

w(t)|ζ(σ + it+ iτ ; a)|2dt� V (N,w)(1 + |τ |).

Hence, using Lemma 4.6 with δ = h and properties of the weight function
w(t), we find that

N∑
k=1

w(k)|ζ(σ + ikh+ iτ ; a)|2 �
N∑
k=1

w(kh)|ζ(σ + ikh+ iτ ; a)|2

�
Nh∫
1

w(t)|ζ(σ + it+ iτ ; a)|2dt

+

( Nh∫
1

w(t)|ζ(σ + it+ iτ ; a)|2dt

( Nh∫
1

w(t)|ζ ′(σ + it+ iτ ; a)|2dt

+

Nh∫
1

((√
w(k)

)′)2|ζ(σ + it+ iτ ; a)|2dt

)) 1
2

� V (N,w)(1 + |τ |),

(4.4)

where we applied the estimate
((√

w(t)
)′)2 � w(t).

Now, we apply similar arguments as in the proof of Lemma 3.8. Let K ⊂
D be an arbitrary compact subset, and let ε > 0 be such that 1

2 + 2ε6σ61− ε
for s ∈ K. Then, as in the proof of Lemma 1.10, we obtain that

1

V (N,w)

N∑
k=1

w(k) sup
s∈K
|ζ(s+ ikh; a)− ζn(s+ ikh; a)| � S1 + S2, (4.5)

where

S1 =
1

V (N,w)
+∞∫
−∞

(
N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kh); a

)∣∣∣∣ sup
s∈K

|ln(1
2 + ε− s+ it|)|
|12 + ε− s+ it|

)
dt
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and

S2 =
1

V (T,w)

N∑
k=1

w(k) sup
s∈K
|Rn(s+ ikh)|.

By the Cauchy inequality and (4.4),

N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kh); a

)∣∣∣∣
�

(
N∑
k=1

w(k)
N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kh); a

)∣∣∣∣2
) 1

2

�
(
V (N,w)V (N,w)(1 + |t|2)

) 1
2 � V (N,w)(1 + |t|).

Therefore, using (1.9), we obtain the bound

S1 �K n−ε
+∞∫
−∞

(1 + |t|) exp{−c1|t|}dt�K n−ε. (4.6)

The estimate (1.10) yields

S2 �K
n

1
2
−2ε

V (N,w)

N∑
k=1

w(k) exp{−c2k} �
n

1
2
−2ε

V (N,w)
.

This, (4.6) and (4.5) show that

1

V (N,w)

N∑
k=1

w(k) sup
s∈K
|ζ(s+ ikh; a)− ζn(s+ ikh; a)|

�K n−ε +
n

1
2
−2ε

V (N,w)
.

(4.7)

Thus, taking N →∞ and then n→∞, we obtain that

lim
n→∞

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈K
|ζ(s+ ikh; a)− ζn(s+ ikh; a)| = 0.

Therefore, this and the definition of the metric ρ prove the lemma.

Proof of Theorem 4.2. Suppose that the random variable θN is defined on a
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certain probability space with measure µ by

µ(θN = kh) =
w(k)

V (N,w)
, k = 1, . . . , N.

Define
XN,n,w = XN,n,w(s) = ζn(s+ iθN ; a),

and letXn be theH(D)-valued random element having distribution Vn, where
Vn is defined in Lemma 4.4. Then, by Lemma 4.4, we have that

XN,n,w
D−−−−→

N→∞
Xn. (4.8)

Next, we need to prove that the family of probability measures {Vn : n ∈ N}
is tight.

By (4.4) with τ = 0, we have that, for fixed σ, 1
2 < σ < 1,

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k)|ζ(σ + ikh; a)| � 1.

Let Kl be a compact set from the definition of the metric ρ. Then the later
estimate together with the Cauchy integral formula implies

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζ(s+ ikh; a)| � Cl <∞. (4.9)

Now, the estimates (4.7) and (4.9) give

sup
n→∞

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζn(s+ ikh; a)|

6 lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζ(s+ ikh; a)|

+ sup
n→∞

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζ(s+ ikh; a)− ζn(s+ ikh; a)|

6Ĉl <∞.

(4.10)
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Now let ε > 0 be arbitrary fixed number, and Ml = 2lĈlε
−1. Then

sup
n∈N

lim sup
N→∞

µ
(

sup
s∈Kl
|XN,n,w(s)|>Ml

)
= sup

n∈N
lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈Kl
|ζn(s+ ikh; a)|>Ml

})
6 sup
n∈N

lim sup
N→∞

1

MlV (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζn(s+ ikh; a)|6 ε

2l

for all l ∈ N. This and relation (4.8) yield the inequality

µ
(

sup
s∈Kl
|Xn(s)| > Ml

)
6
ε

2l
(4.11)

for all n ∈ N and l ∈ N. Define the set

Hε =
{
g ∈ H(D) : sup

s∈K
|g(s)|6Ml, l ∈ N

}
.

Then the set Hε is compact in the space H(D), and, in virtue of (4.11),

µ(Xn(s) ∈ Hε)>1− ε

for all n ∈ N. Hence, by the definitions of Xn and Vn,

Vn(Hε)>1− ε

for all n ∈ N. This means that the family of probability measures {Vn : n ∈
N} is tight.

Since the family {Vn : n ∈ N} is tight, by Lemma 1.16, it is relatively
compact. This means that every sequence of {Vn} contains a subsequence
{Vnr} such that Vnr converges weakly to a certain probability measure P on
(H(D),B(H(D))) as r →∞. Hence,

Xnr
D−−−→

r→∞
P. (4.12)

Define one more H(D)-valued random element

XN,w = XN,w(s) = ζ(s+ iθN ; a).
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Lemma 4.5 implies that, for every ε > 0,

lim
n→∞

lim sup
N→∞

µ(ρ(XN,w, XN,n,w)>ε) = lim
n→∞

lim sup
N→∞

1

V (N,w)
N∑
k=1

w(k)I
(
{16k6N : ρ(ζ(s+ ikh; a), ζn(s+ ikh; a))>ε}

)
6 lim
n→∞

lim sup
N→∞

1

εV (N,w)

N∑
k=1

w(k)ρ(ζ(s+ ikh; a), ζn(s+ ikh; a)) = 0.

This equality together with relations (4.8) and (4.12) and Lemma 1.17 leads to
the relation

ζ(s+ iθN ; a)
D−−−−→

N→∞
P.

Thus, the measure PN,w converges weakly to P as N → ∞. Moreover, from
this it follows that the measure P is independent on the choice of the subse-
quence {Vnr}. Since {Vn} is relatively compact, this shows that

Xn
D−−−→

n→∞
P.

and therefore, Vn converges weakly to P as n → ∞. Thus, we obtain that
the measure PN,w converges weakly to the limit measure of Vn as N → ∞.
However, by Theorem 1.6, the measure PT as T →∞, also converges weakly
to the limit measure P of Vn, and that P converges with Pζ . Therefore, PN,w
also converges weakly to Pζ as N →∞.

4.3 Proof of the weighted universality

We note that, by Theorem 1.6, the set

S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}

is the support of the measure Pζ .

Proof of Theorem 4.1. The first part. By Lemma 1.27 there exists a polyno-
mial p(s) such that

sup
s∈K
|f(s)− ep(s)| < ε

2
. (4.13)
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Define the set

Gε =
{
g ∈ H(D) : sup

s∈K
|g(s)− ep(s)| < ε

2

}
.

Since ep(s) 6= 0, the function ep(s) is an element of the support of the measure
Pζ . Therefore

Pζ(Gε) > 0. (4.14)

This inequality, Theorem 4.2 and Lemma 1.26 imply the inequality

lim inf
N→∞

PN,w(Gε)>Pζ(Gε) > 0.

Thus, by the definition of PN,w and Gε,

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈K
|ζ(s+ikh; a)−ep(s)| < ε

2

})
> 0.

This and inequality (4.13) show that

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I({16k6N : sup
s∈K
|ζ(s+ikh; a)−f(s)| < ε}) > 0.

The second part. Define the set

Ĝε = {g ∈ H(D) : sup
s∈K
|g(s)− f(s)| < ε}.

Then the set Ĝε is a continuity set of the measure Pζ for all but at most count-
able many ε > 0. Therefore, in virtue of Theorem 4.2 and Lemma 1.19, the
limit

lim
N→∞

PN,w(Ĝε) = Pζ(Ĝε)

exists for all but at most countable many ε > 0. Hence, the definitions of PN,w
and Ĝε imply that the limit

lim
N→∞

1

V (N,w)

N∑
k=1

w(k)I({16k6N : sup
s∈K
|ζ(s+ ikh; a)− f(s)| < ε})

= Pζ(Ĝε)

(4.15)
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exists for all but at most countable many ε > 0. Moreover, it is easily seen
that, in view of (4.13),

Gε ⊂ Ĝε.

Thus, by (4.14), we obtain that Pζ(Ĝε) > 0. This and (4.15) prove the second
part of the theorem. The theorem is proved.

4.4 Statement of a weighted discrete universality theo-
rem involving the set {kαh}

We preserve the notation of Section 4.1

V (N,w) =

N∑
k=1

w(k),

and suppose that lim
N→∞

V (N,w) = +∞. Moreover, we suppose, that the

function w(t) has a continuous derivative w′(t) such that for t>1

N∫
1

t|w′(t)|dt� V (N,w).

Denote by V2 the class of the above functions. This section is devoted to
a weighted discrete theorem for the function ζ(s; a) with a weight function
w ∈ V2 and a discrete set {kαh : k ∈ N}, where α, 0 < α < 1, and h > 0 are
fixed numbers. The main result of this section is the following theorem.

Theorem 4.7. Suppose that w ∈ V2, the sequence a is multiplicative, and
0 < α < 1 is fixed. Let K ∈ K and f(s) ∈ H0(K). Then, for every ε > 0 and
h > 0,

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I({16k6N : sup
s∈K
|ζ(s+ikαh; a)−f(s)| < ε}) > 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

Let Ω be the same as above. We begin the proof of Theorem 4.7 with a
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limit theorem on the torus Ω. For A ∈ B(Ω), define

QN,w(A) =
1

V (N,w)

N∑
k=1

w(k)I({16k6N : (p−ik
αh : p ∈ P) ∈ A}).

Before the statement of a limit theorem on the torus, we recall some facts on
the uniform distribution modulo 1 of sequences of real numbers.

Lemma 4.8 (Veyl criterion). A sequence {xk} ⊂ R is uniformly distributed
modulo 1 if and only if, for all m ∈ Z\{0},

lim
n→∞

1

n

n∑
m=1

e2πixkm = 0.

Proof of the lemma can be found, for example, in [19].

Lemma 4.9. The sequence {akα} with fixed 0 < α < 1 and every real a 6= 0

is uniformly distributed modulo 1.

The assertion on the lemma is a well-known exercise, see [19].

Lemma 4.10. Suppose that w ∈ V2, and 0 < α < 1 is fixed. Then QN,w
converges weakly to the Haar measure mH as N →∞.

Proof. As in the previous sections, we will apply the Fourier transform
method, i.e., we will consider the Fourier transform gN,w(k), k = (kp : kp ∈
Z, p ∈ P), where

gN,w(k) =

∫
Ω

∏
p∈P

′
ωkp(p)dQN,w.

By the definition of QN,w, we find that

gN,w(k) =
1

V (N,w)

N∑
k=1

w(k)
∏
p∈P

′
p−ik

αhkp

=
1

V (N,w)

N∑
k=1

w(k) exp

{
− ikαh

∑
p∈P

′
kp log p

}
.

(4.16)

We recall that the sign "′" means that only a finite number of integers kp are
distinct from zero. Clearly, by (4.16),

gN,w(0) = 1. (4.17)
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Since the set {log p : p ∈ P} is linearly independent over Q, we have that∑
p∈P

′
kp log p 6= 0

for k 6= 0. Therefore, by Lemmas 4.8 and 4.9, for k 6= 0,

R(u)
def
=
∑
k6u

exp

{
− ikαh

∑
p∈P

′
kp log p

}
= o(u)

as u→∞. Hence, using (4.16) and summing by parts, we find that

gN,w(k) =
R(N)w(N)

V (N,w)
− 1

V (N,w)

N∫
1

R(u)w′(u)du

= o

(
Nw(N)

V (N,w)

)
+ o

(
1

V

N∫
1

u|w′(u)|du

)
= o(1)

as N →∞, since

Nw(N)� V (N,w) +

N∫
1

u|w′(u)|du� V (N,w).

This together with (4.17) gives

lim
N→∞

gN,w(k) =

{
1 if k = 0,

0 if k 6= 0.

This equality, as in previous sections, proves the lemma.

Next, we will prove a limit theorem for absolutely convergent Dirichlet
series ζn(s; a), where ζn(s; a) is the same as in previous sections. We use the
function un : Ω→ H(D) defined by the formula

un(ω) = ζn(s, ω; a).
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Then we have the following analogue of Lemma 4.4 for the measure

PT,n,w(A) =
1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : ζ(s+ ikαh; a) ∈ A
})
,

A ∈ B(H(D)).

Lemma 4.11. Suppose that w ∈ V2, and 0 < α < 1 is fixed. Then PT,n,w
converges weakly to the measure Vn = mHu

−1
n as N →∞.

Proof. The lemma follows from Lemmas 4.10 and 1.9 by using the same ar-
guments as in the proof of Lemma 4.4.

The next lemma is devoted to the approximation of the function ζ(s; a) by
ζn(s; a).

Lemma 4.12. Suppose that w ∈ V2, and 0 < α < 1 is fixed. Then

lim
n→∞

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k)ρ(ζ(s+ ikαh; a), ζn(s+ ikαh; a)) = 0.

Proof. As in the proof of Lemma 4.5, we apply Lemma 4.6. It is easily seen
that, for 26k6N ,

(k + 1)α − kα> α

2N1−α .

Therefore, an application of Lemma 4.6 with δ = hα
2N1−α gives, for 1

2 < σ < 1

and τ ∈ R, the estimate

N∑
k=1

|ζ(σ + ikαh+ iτ ; a)|2 � N1−α
Nαh∫
1

|ζ(σ + it+ iτ ; a)|2dt

+

( Nαh∫
1

|ζ(σ + it+ iτ ; a)|2dt

Nαh∫
1

|ζ ′(σ + it+ iτ ; a)|2dt

) 1
2

� N(1 + |τ |2)

in view of the known estimate

T∫
1

|ζ(σ + it+ iτ ; a)|2dt� T (1 + |τ |2)
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and
T∫

1

|ζ ′(σ + it+ iτ ; a)|2dt� T (1 + |τ |2),

and the equality
Nδ(t) = 1.

Therefore, for the same σ and τ ,

N∑
k=1

w(k)|ζ(σ + ikαh+ iτ ; a)|2 � w(N)
N∑
k=1

|ζ(σ + ikαh+ iτ ; a)|2

+

N∫
1

∑
k6u

|ζ(σ + kαh+ iτ ; a)|2|w′(u)|du

� Nw(N)(1 + |τ |2) + (1 + |τ |2)

N∫
1

u|w′(u)|du� V (N,w)(1 + |τ |)

(4.18)

because
Nw(N)� V (N,w).

The further proof is similar to that of Lemma 4.5. We take an arbitrary compact
set K ⊂ D and fix ε > 0 such that 1

2 + 2ε6σ61− ε for s ∈ K. Then

1

V (N,w)

N∑
k=1

w(k) sup
s∈K
|ζ(s+ ikαh; a)− ζn(s+ ikαh; a)| � S1 + S2,(4.19)

where

S1 =
1

V (N,w)
+∞∫
−∞

(
N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kαh); a

)∣∣∣∣
)

sup
s∈K

∣∣ln(1
2 + ε− s+ it

)∣∣∣∣1
2 + ε− s+ it

∣∣ dt

and

S2 =
1

V (N,w)

N∑
k=1

w(k) sup
s∈K
|Rn(s+ ikαh)|.
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In view of (4.18),

N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kαh); a

)∣∣∣∣
�

(
N∑
k=1

w(k)

N∑
k=1

w(k)

∣∣∣∣ζ(1

2
+ ε+ i(t+ kαh); a

)∣∣∣∣2
) 1

2

� V (N,w(1 + |t|)).

Therefore,

S1 �K n−ε
+∞∫
−∞

(1 + |t|) exp{−c1|t|} �K n−ε. (4.20)

Similarly, as in Section 4.2, we find that

S2 �K
n

1
2
−2ε

V (N,w)

N∑
k=1

w(k) exp{−c2k
α}

�K
n

1
2
−2ε

V (N,w)

(
exp{−c2N

α}V (N,w) +

N∫
1

exp{−c2u
α}|w′(u)|du

)
.

(4.21)

Let N1 →∞ bet such that

N1∫
1

u|w′(u)|du = o(V (N,w)) (4.22)

as N →∞. Then

N∫
1

exp{−c2u
α}|w′(u)|du =

( N1∫
1

+

N∫
N1

)
exp{−c2u

α}|w′(u)|du

� o(V (N,w)) + exp{−c2N
α
1 }

N∫
1

u|w′(u)|du = o(V (N,w))

as N →∞. Therefore, by (4.21) and (4.22), S2 = o(1) as N →∞. This and
(4.19), (4.20) together with the definition of the metric ρ prove the lemma.
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Now, we state a weighted discrete limit theorem. Let, in this section,

PN,w(A) =
1

V (N,w)

N∑
k=1

w(k)I({16k6N : ζ(s+ ikαh; a) ∈ K}),

A ∈ B(H(D)).

We also preserve the notation of Section 3.2 for ζ(s, ω; a), Pζ and the set S.

Theorem 4.13. Suppose thatw ∈ V2, α, 0 < α < 1, is fixed, and the sequence
a is multiplicative. Then PN,w converges weakly to the measure Pζ as n→∞.

Proof. We apply similar arguments used in the proof of Theorem 4.2. On a
certain probability space with measure µ, define the random variable θN by
the formula

µ(θN = kαh) =
w(k)

V (N,w)
, k = 1, . . . , N.

Let
XN,n,w = XN,n,w(s) = ζn(s+ iθN ; a),

and let Xn be the H(D)-valued random element with the distribution Vn,
where the measure Vn is defined in Lemma 4.11. Thus, by Lemma 4.11, we
have the relation

XN,n,w
D−−−−→

N→∞
Xn. (4.23)

The series for ζn(s; a) and ζ ′n(s; a) are absolutely convergent for σ > 1
2 .

Therefore

lim sup
T→∞

1

T

T∫
1

|ζn(σ + it; a)|2dt =
∞∑
m=1

|am|2v2
n(m)

m2σ
6
∞∑
m=1

|am|2

m2σ
6C1 <∞

and

lim sup
T→∞

1

T

T∫
1

|ζ ′n(σ + it; a)|2dt =

∞∑
m=1

|am|2v2
n(m) log2m

m2σ

6
∞∑
m=1

|am|2 log2m

m2σ
6C2 <∞.
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Hence, using Lemma 4.6, we find as above that, for 1
2 < σ < 1,

N∑
k=1

|ζn(σ + ikαh; a)|2 � N1−α
Nαh∫
1

|ζn(σ + it; a)|2dt

+

( Nαh∫
1

|ζn(σ + it; a)|2dt

Nαh∫
1

|ζ ′n(σ + it; a)|2dt

) 1
2

� N.

Therefore, by properties of the weight function w(k), we obtain that, for 1
2 <

σ < 1,

sup
n∈N

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k)|ζn(σ + ikαh; a)|6C <∞.

This and the Cauchy integral formula imply

sup
n∈N

lim sup
N→∞

1

V (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζn(σ + ikαh; a)|6Cl <∞, (4.24)

where {Kl} is a sequence of compact sets from the definition of metric ρ.
Now, we fix ε > 0 and define µl = µl(ε) = 2lClε

−1. Then by the
definition of XN,n,w and (4.24),

lim sup
N→∞

µ
(

sup
s∈K
|XN,n,w(s)| > Ml

)
= lim sup

N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈Kl
|ζn(s+ ikαh; a)| > Ml

})
6 sup
n∈N

lim sup
N→∞

1

MlV (N,w)

N∑
k=1

w(k) sup
s∈Kl
|ζn(s+ ikαh; a)|6 ε

2l
.

From this and (4.23), we deduce that, for all n, l ∈ N,

µ
(

sup
s∈Kl
|Xn(s)| > Ml

)
6
ε

2l
. (4.25)

The set Hε = {g ∈ H(D) : sup
s∈Kl
|g(s)|6Ml, l ∈ N} is compact in the space
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H(D). Moreover, in view of (4.25),

µ(Xn ∈ Hε)>1− ε
∞∑
l=1

1

2l
>1− ε.

Hence, by the definition of Vn, for all n ∈ N,

Vn(Hε)>1− ε.

This shows that the sequence {Vn : n ∈ N} is tight. Therefore, by Lemma
1.16, it is relatively compact. Thus, there exists a subsequence {Vnr} ⊂ {Vn}
weakly convergent to a certain probability measure P on (H(D),B(H(D)))

as r →∞. In other words,

Xnr
D−−−→

r→∞
P. (4.26)

An application of Lemma 4.12 shows that, for every ε > 0,

lim
n→∞

lim sup
N→∞

1

V (N,w)
N∑
k=1

w(k)I
({

16k6N : ρ(ζ(s+ ikαh; a), ζn(s+ ikαh; a))>ε
})

6 lim
n→∞

lim sup
N→∞

1

εV (N,w)

N∑
k=1

w(k)ρ(ζ(s+ ikαh; a), ζn(s+ ikαh; a)) = 0.

(4.27)

Now, in view of relations (4.23), (4.26) and (4.27), we can apply Lemma 1.18
which shows that

ζ(s+ iθN ; a)
D−−−−→

N→∞
P.

This means that PN,w converges weakly to P as N → ∞. Moreover, this
shows that the measure P is independent of the subsequence {Vnr}. This
remark together with relative compactness of {Vn} implies the relation

Xn
D−−−→

n→∞
P.

Consequently, by the definition of Xn, we have that Vn converges weakly to
P as n → ∞, i.e., PN,w, as N → ∞, converges weakly to the limit measure
of Vn as n → ∞. Since, by the proof of Theorem 1.18, the measure PT , as
T → ∞, also converges weakly to the limit measure P of Vn as n → ∞, and
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P coincides with Pζ , we obtain that PN,w converges weakly to Pζ as N →∞.
The theorem is proved.

4.5 Proof of Theorem 4.7

As all previous universality theorems, Theorem 4.7 follows from a limit
theorem in the space of analytic functions (Theorem 4.13) and the Mergelyan
theorem (Lemma 1.27).

Proof of Theorem 4.7. The first part. We find a polynomial p(s) such that in-
equality (4.13) would be satisfied, and consider the set

Gε = {g ∈ H(D) : sup
s∈K
|g(s)− ep(s)| < ε

2
}.

By Theorem 1.7, the support of the measure Pζ is the set S = {g ∈ H(D) :

g(s) 6= 0 or g(s) ≡ 0}. Thus, Gε is an open neighborhood of ep(s) ∈ S.
Hence,

Pζ(Gε) > 0. (4.28)

Therefore, Theorem 4.13 and Lemma 1.26 imply the inequality

lim inf
N→∞

PN,w(Gε)>Pζ(Gε) > 0.

This, and the definitions of PN,w and Gε show that

lim inf
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈K
|ζ(s+ikαh; a)−ep(s)| < ε

2

})
> 0,

and using of inequality (4.13) proves the theorem.
The second part. The set

Ĝε = {g ∈ H(D) : sup
s∈K
|g(s)− f(s)| < ε}.

is a continuity set of the measure Pζ for all but at most countably many ε > 0.
Thus, by Theorem 4.13 and Lemma 1.19,

lim
N→∞

PN,w(Ĝε) = Pζ(Ĝε)
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for all but at most countably many ε > 0. Therefore, the definitions of PN,w
and Gε imply

lim
N→∞

1

V (N,w)

N∑
k=1

w(k)I
({

16k6N : sup
s∈K
|ζ(s+ikαh; a)−f(s)| < ε

})
= Pζ(Ĝε)

for all but at most countably many ε > 0. Since, in view of (4.13), Gε ⊂ Ĝε,
this together with (4.28) proves the theorem.
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Chapter 5

Value distribution of a certain
composition

In this chapter, together with the periodic zeta-function ζ(s; a) we will
consider the periodic Hurwitz zeta-function ζ(s;α; b), where α, 0 < α 6 1, is
a fixed parameter, and b = {bm : m ∈ N0} is a periodic sequence of complex
numbers with minimal period l ∈ N0. Then the function ζ(s;α; b) is defined,
for σ > 1, by the Dirichlet series

ζ(s;α; b) =
∞∑
m=0

bm
(m+ α)s

,

and, using the equality

ζ(s;α; b) =
1

l

l−1∑
m=1

bmζ
(
s,
m+ α

l

)
, σ > 1

can be meromorphically continued to the whole complex plane with unique
simple pole at the point s = 1. If bm ≡ 1, then ζ(s;α; b) becomes the classical
Hurwitz zeta-function ζ(s;α).

In this chapter, we will prove a joint universality theorem for the functions
ζ(s; a) and ζ(s;α; b), and will obtain some estimates for the number of zeros
of certain compositions of the above periodic functions. The results obtained
generalize and extend similar known theorems.
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5.1 A joint universality theorem for periodic zeta-
functions

Let L(P;α) = {(log p : p ∈ P), (log(m + α) : m ∈ N0)}. Moreover,
let H(K) with K ∈ K be the class of continuous functions on K which are
continuous in the interior ofK. The main result of this section is the following
joint universality theorem.

Theorem 5.1. Suppose that the sequence a is multiplicative, and the set
L(P;α) is linearly independent over the field of rational numbers Q. Let
K1,K2 ∈ K and f1(s) ∈ H0(K1), f2(s) ∈ H(K2). Then, for every ε > 0,

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K1

|ζ(s+ iτ ; a)− f1(s)| < ε,

sup
s∈K2

|ζ(s+ iτ, α; b)− f2(s)| < ε

}
> 0.

Moreover, the same inequality with "lim" holds for all but at most countably
many ε > 0.

We notice that earlier Theorem 5.1 was known under certain additional
restrictions. For example, in [16], it was required the transcendence of the
parameter α and the inequality

∞∑
m=1

|apm|
p
m
s

6c < 1

for each prime p.
We will use the method of Chapter 1, therefore, we will omit some details.
As in Chapter 1, we will use some topological structure. Together with the

torus
Ω =

∏
p

γp,

we define one more torus
Ω1 =

∏
m∈N0

γm,

where γm = γ for all m ∈ N0. With the product topology ant pointwise
multiplication, the torus Ω1, as Ω, is a compact topological Abelian group.

118



Putting
Ω̂ = Ω× Ω1

again gives a new compact topological Abelian group. Therefore, on
(Ω̂,B(Ω̂)), the probability Haar measure m̂H exists, and we obtain the prob-
ability space (Ω̂,B(Ω̂), m̂H). On this probability space, define the H2(D) =

H(D)×H(D)-valued random element

ζ̂(s, ω, ω1, α; a, b) = (ζ(s, ω; a), ζ(s, ω1, α; b)),

where

ζ(s, ω; a) =

∞∑
m=1

amω(m)

ms

and

ζ(s, ω, α; b) =

∞∑
m=0

bmω1(m)

(m+ α)s
,

and ω1(m) denotes the m-the component of an element ω1 ∈ Ω1, m ∈ N0,
and by ω̂ = (ω, ω1) the element of Ω̂. Denote by Pζ̂ the distribution of the

random element ζ̂(s, ω, ω1; a, b), i.e.,

Pζ̂(A) = m̂H{ω̂ ∈ Ω̂ : ζ̂(s, ω, ω1; a, b) ∈ A}, A ∈ B(H2(D)).

Let, for brevity,

ζ̂(s, α; a, b) = (ζ(s; a), ζ(s, α; b)).

The proof of Theorem 5.1 is based on a limit theorem for

PT,ζ̂(A) =
1

T
meas{τ ∈ [0, T ] : ζ̂(s+ iτ, α; a, b) ∈ A}, A ∈ B(H2(D)).

Theorem 5.2. Suppose that the set L(P;α) is linearly independent over Q.
Then PT,ζ̂ converges to the measure Pζ̂ as T →∞.

We start the proof of Theorem 5.2 with a limit theorem for probability
measure on (Ω̂,B(Ω̂)). Let, for A ∈ B(Ω̂),

Q̂T (A) =
1

T
meas{τ ∈ [0, T ] : ((p−iτ : p ∈ P), ((m+α)−iτ : m ∈ N0)) ∈ A}.

Lemma 5.3. Suppose that the setL(P, α) is linearly independent over Q. Then
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Q̂T converges weakly to the Haar measure m̂H as T →∞.

Proof. We consider the Fourier transform ĝT (k, l), k = (kp : kp ∈ Z, p ∈ P),
l = (lm : lm ∈ Z,m ∈ N0), of the measure Q̂T , i.e.,

ĝT (k, l) =

∫
Ω̂

∏
p∈P

′
ωkp(p)

∏
m∈N0

′
ωlm(m)dQ̂T

=
1

T

T∫
0

∏
p∈P

′
p−ikpτ

∏
m∈N0

′
(m+ α)−ilpτdτ

=
1

T

T∫
0

exp

{
− iτ

(∑
p∈P

′
kp log p+

∑
m∈N0

′
lm log(m+ α)

)}
dτ,

(5.1)

where "′" means that only a finite number of integers kp and lm are distinct
form zero. Clearly, in view of (5.1)

ĝT (0, 0) = 1. (5.2)

If (k, l) 6= (0, 0), then

A(k, l)
def
=
∑
p∈P

′
kp log p+

∑
m∈N0

′
lm log(m+ α) 6= 0

because the set L(P, α) is linearly independent over Q. Thus, integrating in
(5.1), we find that

ĝT (k, l) =
1− exp{−iTA(k, l)}

iTA(k, l)
.

This and (5.2) show that

lim
T→∞

ĝT (k, l) =

{
1 if (k, l) = (0, 0),

0 if (k, l) 6= (0, 0).

Therefore, the lemma follows by a continuity theorem for probability measures
on compact groups.

Additionally to vn(m) defined in Section 1.4, we define

vn(m,α) = exp

{
−
(
m+ α

n+ α

)θ}
,m ∈ N0, n ∈ N,
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and

ζn(s, α; b) =

∞∑
m=0

bmvn(m,α)

(m+ α)s
.

Let, for brevity,

ζ̂n(s, α; a, b) = (ζn(s; a), ζn(s, α; b))

and, for (ω, ω1) ∈ Ω̂,

ζ̂n(s, ω, ω1, α; a, b) = (ζn(s, ω; a), ζn(s, ω1, α; b)),

where

ζn(s, ω1, α; b) =

∞∑
m=0

bmω1(m)vn(m,α)

(m+ α)s
.

The series for ζn(s, α; b) and ζn(s, ω1, α; b), as for ζn(s; a) and ζn(s, ω; a),
are absolutely convergent for σ > 1

2 [11]. Define the function un,α(ω̂) : Ω̂ →
H2(D) by

un,α(ω, ω1) = (ζn(s, ω; a), ζn(s, ω1, α; b)).

This function is continuous because of the absolute convergence of the above
series. Let, for A ∈ B(H2(D)),

PT,n,α(A) =
1

T
meas{τ ∈ [0, T ] : ζ̂n(s+ iτ, α; a, b) ∈ A},

and let Vn,α = m̂Hu
−1
n,α. Then, similarly to the proof of Theorem 1.7, using of

Lemma 5.3 leads to the following assertion.

Lemma 5.4. Suppose that the setL(P, α) is linearly independent over Q. Then
PT,n,α converges weakly to the measure Vn,α as T →∞.

On the space H2(D), define the metric inducing its product topology. For
g

1
= (g11, g12), g

2
= (g21, g22), we put

ρ2(g
1
, g

2
) = max(ρ(g11, g12), ρ(g21, g22)),

where ρ is the metric in H(D) defined in Section 1.5. Then we have
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Lemma 5.5. The equality

lim
n→∞

lim sup
T→∞

1

T

T∫
0

ρ2(ζ̂(s+ iτ, α; a, b), ζ̂n(s+ iτ, α; a, b))dτ = 0

holds.

Proof. By the definition of the metric ρ, the equality of the lemma follows
from the equalities

lim
n→∞

lim sup
T→∞

1

T

T∫
0

ρ(ζ(s+ iτ ; a), ζn(s+ iτ ; a))dτ = 0

and

lim
n→∞

lim sup
T→∞

1

T

T∫
0

ρ(ζ(s+ iτ, α; b), ζn(s+ iτ, α; b))dτ = 0.

However, the first of these equality is Lemma 1.10, and the second one is
equality (4) of [11]. We note that the proof is independent on arithmetic of the
parameter α.

The next lemma repeats the proof of Lemma 1.19, and uses Lemmas 5.4,
5.5 and 1.16, see, also [16].

Lemma 5.6. The sequence {Vn,α} is tight.

Proof of Theorem 5.2. By Lemmas 5.6 and 1.16, the sequence {Vn,α} is rel-
atively compact. Therefore, there exists a subsequence {Vnk,α} ⊂ {Vn,α}
such that {Vnk,α} converges weakly to a certain probability measure Pα on
(H2(D),B(H2(D))) as k →∞. Hence,

Xnk,α
D−−−→

k→∞
Pα, (5.3)

where Xn,α = Xn,α(s) is the H2(D)-valued random element having the dis-
tribution Vn,α. Let ξ bet the same random element as in Section 1.6. Define
the H2(D)-valued random element XT,n,α by

XT,n,α = XT,n,α(s) = ζ̂n(s+ iξT, α; a, b).
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Then, in view of Lemma 5.4, we have the relation

XT,n,α
D−−−−→

T→∞
Xn,α. (5.4)

Define one more H2(D)-valued random element YT,α by

YT,α = YT,α(s) = ζ̂(s+ iξT, α; a, b).

Then Lemma 5.5 shows that, for every ε > 0,

lim
n→∞

lim sup
T→∞

µ{ρ2(YT,α, XT,n,α)>ε} = lim
n→∞

lim sup
T→∞

1

T

meas
{
τ ∈ [0, T ] : ρ2(ζ̂(s+ iτ, α; a, b), ζ̂n(s+ iτ, α; a, b))>ε

}
6 lim
n→∞

lim sup
T→∞

1

Tε

T∫
0

ρ2(ζ̂(s+ iτ, α; a, b), ζ̂n(s+ iτ, α; a, b))dτ = 0.

(5.5)

From (5.3)-(5.5), it follows that it is possible to apply Lemma 1.19. This ap-
plication gives the relation

YT,α
D−−−−→

T→∞
Pα. (5.6)

This means that the measure PT,ζ̂ converges weakly to Pα as T → ∞, and
that the measure Pα is independent of the choice of the subsequence {Xnk,α}.
Therefore, we have the relation

Xn,α
D−−−→

n→∞
Pα,

which together with (5.6) shows that the measure PT,ζ̂ converges weakly as
T →∞ to the limit measure Pα of the measure Vn,α as n→∞.

The linear independence of the set L(P, α) is used only in the proof of
Lemma 5.3. Therefore, the further proof of Theorem 5.2 is independent of α.
Since we have obtained that PT,ζ̂ converges weakly to the limit measure of
Vn,α, this limit measure must be the same as in [11] in the case of transcenden-
tal α. Thus, Pα coincides with Pζ̂ . The theorem is proved.

Proof of Theorem 5.1. It is known by [11] that the support of the measure Pζ̂
is the set S ×H(D), where, as in Chapter 1,

S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.
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By Lemma 1.27, there exist polynomials p1(s) and p2(s) such that

sup
s∈K1

|f1(s)− ep1(s)| < ε

2
(5.7)

and

sup
s∈K2

|f2(s)− p2(s)| < ε

2
. (5.8)

Define the set

Gε =

{
(g1, g2) ∈ H2(D) : sup

s∈K1

|f1(s)−ep1(s)| < ε

2
, sup
s∈K2

|f2(s)−p2(s)| < ε

2

}
.

Then, by the above remark, the set Gε is an open neighborhood of an element
(ep1(s), p2(s)) of the support of the measure Pζ̂ . Hence, by Lemma 1.26 and
Theorem 5.2,

lim inf
T→∞

PT,ζ̂(Gε)>Pζ̂(Gε) > 0.

This, the definitions of PT,ζ̂ and Gε together with (5.7) and (5.8) prove the first
part of the theorem.

To prove the second assertion of the theorem, define the set

Ĝε =

{
(g1, g2) ∈ H2(D) : sup

s∈K1

|g1(s)−f1(s)| < ε, sup
s∈K2

|g2(s)−f2(s)| < ε

}
.

Then the boundary lies in the set{
(g1, g2) ∈ H2(D) : sup

s∈K1

|g1(s)− f1(s)| = ε, sup
s∈K2

|g2(s)− f2(s)| < ε

}
⋃{

(g1, g2) ∈ H2(D) : sup
s∈K1

|g1(s)− f1(s)| < ε, sup
s∈K2

|g2(s)− f2(s)| = ε

}
⋃{

(g1, g2) ∈ H2(D) : sup
s∈K1

|g1(s)− f1(s)| = ε, sup
s∈K2

|g2(s)− f2(s)| = ε

}
,

therefore, δĜε1 ∩ δĜε2 = ∅ for different positive ε1 and ε2. Thus, the set Ĝε is
a continuity set for all but at most countably many ε > 0. Hence, in view of
Lemma 1.19 and Theorem 5.2,

lim
T→∞

PT,ζ̂(Ĝε) = Pζ̂(Ĝε) (5.9)

for all but at most countably many ε > 0. Suppose that (g1, g2) ∈ Gε. Then
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taking into account (5.8) and (5.9), we find that

sup
s∈K1

|g1(s)− f1(s)|6 sup
s∈K1

|g1(s)− ep1(s)|+ sup
s∈K1

|f1(s)− ep1(s)| < ε

and

sup
s∈K2

|g2(s)− f2(s)|6 sup
s∈K2

|g2(s)− p2(s)|+ sup
s∈K2

|f2(s)− p2(s)| < ε.

Thus, (g1, g2) ∈ Ĝε, and we have the inclusion Gε ⊂ Ĝε. Since Pζ̂(Gε) > 0,

hence it follows that also Pζ̂(Ĝε) > 0. This, the definitions of PT,ζ̂ and Ĝε, and
(5.10) prove the second part of the theorem. The theorem is proved.

5.2 Universality of some compositions

First of all, we recall the classical Rouché Theorem.

Lemma 5.7. Let the functions g1(s) and g1(s) be analytic in the interior of a
closed simple contour L and on L, and let on L the inequalities g1(s) 6= 0 and
|g2(s)| < |g1(s)| be satisfied, Then the functions g1(s) and g1(s) + g2(s) have
the same number of zeros in the interior of L.

Proof of the lemma can be found, for example, in [51].
Define the function

ζ(s, α; a, b) = c1ζ(s; a) + c2ζ(s, α; b), c1, c2 ∈ C\{0}.

We will prove a lower bound for the number of zeros of the function
ζ(s, α; a, b).

Theorem 5.8. Suppose that the setL(P, α) is linearly independent over Q, and
the sequence a is multiplicative. Then, for every σ1, σ2, 1

2 < σ1 < σ2 < 1,
there exists a constant c = c(σ1, σ2, α, a, b) > 0 such that, for sufficiently
large T , the function ζ(s, α; a, b) has more than cT zeros in the rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.

Proof. Let

σ0 =
σ1 + σ2

2
, r =

σ2 − σ1

2
,
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and let the number ε > 0 satisfy the inequality

(|c1|+ |c2|)ε <
1

10
min
|s−σ0|=r

|s− σ0| =
r

10
. (5.10)

We take in Theorem 5.1

f1(s) = ε, f2(s) =
1

c2
(s− σ0).

Suppose that τ ∈ R satisfies the inequalities

sup
|s−σ0|6r

|ζ(s+ iτ ; a)− f1(s)| < ε (5.11)

and

sup
|s−σ0|6r

|ζ(s+ iτ, α; b)− f2(s)| < ε. (5.12)

Then, for these τ , we have that

sup
|s−σ0|6r

|c1ζ(s+iτ ; a)+c2ζ(s+iτ, α; b)−(c1f1(s)+c2f2(s))| < 2(|c1|+|c2|)ε.

Moreover, by the definitions of f1(s) and f2(s),

sup
|s−σ0|6r

|c1f1(s) + c2f2(s)− (s− σ0)| = |c1|ε.

Therefore,

sup
|s−σ0|=r

|c1ζ(s+ iτ ; a) + c2ζ(s+ iτ, α; b)− (s− σ0)| < 3(|c1|+ |c2|)ε.

This and (5.10) show that the functions s− σ0 and

c1ζ(s+ iτ ; a) + c2ζ(s+ iτ, α; b)− (s− σ0)

on the disc |s − σ0|6r satisfy the hypotheses of Lemma 5.7. Therefore, the
function c1ζ(s+ iτ ; a) + c2ζ(s+ iτ, α; b) has a zero in the disc |s− σ0| < r.
However, by Theorem 5.1, the set of τ satisfying inequalities (5.11) and (5.12)
has a positive lower density. Hence, there exists a constant c(σ1, σ2, α, a, b) >

0 such that, for sufficiently large T , the function ζ(s, α; a, b) has more than cT
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zeros in the rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.

Now, we define one class of operators F : H2(D) → H(D). Let β1 > 0

and β2 > 0. We say that the operator F belongs to the class Lip(β1, β2) if it
satisfies the following conditions:

1◦ For each polynomial p = p(s) and any set K ∈ K, there exists an element
(g1, g2) ∈ F−1{p} ⊂ H2(D) such that g1(s) 6= 0 on K;

2◦ For any set K ∈ K, there exists a positive constant c and sets K1,K2 ∈ K
such that

sup
s∈K
|F (g11(s), g12(s))−F (g21(s), g22(s))|6c sup

16j62
sup
s∈Kj

|g1j(s)−g2j(s)|βj

for all (gj1, gj2) ∈ H2(D), j = 1, 2.

We recall that K is the class of compact subsets of the strip D with con-
nected complements.

Now, we state an universality theorem for the composition
F (ζ(s; a), ζ(s, α; b)) with F ∈ Lip(β1, β2).

Theorem 5.9. Suppose that the set L(P, α) is linearly independent over Q,
the sequence a is multiplicative and F ∈ Lip(β1, β2). Let K ∈ K and f(s) ∈
H(K). Then, for every ε > 0,

lim inf
T→∞

1

T
meas{τ ∈ [0, T ] : sup

s∈K
|F (ζ(s+iτ ; a), ζ(s+iτ, α; b))−f(s)| < ε} > 0.

Proof. By Lemma 1.27, there exists a polynomial p = p(s) such that

sup
s∈K
|f(s)− p(s)| < ε

2
. (5.13)

Let K1,K2 ∈ K correspond the set K in condition 2◦ of the class Lip(β1, β2).
By 1◦ of the class Lip(β1, β2), we find (g1, g2) ∈ F−1{p} such that g1(s) 6= 0

on K. For simplicity, let c1 = max(1, c), where c > 0 is from the condition
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2◦ of the class Lip(β1, β2). Define the set

Gε,T =

{
τ ∈ [0, T ] : sup

s∈K1

|ζ(s+ iτ ; a)− g1(s)| < c
− 1
β

1

(ε
2

) 1
β
,

sup
s∈K2

|ζ(s+ iτ, α; b)− g2(s)| < c
− 1
β

1

(ε
2

) 1
β

}
,

where β = max(β1, β2). Then, by Theorem 5.1

lim inf
T→∞

1

T
measGε,T > 0. (5.14)

Using 2◦ of the class Lip(β1, β2), we find that, for τ ∈ Gε,T ,

sup
s∈K
|F (ζ(s+ iτ ; a), ζ(s+ iτ, α; b))− p(s)|

6cmax

(
sup
s∈K1

|ζ(s+ iτ ; a)− g1(s)|β1 , sup
s∈K2

|ζ(s+ iτ, α; b)− g2(s)|β2
)

6cc
−β

2
1

(
ε

2

)β
2

6
ε

2
.

Hence, taking into account (5.14), we obtain that

lim inf
T→∞

1

T
meas

{
τ ∈ [0, T ] : sup

s∈K
|F (ζ(s+iτ ; a), ζ(s+iτ, α; b))−p(s)| < ε

2

}
> 0,

and using of (5.13) completes the proof.

Theorem 5.9 contains an information on the zeros of the composition
F (ζ(s; a), ζ(s, α; b)).

Theorem 5.10. Suppose that the set L(P, α) is linearly independent over Q,
the sequence a is multiplicative, and F ∈ Lip(β1, β2). Then, for every σ1, σ2,
1
2 < σ1 < σ2 < 1, there exists a constant c = c(σ1, σ2, α, a, b, F ) > 0 such
that, for sufficiently large T , the function F (ζ(s; a), ζ(s, α; b)) has more than
cT zeros in the rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.

Proof. We apply arguments similar to those used in the proof of Theorem 5.8.
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We use the same notation as above. Suppose that ε > 0 satisfies the inequality

ε <
1

10
min
|s−σ0|=r

|s− σ0| =
r

10
,

and that reals τ satisfy

sup
|s−σ0|6r

|F (ζ(s+ iτ ; a), ζ(s+ iτ, α; b))− (s− σ0)| < ε. (5.15)

Then the functions s− σ0 and

F (ζ(s+ iτ ; a), ζ(s+ iτ, α; b))− (s− σ0)

on the disc |s − σ0|6r satisfy the requirements of Lemma 5.7. Hence, the
function

F (ζ(s+ iτ ; a), ζ(s+ iτ, α; b))

has a zero in the disc |s − σ0| < r. However, in virtue of Theorem
5.9, the set of τ satisfying (5.15) has a positive lower density. Therefore,
there exists a constant c = c(σ1, σ2, α, a, b, F ) > 0 such that, the function
F (ζ(s; a), ζ(s, α; b)), for sufficiently large T , has more than cT zeros in the
rectangle

{s ∈ C : σ1 < σ < σ2, 0 < t < T}.
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Conclusions

1. For the periodic zeta-function ζ(s; a) with multiplicative periodic se-
quence a, the universality theorem on the approximation of analytic
functions by shifts ζ(s+ iτ ; a), τ ∈ R, is valid.

2. For the periodic sequences a = {am : m ∈ N} with minimal period q
(q is a prime number) satisfying

aq =
1

ϕ(q)

q−1∑
l=1

al,

where ϕ(q) is Euler totient function, the function ζ(s; a) is universal or
strongly universal.

3. For the function ζ(s; a) with multiplicative sequence a, a weighted uni-
versality theorem is true.

4. For the function ζ(s; a) with multiplicative sequence a, a weighted dis-
crete universality theorem is true.

5. The compositions F (ζ(s; a), ζ(s, α; b)), where ζ(s, α; b) is the periodic
Hurwitz zeta-function, for some classes of operators F in the space of
analytic functions, are universal. Moreover, they have infinely many
zeros in the critical strip.
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[15] A. Kačėnas, D. Šiaučiūnas, On the Periodic Zeta-function. III, in: Anal.
Probab. Methods Number Theory, A.Dubickas etc. (Eds.), TEV, Vilnius,
(2001), pp. 99-108.
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[24] A. Laurinčikas, Universality of the Riemann Zeta-function. J. Number
theory, 130 (2010), 2323-2331.

[25] A. Laurinčikas, On Joint Universality of Dirichlet L-functions, Chebysh.
sb. 12 (1) (2011), 129-139.
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[31] A. Laurinčikas, D. Šiaučiūnas, Remarks on the Universality of the Peri-
odic Zeta-function. Math. Notes 84 (4) (2006), 532-538.

[32] D. Leitmann, D. Volke, Periodische und Multiplikative Zahlentheoretis-
che Funktionen, Monatsh. Math. 81 (1976), 279-289.

[33] M. Loève, Probability Theory, D. van Nostrand Camp, Toronto, New
York, London, (1955).
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