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Distortion-Based Audio Augmentation  
for Continuous Speech Recognition

Jūratė Vaičiulytė, Gintautas Tamulevičius

Institute of Data Science and Digital Technologies
Vilnius University
jurate.vaiciulyte@mif.vu.lt

The amount of training data is an important issue in continuous speech 
recognition, both neural networks and statistical approaches. Insuffi-
cient or inconsistent training data set (which is the case for low-resource 
languages) may give low quality or over-trained models resulting in poor 
speech recognition. Nowadays, the principle of artificially increasing the 
amount of training is widely applied. The amount of data is increased 
by adding extra noise, modifying time scale, perturbating the speaker’s 
vocal tract length, distorting acoustics features, or applying speech syn-
thesis to obtain additional data.

In this study, we have explored the influence of distortion-based 
speech data augmentation on continuous speech recognition rate and 
its robustness. For this purpose, we have employed additive and convo-
lutional noises for the speech recordings (the speech corpus of ~90 hrs 
was exploited). The white noise was added at various levels to form 
an additive noise-based subset of the training data. The convolutional 
noise was imitated with the help of various room impulse responses (we 
have used the BUT Speech@FIT Reverb Database for this purpose). The 
amount of distorted data in the training set was formed by randomly 
selecting utterances and consistently increasing their amount, thus ana-
lysing their impact on recognition accuracy and robustness. 

The effect of augmented training data on speech recognition was 
compared to a corpus of ~200 hrs, advantages and disadvantages of 
each case were analysed.


