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Introduction

Future light-based quantum technologies will depend on generation and ma-
nipulation of single photons, thus any quantum device will contain one crucial
component within – single-photon emitter (SPE). So far, among the frontrun-
ners are solid-state SPEs [1], and they are expected to play an essential role
in a plethora of quantum tasks like enhanced precision measurements and sub-
diffraction imaging systems [2], ultrasensitive sensing [3] or optical quantum
computing [4] – all these applications have already become quantum roadmap
targets for the next decade. A good example of quantum technologies is quan-
tum cryptography [5] or, more precisely, quantum key distribution, that has
already reached commercial availability [6]. Furthermore, the importance of
the mentioned technologies motivated the European Commission to launch
European Quantum Technologies Flagship [7]. This large-scale, long-term re-
search initiative will foster the development of a competitive quantum industry,
making the results of quantum research available for commercial applications
and disruptive technologies.

One of the most studied solid-state SPE systems are atom-like defects pro-
viding quantum states that can be addressed via optical excitation [1]. A
starting point in the evolution of solid-state SPEs was the detection of the ne-
gatively charged nitrogen-vacancy center in diamond by Jörg Wrachtrup and
colleagues [8]. However, despite unique properties of this color center [1,9], cost
and the difficulty of integrating diamond components into devices using tra-
ditional lithographic approaches motivated the exploration of defect states in
other material systems as well [10]. As such, several materials hosting fluores-
cent defects have been explored, and, with time, the playground of solid-state
SPEs has expanded beyond wide-bandgap semiconductors, such as zinc oxide,
silicon carbide, gallium nitride, and aluminum nitride [11–14], to include two-
dimensional (2D) materials that offer structural openness [1, 15, 16]. However,
each technical solution has different pros and cons.

Hexagonal boron nitride (hBN) stands out as one of the most alluring 2D
materials because of its uniquely wide bandgap of 6 eV and exceptionally excel-
lent chemical and thermal stability [17,18]. This insulating analog of graphite,
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due to the excellent lattice match, is an ideal substrate for graphene and an es-
sential building block in van der Waals heterostructures [19,20]. The growth of
high-quality hBN crystals also triggered an increasing interest in deep ultravio-
let applications because of the bright luminescent emission of hBN single crys-
tals [17,21,22]. The recent discovery that hBN can host bright and stable SPEs
has sparked interest in this material as another compelling host for SPEs [23].
In the past few years, the activity in this field has flourished, and SPEs have
been discovered in monolayer, multi-layer, as well as bulk-grown hBN, and
synthesized by a variety of methods [24–30]. SPEs in hBN come into play
as an attractive system due to robust, narrow-linewidth, bright, photostable,
and indistinguishable single-photon sources operating at room temperature and
above [31]. Ultimately, the optically detected magnetic resonance response from
SPEs in hBN was obtained, indicating that there are spin-dependent transi-
tions [32]. All properties of SPEs in hBN mentioned above, in combination,
can become a rich platform to support the 2nd quantum revolution that relies
on manipulating and reading quantum states [33].

So, what exactly is the microscopic origin of the SPEs in hBN? Despite
active investigations, there is a considerable controversy in the literature and
prior observations. Even though theoretical calculations have given rise to se-
veral candidate defect structures [34–38], direct comparisons with experiments
remain inconclusive. The atomic structures of the point defects, to which light
emission in hBN has been attributed, is still under dispute, and the effect of
the annealing on optical activation of SPEs, that emit light in the visible range,
is unresolved. Thus more in-depth analysis and further investigations to shine
a light on the origin of SPEs are necessary.

Illustration of highly efficient ultraviolet SPE in hBN that was investigated in
this Thesis.
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Fortunately, as it turns out, direct identification and characterization of
defects can sometimes elude experimental efforts. First-principles methods
have emerged as a powerful approach to complement experiments and gain
valuable insights about materials at the atomic level. In particular, the density
functional theory (DFT) has become an integral part of materials research,
and is practiced by a considerable and ever-growing number of research groups
around the world. Furthermore, in recent years, advanced calculations based
on hybrid DFT have provided essential insights into the defect properties of
III-nitrides [39–41]. Thus similar calculations open up a path to obtain more
detailed insights into the defect physics.

Goal of the Thesis
The main goal of this Thesis is to uncover the physics and the role of point
defects in hBN, in particular for the observed single-photon emission, by per-
forming first-principles calculations.

Tasks of the Thesis
In order to reach the goal of this Thesis, the following tasks were set:

1. Disclose the role of point defects and most common impurities in hBN by
providing accurate information about their structural, electronic, ther-
modynamic, and kinetic properties.

2. Ivestigate optical properties of boron vacancy complexes with oxygen and
hydrogen in hBN.

3. Develop a quenching model of 2 eV single-photon emission in hBN.

4. Assign the origin of the defect responsible for the observed single-photon
emission in the ultraviolet spectral range in hBN by deducing defect-
phonon coupling, the radiative lifetime of internal optical transitions,
quantum efficiency, and other key parameters.

Novelty and importance of the work
This Thesis employs extensive hybrid DFT calculations in order to produce ac-
curate results for the characterization of point defects as SPEs in hBN. Results
obtained in this Thesis are essential for several reasons.

1. A significant step forward in the study of hBN defects was provided by
giving a broad and comprehensive picture of the defect chemistry in hBN:
uncovered dominant defect structures and their physical properties.
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2. The author of this Thesis ensured a correct treatment of defect physics,
and thereby illustrated ability to predict and assign microscopic identity
of SPEs in hBN, using a purely first-principles approach.

3. Physical model for quenching of 2 eV single-photon emission in hBN was
proposed.

4. The author of this Thesis unpretentiously believes that the study covered
herein has also made its small contribution towards a more in-depth un-
derstanding of ultraviolet emission in hBN by giving convincing explana-
tions for obtained results.

Key statements for defence
1. Impurities rather than native defects dominate the defect chemistry of

hBN. Due to higher formation energies and migration barriers, bare va-
cancy defects could be present in nonequilibrium conditions only. The
common attribution of the 4.1 eV luminescence to CN defect is ruled out.

2. Quenching of 2 eV single-photon emission can be explained through
Förster resonant energy transfer from red SPEs to boron vacancy
complexes with hydrogen and oxygen. The proposed 2 eV SPE lumi-
nescence quenching model can be expanded for two perfectly isolated
nitrogen dangling bond systems in hBN.

3. Ultraviolet single-photon emission in hBN at 4.1 eV originates in carbon
dimer defect. The internal optical transition occurs between two localized
pz-type defect states, with a short radiative lifetime. The calculated key
parameters for optical transition are in excellent agreement with experi-
mental data.

Contribution of the author
The author of the Thesis performed theoretical calculations, analyzed the ob-
tained data and prepared publications I, II, III and IV together with co-authors.
The author performed all first-principles calculations for this Thesis at the High
Performance Computing Center “HPC Saulėtekis” in the Faculty of Physics,
Vilnius University. Dr. L. Weston and dr. D. Wickramaratne together with the
author investigated electronic, thermodynamic, and kinetic properties of native
point defects and impurities in hBN. The author has contributed to the inves-
tigation of electronic and optical properties of vacancy-impurity complexes in
hBN and performed some independent calculations for defect energetic, elec-
tronic structure, and migration properties. The author has performed all of
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the calculations and theoretical work according to boron vacancy complexes
in hBN. The author wrote the manuscript related to the second paper II, i.e.,
investigation of SPE luminescence quenching through Förster resonant energy
transfer. The author proposed to extend the 2 eV SPE luminescence quenching
model for two perfectly isolated nitrogen dangling bond systems in hBN. Group
of Prof. dr. C. A. Meriles performed all the measurements in order to investi-
gate the photo-induced modification of SPEs in hBN in paper III. The author
and dr. M. Maciaszek have equally contributed performing the first-principles
calculations of the carbon dimer in hBN. Additionally, the author calculated
dipole moment, radiative lifetime for the carbon dimer in hBN, and prepared
manuscript of the IV paper. The author prepared an illustration that appeared
on the cover of Applied Physics Letters journal.

Approbation of the research results
This section presents the lists of papers and conferences related to the Thesis.
In the doctoral Thesis, the following papers are referred to by Roman numbers.
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I L. Weston. D. Wickramaratne, M. Mackoit, A. Alkauskas, C. G. Van

de Walle, Native point defects and impurities in hexagonal boron nitride,
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(2020).

III Z. Shotan, H. Jayakumar, C. R. Considine, M. Mackoit, H. Fedder,
J. Wrachtrup, A. Alkauskas, M. W. Doherty, V. M. Menon, and C. A. Me-
riles, Photo-induced modification of single-photon emitters in hexagonal
boron nitride, ACS Photonics 3, 2490-2496 (2016).

IV M. Mackoit-Sinkevičienė, M. Maciaszek, C. G. Van de Walle,
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Power of Walter Kohn’s
education

Undoubtedly power of Walter Kohn’s education
was a new many-body problem’s approach creation,
which reduced amount of variables and problem’s size,
it is thus unsurprising that Kohn received for this a Nobel Prize1.
Two Hohenberg-Kohn theorems are at its heart,
telling that electron density and energy can be mapped one-to-one.
Proposed method’s prediction of structure properties ability
revolutionized experimental field and has proved its utility.
Density functional theory presents an incredible success story,
through obtained accuracy and low computational cost
it has earned its full glory.
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Illustration of some prominent quantum point defects in diamond, silicon
carbide and complex oxides.

1Walter Kohn, the founding father of DFT, received a Nobel Prize in Chemistry in 1998.
DFT is currently one of the most powerful tools for studying defects properties in various
materials.
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Chapter 1

Theoretical Background

When a theoretical physicist wants to model a material — be it a quantum
dot or a slab of semiconductor — he often uses software to calculate the beha-
vior of electrons within the material. Most of the software is built on density
functional theory (DFT), one of the most popular approaches in the physical
and chemical sciences [42,43]. DFT methodology is especially essential for the
discovery of novel quantum point defects in various materials. Furthermore,
obtained results allow us to calculate parameters that can be used in mode-
ling various phenomena such as defect formation energies or luminescence line-
shapes, etc. [44, 45]. The first 1.1, and second 1.2 parts of this chapter cover
the basic theoretical concepts that build the foundation of density functional
theory. Starting from the time-independent Schrödinger equation, the relevant
formalism for Hartree-Fock method and DFT used throughout this work will
be reviewed. Furthermore, the theoretical background for periodic systems in
the context of exact exchange will be discussed. In the 1.3 part, we will focus
on the practical implementation of DFT for electronic structure calculations of
solids.

1.1. Many-particle Schrödinger equation
Ninety-four years have already passed since Erwin Schrödinger formulated the
fundamental equation of quantum mechanics [46], the solution of which is the
key to determine any observable physical quantity of the system. All infor-
mation we could possibly have about a given system is contained in the sys-
tem’s wave function. An ab-initio study of condensed matter aims to solve the
many-particle Schrödinger equation for the system being studied, for example,
a perfect hBN crystal. The time-independent, nonrelativistic many-particle
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Schrödinger equation is given by

ĤΨ(r,R) = EΨ(r, R). (1.1)

Here r are the coordinates of electrons and R are the coordinates of nuclei.
The many-particle Hamiltonian consists of the five terms

Ĥ = T̂e + T̂α + V̂αe + V̂αα + V̂ee. (1.2)

The first two terms, T̂e and T̂α are the electronic and nuclei kinetic energy, re-
spectively. The other three operators describe the nuclear-electron V̂αe, nuclear-
nuclear V̂αα and electron-electron V̂ee interactions.

This electron-nuclear many-particle problem is one of the most intractable
problems of quantum physics. The main obstacle is that the motions of the
electrons in atoms correlate because of the strong Coulomb repulsion between
them. This second-order partial differential equation 1.1 is extremely diffi-
cult to solve analytically in all but the simplest of cases considering that the
computational resources required to solve it scale exponentially with both the
number of electronic coordinates 3n and number of nuclear 3N coordinates in
the system. To understand the problem’s difficulty, consider that 1 gram of
any material contains on the order of 1023 electrons2. Solving the Schrödinger
equation for this system using a computer would require approximately 1 bil-
lion petabytes of computing space to represent the 3n coordinates of each
electron [42]. Nonetheless, during decades of struggling, many powerful me-
thods for solving Schrödinger’s equation have been developed, and this problem
has been solved numerically for a wide range of atoms and molecules [47]. We
will next summarize some widely used approximations that computationally
simplify this problem.

1.1.1. The Born-Oppenheimer approximation
The Born-Oppenheimer approximation takes into account the significant dif-
ference between electronic and nuclear masses, and correspondingly the time
scales of their motion, i.e., the nuclei can be assumed to be stationary. This
enables simplification of the Hamiltonian operator Ĥ (in equation 1.2) by de-
coupling the ionic and electronic motion, so that the two decoupled systems
can be solved more efficiently. This approximation is valid as long as the ratio
of vibrational to electronic energies is small [48].

For the first step the nuclear kinetic energy operator T̂α is neglected and
2For instance, one gram of hexagonal boron nitride contains 3.99 · 1023 electrons. However,

in ab-initio calculations, the macroscopic quantity of hBN can be well approximated by a
primitive unit cell containing only 4 atoms, i.e., 16 electrons. The resulting perfect crystal is
an excellent approximation of a real bulk hBN; the electronic band structure of bulk hBN in
chapter 3.3.1 was calculated with akin primitive cell.
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nuclear-nuclear repulsion V̂αα is reduced to a constant, which can be neglected
from the electronic part of Hamiltonian

Ĥe = T̂e + V̂αe + V̂ee. (1.3)

The electronic Schrödinger equation is solved approximately with a fixed nu-
clear geometry. Next, the so-called potential energy surface (or adiabatic sur-
face) is obtained by varying the nuclei positions R. In the second step, the
nuclear kinetic energy T̂α is reintroduced, and the Schrödinger equation for
the nuclear motion is solved. The nuclear coordinates still enter the electronic
Schrödinger equation as an external potential in which the electrons move,
but not as independent variables. This approximation is not feasible for any
realistic material and can only analytically be solved for the simplest cases.
Therefore, further approximations are needed to take advantage of numerical
methods.

1.1.2. The Hartree-Fock method
The Hartree–Fock (HF) method (or self-consistent field method) was the first
practically useful approach to solve the many-particle problem [49] [50]. In this
method, the many-particle wave function of the system can be approximated
by a single Slater determinant, that is, an antisymmetrized product of single-
particle wave functions

ΨHF = 1√
N !

∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x2) ... ψ1(xN )
ψ2(x1) ψ2(x2) ... ψ2(xN )
... ... ... ...

ψN (x1) ψN (x2) ... ψN (xN )

∣∣∣∣∣∣∣∣∣ . (1.4)

Here each single particle N wave function is the product of a spatial ϕ(r) and
spin η(σ) component, ψi(xi) = ϕi(ri)ηi(σi). This many-particle wave function
ansatz satisfies the Pauli exclusion principle.

In HF method, a series of single-particle Schrödinger equations are solved in
which electron-electron interaction is determined in an average way i.e., every
particle is exposed to the mean field created by other particles. The expectation
value of the energy is the sum of the energies of the one-electron HF orbitals

EHF = 〈ΨHF|Ĥ|ΨHF〉 =
N∑
i=1

Ei + 1
2

N∑
i=1

N∑
j=1

(Cij −Kij), (1.5)

where

Ei = 〈ψi|h|ψi〉, Cij = 〈ψiψj |Vint|ψiψj〉, Kij = 〈ψiψj |Vint|ψjψi〉. (1.6)
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The subscripts i and j denote the summation over orbitals, Vint = e2

rij
. The

first term Ei is the one electron contribution to the total energy, contain-
ing electron’s kinetic energy and potential energy due to the electron-nuclear
interaction. The second term Cij is usually called the Coulomb integral and
the third term Kij is called the exchange integral. These integrals describe
two electrons contribution of electron-electron interaction. The Coulomb inte-
gral contains a spurious self-interaction error that is canceled by the exchange
integral when Cii = Kii. However, in general, to describe all possible orbital oc-
cupations (i.e., including excited states), an infinite number of weighted Slater
determinants is needed. For this reason, the HF method only provides an ap-
proximation to electron-electron interaction and it neglects electron correlation.

There are no analytic solutions for many-electron systems, therefore the
problem is solved numerically by applying the variational method

E0 ≤
〈ΨHF|Ĥ|ΨHF〉
〈ΨHF|ΨHF〉

. (1.7)

The HF method determines the set of spin orbitals which minimize the energy.
One-electron orbitals are used to make an initial guess, that is subsequently
employed to work out the HF equations. Based on one-electron orbitals, a
new charge density is constructed. This process is repeated until the total
energy is minimized self-consistently. However, due to the size of the crystalline
systems, the traditional high-accuracy wave function-based quantum chemical
methods are too expensive. Furthermore, it appears inefficient to retain all
information contained in the wave function if, in the end, one is interested
in averaged quantities, like, e.g., the ground state energy. Next, we discuss
a different approach that can be employed by recognizing that the electron
density contains the same information as the corresponding wave function.

1.2. Density Functional Theory
Density functional theory (DFT) allows this many-electron wave function prob-
lem to be solved ab-initio in practice for up to several hundred atoms with
thousands of electrons [51]. The central idea of DFT is to make use of an exact
reformulation of the problem that features the three-dimensional electronic
charge density as the fundamental variable3

n(r) = n

∫
d3r2

∫
d3r3...

∫
d3rnΨ∗(r, r2, ..., rn)Ψ(r, r2, ..., rn) (1.8)

instead of the 3n-dimensional many-electron wave function, thus greatly re-
ducing its complexity. This approach offers a good balance between accuracy,

3It is worth mentioning that the Thomas-Fermi model using electronic density as a basic
variable contained the seeds for the development of the DFT for the definition of functional.

25



predictiveness, and computational cost. Furthermore, among notable recent
successes of DFT are the prediction of new catalysts and new Li battery mate-
rials in the Materials Genome Project [42,52]; thus, it is hardly surprising that
DFT formulations are among two of the top-ten cited papers of all time [43].

1.2.1. The Hohenberg-Kohn Theorems
Formally, we start with Hohenberg-Kohn (HK) theorems, which are at the
heart of the DFT [51].

Theorem I. For any system of interacting particles in an external poten-
tial4 vext(r), there is a one-to-one correspondence between the potential and the
ground-state particle density n0(r). Any ground-state observable is a unique
functional of the ground-state particle density n0(r).

The first HK theorem states that vext(r) is to within an additive constant
a unique functional of n(r)5. Hence the ground state properties of a many-
electron system are uniquely determined by an electron density i.e., for a given
ground state density n0(r), it is possible to calculate the corresponding wave
function. This means that wave function is a functional of electron density.

Theorem II It is possible to define an energy functional E[n] of the electron
density for a given vext(r), which is minimized and equal to the ground-state
energy when n(r) = n0(r).

The second HK theorem states that the ground state density n0(r) can be
determined from the ground state energy functional E[n0] via the variational
principle by variation only of the density

E[n0] =
∫
vext(r)n0(r)d3r + F [n0] <

∫
vext(r)n(r)d3r + F [n] = E[n]. (1.9)

Functional F [n] = Te[n] + Vee[n] is defined in terms of the density. DFT
is made possible by the existence of these two ingeniously simple6 HK theo-
rems [51]. Thus, if F [n] was known, the task of evaluating all of the properties
of a system with a given external potential vext(r) should be reduced to mini-
mizing the energy functional of the 3-dimensional electron density. However,
HK theorems do not offer a way of calculating the ground-state density n0(r) of
a system in practice because the exact form of the functional F [n] is unknown.
About one year after HK published a paper [51], Kohn and Sham derived a
simple formalism for carrying out DFT calculations, that retains the essence
of DFT [55].

4External potential in DFT is the ionic potential from the atomic cores acting on the
electrons in the system, as in 1.2 equation i.e., vext ∼ Vαe.

5Bright-Wilson gave an elegant explanation of why n(r) determines vext(r). He stated
that the peaks of the electron density give us the positions of the nuclei R, and their slopes
allow us to determine their atomic numbers [53].

6The full proof of HK theorems is given in V. Sahni’s book, chapter 4 [54].
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1.2.2. The Kohn-Sham Formalism
Introducing orbitals into the HK picture, as was done in the Kohn-Sham (KS)
formalism, paved the way to a computational breakthrough [55]. In the KS ap-
proach, the real interacting electron system is mapped onto a virtual system of
non-interacting independent electrons. In this virtual system of non-interacting
electrons, the overall ground-state density is identical to the density of a real
system. Considering that the main flaw in initial DFT formalisms was the dif-
ficulty in representing the kinetic energy of the system, the central idea in KS
approach is to split the kinetic energy functional into two parts: one that con-
siders electrons as non-interacting particles and can be calculated exactly, and
a small correction term accounting for electron-electron interaction [56]. Fol-
lowing the Kohn-Sham formalism, within an orbital formulation, the electronic
energy of the ground state of a system can be written as [55]

E[n] = Te[n] + V Hartree
ee [n] +

∫
vext(r)n(r)d3r + Exc[n]. (1.10)

The Kohn-Sham kinetic energy functional Te[n] represents the kinetic energy
of the non-interacting electrons

Te[n] =
N∑
i=1

∫
ψKS*
i (r)−~

2∇2

2me
ψKS
i (r)dr. (1.11)

In this formalism, the set of one-electron Kohn-Sham orbitals ψKS
i is used to

construct the density n(r) =
∑N
i=1 |ψKS

i (r)|2. The second term in equation 1.10
is the Hartree term V Hartree

ee , or the classical Coulombic repulsion of an electron
density with itself,

V Hartree
ee [n] = e2

2

∫ ∫
n(r)n(r′)
|r− r′| drdr

′. (1.12)

The third term in equation 1.10 is external potential acting on the electrons
due to the nuclei, and the fourth term, known as the exchange-correlation term
Exc[n], represents the correction to the kinetic energy arising from the inter-
acting nature of the electrons, and all non-classical corrections to the electron-
electron repulsion energy.

In the KS formalism, each one-electron wave function ψiKS has a correspond-
ing Kohn-Sham equation, which is a single-particle Schrödinger equation with
an effective potential chosen so that the sum of solutions produces a ground-
state density of a system. Within the KS approach, the problem is reduced to
solving a series of KS equations[

−~2

2me
∇2 + e2

∫
n(r′)
|r− r′|dr

′ + vext + δExc[n]
δn(r)

]
ψKS
i = εKS

i ψKS
i . (1.13)
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On an operational level, Kohn-Sham equation 1.13 can be thought of as
an attempt to improve on the Hartree-Fock method by including correlation
effects into the self-consistent field procedure. Starting from a tentative set of
KS orbitals and using the density constructed from this initial guess, the Kohn-
Sham equations are solved to give new eigenfunctions. This set of orbitals is
then used to calculate an improved density. The entire process is repeated until
the total energy has satisfied a previously chosen convergence criterion, and at
this point, the electronic energy is calculated7.

In principle, this approach should produce the exact ground-state energy and
density, but in practice, one small but vital contribution must be approximated
– the so-called exchange-correlation energy Exc[n]. The accuracy and quality
of the results depends on the quality of this approximation [57]. The biggest
challenge of DFT is the description of this term, which we discuss in the next
section 1.2.3.

1.2.3. The Exchange-Correlation functional
He had a dream in which he saw a stairway resting on the earth,

with its top reaching to heaven, and the angels of God
were ascending and descending on it.

Jacob’s dream, Genesis 28.12
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Figure 1.1. Jacob’s ladder for the five generations of DFT functionals, ac-
cording to the vision of John P. Perdew and Karla Schmidt. Sketch inspired
by Ref. [58].

In this section, we present a Jacob’s ladder of DFT approximations for the
exchange-correlation energy Exc[n] as a functional of the electron density, which
was described by John P. Perdew and Karla Schmidt [58]. In practical cases, the
choice of functional Exc[n] strongly depends on the system of interest. Functio-
nals vary from very simple to very complex [57, 59], nonetheless, all together,

7The most fundamental difference between DFT and HF is that DFT optimizes an electron
density, while HF optimizes a wave function.
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these functionals can be classified into rungs represented in a hierarchical form,
ordinarily referred to as Jacob’s ladder.

On Jacob’s ladder of approximations, each rung represents a different
level of approximation that should recover the results of lower rungs in the
appropriate limits, lead to the chemical accuracy8 and add more capabilities
(Fig. 1.1). At the lowest rung of this ladder is the mother of all approxima-
tions, the local density approximation, where the local density determines the
contribution to the energy. Higher rungs incorporate increasingly complex in-
gredients constructed from the density or the KS orbitals. We will now briefly
discuss the first several rungs of this ladder to introduce some of the most
widely used Exc[n] functionals.

Local density approximation

The simplest and the oldest approach, which is applied in materials science
to represent the exchange-correlation functional Exc[n], is the local density
approximation (LDA). This approach is based on considerations of the ho-
mogeneous electron gas, the only system for which the form of the exchange-
correlation energy is known precisely. The generalization to the inhomogeneous
system is then done by assuming that the exchange-correlation energy at each
point in space depends on a locally constant electron density

ELDA
xc [n] =

∫
n(r)εLDA

xc (n(r))dr, (1.14)

where εLDA
xc (n(r)) is the exchange-correlation energy per electron corresponding

to a homogeneous electron gas of density n(r). It is usual to decompose ELDA
xc [n]

energy into an exchange and correlation parts ELDA
xc [n] = Ex[n] + Ec[n]. For

LDA, the analytical expression for the exchange energy is known

Ex = −3
4

(
3
π

) 1
3
∫
n(r) 4

3 dr. (1.15)

The correlation energy is more complicated. However, expressions for the
high and low density limit are available, and values in-between can be fitted
to highly accurate quantum Monte Carlo calculations [60]. It is also possible
to consider the extension of LDA functional to spin-polarized systems by se-
parating the total density into the individual contributions from electron spin;
that is especially important for the accurate description of elements expressing
magnetism. DFT with the LDA has been shown to give accurate results in a
variety of systems, most notably solids with strong covalent, ionic or metallic
bonding, and is less useful for atoms and molecules, which bear less resemblance
to a uniform electron gas [59]. Furthermore, LDA underestimates bond lengths

8Chemical accuracy is defined as 1 kcal/mol or 0.043 eV.
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and overestimates binding energies. These features can be partly corrected by
using more sophisticated DFT-based approaches.

Generalized gradient approximation

On the next rung is the generalized gradient approximation (GGA) or semi-
local approximation, which depends on both the electron density and its gra-
dient. The LDA approximation only incorporates the knowledge of the density
at a certain point in space and assumes a certain spatial homogeneity of the
electron density. Nonetheless, the ordinary physical system is typically inho-
mogeneous, thus the full expression is the gradient expansion approximation,
which models a system where the density is slowly varying

EGGA
xc [n] =

∫
εGGA
xc (n(r),∇(n(r))dr. (1.16)

Most GGA functionals are constructed in the form of a correction term which
is added to the LDA functional

εGGA
xc (n) = εLDA

xc (n) + ∆εxc
[
|∇n(r)|
n4/3(r)

]
. (1.17)

The dependence of the correction term ∆εxc is on the dimensionless reduced
gradient [61]. GGA significantly improves upon the LDA and allows to de-
scribe most types of chemical bonds and binding energies in molecules, which
has made DFT useful in chemistry9. Even though GGA functionals made DFT
a standard tool for studying a broad range of applications, the main issue is
that the gradients in natural materials are huge, which may cause the GGA
expansion to fail. One of the biggest drawbacks of the LDA and GGA is the self-
interaction error, which causes a spurious delocalization of the KS eigenstates
(e.g. charge delocalization at defect). The second drawback is the underes-
timation of the fundamental gap for most of semiconductors and insulators.
Recently, new functionals like Meta-GGA, that include higher-order gradient
corrections10, have been reported, but they are still in the relatively early stages
of development. Next, we will discuss Heyd, Scuseria, and Ernzerhof hybrid
functional [62], which is the functional employed in this Thesis.

9It is interesting to note that in chemistry, GGA exchange functionals contain empirical
parameters whose values have been fitted to reproduce experiments. Whereas in physics,
εGGA
xc [n] have been developed based on a rational function expansion of the reduced gradient

and contain no empirically optimized parameters (e.g. PBE) [57].
10Meta-GGA functional includes the non-interacting kinetic energy density

τ(r) = 1
2
∑

i
|∇ψKS

i (r)|2. Implementation of such a functional is likely to be expen-
sive.
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Hybrid functional DFT calculations

The fourth rung of Jacob’s ladder is devoted to computationally more de-
manding non-local hybrid functionals, obtained by admixing a fixed amount
of the Hartree-Fock exchange. The most successful and widely used functio-
nal in ab-initio studies of point defects in semiconductors is Heyd, Scuseria,
and Ernzerhof hybrid functional, known as HSE [62]. HSE is a mixture of
screened Hartree-Fock exchange with the GGA exchange-correlation functio-
nal of Perdew, Burke, and Ernzerhof (PBE) [63].

Firstly, HSE functional separates the exchange interaction, which falls off
as 1/r, into a short-range and long-range components by a switching function,
usually an error function

1
r

= erfc(σr)
r︸ ︷︷ ︸

short-range

+ erf(σr)
r︸ ︷︷ ︸

long-range

. (1.18)

Here, σ is the screening parameter, which controls the range-separation. The
underlying justification for range-separated hybrids is that in natural materials,
the exchange interaction is screened by the electrons, and exchange effects occur
on a short-range scale11.

In the HSE06 functional, the GGA-PBE exchange is mixed with Hartree-
Fock exchange for the short-range interaction, while the GGA-PBE functional
solely describes the long-range exchange as well as correlation

EHSE
xc [n] = αEHF, SR

x (σ) + (1− α)EPBE, SR
x (σ) +EPBE, LR

x (σ) +EPBE
c . (1.19)

Parameter α defines the fraction of the HF exchange that should be mixed
to the DFT part, and EPBE

c is just the correlation energy from GGA-PBE,
superscripts SR and LR indicate short-range and long-range, respectively.

According to recent calculations, HSE06 functional could very well reproduce
the experimental band gaps for many materials and provide more accurate en-
thalpies of formation [64, 65]. Furthermore, HSE06 hybrid functional provides
the most accurate results for bulk and sp-point defect-related quantities [66].
The reason for this improvement is the fact that many properties are over-
estimated by DFT and underestimated by HF method or vice versa, and the
mixture of both gives good intermediate results. Furthermore, adding a certain
fraction of HF reduces the self-interaction error.

The last rung, random phase approximation (RPA), describes correlation
energies from the unoccupied KS orbitals. They require substantial basis sets

11The HF exchange is essentially Coulomb interaction (1/r), which may decay and converge
very slowly, whereas in approximate DFT Coulomb interaction decays too quickly. It was
proposed that a screened Coulomb integral could solve this problem. Due to the advantage
of simple analytic integration, the complementary error function erfc(x) and error function
erf(x) are used for the range-separation of the exchange part [62].
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Table 1.1. Atomization energies (in eV) of small molecules computed with
various exchange-correlation functionals: HF, LDA, GGA, Metta-GGA, Hybrid
(B3LYP), and RPA are compared with experimental values (Exp.). Based on
literature [67,68].

HF LDA GGA Meta-GGA Hybrid RPA Exp.
N2 4.945 11.524 10.492 9.847 9.679 9.632 9.804
P2 1.548 6.149 5.203 5.074 5.151 4.988 5.031
O2 1.419 7.482 6.192 5.633 5.280 4.816 5.160
CO 7.482 12.857 11.567 11.008 11.223 10.406 11.137

and are not yet practical for general use.
In Table 1.1, different exchange-correlation approximations for atomiza-

tion energies are compared [67, 68]. The lack of electron correlation makes
Hartree-Fock calculations only good for qualitative description. The LDA has
the overbinding tendency. The GGA functional and the inclusion of higher-
order gradient of the density improve the result quantitatively. Hybrid scheme
(e.g. B3LYP) gives a mean absolute error of 0.1 eV (or 2 kcal/mol) on this set
of molecules [67,68] (Table 1.1).

1.3. DFT Implementation
In calculations of condensed matter systems, that will be the main types of
systems that DFT is applied to in this Thesis, the plane-wave (PW) basis set
is the most popular and natural choice. In many cases, the pseudopotential
approach is combined with plane-wave for treating the strong interactions be-
tween tightly bound core electrons and nuclei. We will now briefly discuss
plane-waves in subsection 1.3.1 and then pseudopotentials in subsection 1.3.2.

1.3.1. Plane-wave basis set
The implementation of DFT to study infinite systems, such as solids, requires
the use of periodic boundary conditions. The solution of Kohn–Sham equation,
for such a periodic system, must satisfy Bloch’s theorem. Single-electron KS
orbitals are expressed as a product of a plane wave with a periodic function

ψn,k(r) = eik·run,k(r), (1.20)

where n corresponds to energy band, un,k(r) has the same periodicity of the unit
cell of the system12, k is a wave vector. Bloch function for any reciprocal lattice

12Periodic function is translationally invariant.
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vector G is ψn,(k+G) = ψn,k, this implies that in a practical DFT calculation,
one can restrict k to the first Brillouin zone.

The periodic part of the wave function can be expanded as a set of plane
waves

un,k(r) =
∑
G
cn,k+Ge

iG·r, (1.21)

where cn,k+G is the plane wave coefficient. Thus, single-electron Kohn-Sham
orbitals can be written as a linear combination of plane waves

ψn,k(r) =
∑
G
cn,(k+G)e

i(k+G)·r. (1.22)

In order to decrease the computational cost, the number of basis functions
used is controlled by the largest wave vector in the expansion 1.22, i.e., the
basis set is restricted. This is equivalent to imposing a cut-off on the kinetic
energy as the kinetic energy of an electron with wave vector (k + G) is given by
|k+G|2

2 . This cut-off energy defines the size of the PW basis set, i.e., the kinetic
energy for the largest reciprocal lattice vector included in the PW basis13 [69].

1.3.2. Pseudopotentials

Pseudopotential plane-wave method (PSPW)

Although the plane-wave method has its advantages, however, a prohibitively
large number of plane-waves is required to accurately describe the rapidly os-
cillating wave functions of electrons near to a nucleus. The pseudopotential
plane-wave (PSPW) method, which represents the potential of the ionic cores14

is an efficient way to calculate material properties using DFT. In the PSPW
method, the Coulomb potential V (r) in the many-electron system Hamiltonian
is replaced with a smooth function Ṽ (r) by that the electron wave functions
ψ(r) oscillating rapidly in the core region are replaced by nodeless pseudo-
orbitals ψ̃(r) having the right energy and the same outer range properties,
i.e. ψ̃(r)| r=rc = ψ(r)| r=rc [70]. The pseudopotentials are chosen such that
the resulting pseudo atoms have the same scattering properties as the original
atoms [71]. By this, computing resources can be used efficiently with minimal
effect on the accuracy of the calculation [72]. The schematic representation
of the behavior of a pseudo wave function and pseudopotential is depicted in
Fig. 1.2. The drawback of the PSPW method is that all information on the
full wave function close to the nuclei is lost.

13The cut-off energy Ecut ≥ ~
2m (k + G) must be increased until the total energy and other

properties of interest are converged to within an acceptable range, i.e., it is sufficient to
monitor the eigenvalues and total energies as a function of the cut-off energy.

14General assumption in the pseudopotential approximation is that only the valence elec-
trons have a significant effect on the physical and chemical properties of the system, i.e., the
core electrons are considered to be chemically inert.
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Figure 1.2. Schematic diagram of a pseudopotential. (a) The true unscreened,
all-electron wave function ψ(r) in the Coulomb potential V (r) of the nucleus is
compared to (b) the pseudo wave function ψ̃(r) in the screened pseudopotential
Ṽ (r). Beyond the chosen cut-off radius rc, both the pseudo wave function and
pseudopotentials become identical to the real all-electron ones.

Projector-augmented wave method (PAW)

The so-called projector-augmented wave method (PAW) is an improvement of
the pseudopotential technique approach [73,74]. In the PAW approach, rapidly
varying parts of the electronic functions are projected onto a local basis set, e.g.,
a basis of atomic functions [71]. The PAW method is based on a transformation
which links the pseudo wave function to the all-electron KS wave function by
splitting the latter into two parts

ψ = ψ̃ +
N∑
i

ci
(
φi − φ̃i

)
. (1.23)

The first part ψ̃ is the pseudo wave function and can be represented in terms
of a plane wave basis set of suitable size. φi and φ̃i are the atomic all-electron
partial waves and the pseudo partial waves, respectively. The all-electron par-
tial waves φi are introduced to correct the error of deviation of pseudo wave
function near the nucleus. By this decomposition in equation 1.23, the ori-
ginal wave function is separated into pseudo wave functions that are smooth
everywhere, and contributions including fast oscillations affecting certain re-
gion in space, the so-called muffin-tin region [73–75]. Space near the nucleus
is divided accordingly into atom-centered spheres, defining the atomic regions,
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and an interstitial region in between. The partial solutions of the different
regions are matched at the interface between atomic and interstitial regions,
i.e., wave functions and their derivatives are required to be continuous at the
interface [76]. These all-electron partial waves φi are solutions of the radial
Schrödinger equation for the isolated atoms inside the muffin-tin region i.e.
inside an augmentation sphere, and pseudo partial waves φ̃i are constructed as
solutions of the radial Schrödinger equation for isolated atoms fitted to match
the pseudo wave function ψ̃ [72, 74]. All-electron partial waves add the all-
electron wave function inside an augmentation sphere and pseudo partial-waves
cancel the smooth pseudo wave function inside an augmentation sphere [77].

In this Thesis, calculations are predominantly carried out using the Vienna
ab-initio simulation package (VASP) developed by Georg Kresse and his
coworkers [78], which is a plane wave DFT code. The valence electrons are
separated from the core by use of PAW potentials as implemented in the VASP
code.

1.3.3. Brillouin zone integration
The DFT calculation of many properties of solids involves integrating periodic
functions f(k) of a Bloch wave vector over the Brillouin zone (BZ) in reciprocal
space [79, 80]. In practise, integrals over the BZ are replaced by a summation
over the discrete set of k-points. By taking advantage of the symmetry of
the system, this sum can be carried only over special k-points i.e. the largest
subset of k-points for which no two k-points in the subset are symmetrically
equivalent [80]

1
(2π)3

∫
BZ
f(k)dk = 1

NΩ

N∑
i=1

f(ki) = 1
Ω
∑

k
wkf(k). (1.24)

Here Ω is the volume of the unit cell and the sum is over all k-points in the
BZ; and wk is the weight of the special k-points. The weights, that contain the
effects of symmetry, must sum up to unity (

∑
k wk = 1).

Monkhorst-Pack [81] method generates an evenly spaced grid (M1×M2×M3)
of k-points along the reciprocal lattice vectors of the structure throughout the
BZ which provides an efficient means of integrating periodic functions of the
wave vector. This method weights k-points from a given uniform mesh by using
the symmetry of the system, see Fig. 1.3, i.e. the integrals are evaluated in
a reduced region called the irreducible BZ which can be extended to fill the
entire BZ [79].
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Figure 1.3. Special k-points (black circles) for the 2D (a) hexagonal and
(b) cubic lattices. Monkhorst-Pack meshes 5× 5 produce (a) 4 and (b) 6 spe-
cial k-points, respectively. Γ-centered k-mesh preserves the symmetry. The
irreducible wedges, i.e. symmetry-inequivalent parts of the BZ are shaded.
Illustration adapted from Ref. [79].

1.3.4. Supercell approach
Results obtained through DFT calculations provide means for reliable inter-
pretation and assignment of defect fingerprints in condensed matter systems
observed by many different experimental techniques [45,82,83]. Most often, cal-
culations of isolated defects are performed with a supercell approach [82, 84].
In this method, the defect that is contained within a supercell (i.e., large unit
cell) is repeated periodically in space.

𝑉B

𝑉B

𝑉B

𝑉B

𝑉B

𝑉B

N B

Figure 1.4. The hBN supercell containing a boron vacancy (VB) is repeated
periodically in all directions of space. Here only one layer of hBN supercell
containing VB in it is shown. Boron atoms are indicated by green spheres,
nitrogen are grey.
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In order to avoid neighboring cell interactions, the supercell must be large
enough. Typical sizes of the supercell for studying wide-band-gap semicon-
ductors are from several dozen to few hundreds of atoms. In this Thesis, we
constructed the supercell by a change of basis to an orthorhombic structure,
for which the unit cell is a rectangular prism with side lengths a×

√
3/2a× c

in terms of the length of the hBN lattice constants. The supercell is then a
5× 6× 2 multiple of this orthorhombic cell, leading to a 240-atom supercell.
This supercell results in a defect concentration of roughly 4.7 · 1020cm−3 and
a distance of approximately ∼ 12.8 Å between defects15.

From supercell approach calculations one can extract probabilities of certain
types of defect to form under given chemical and thermodynamical conditions
during the growth, predict their structures, nature of the electronic defect
states, migration barrier, elucidate their vibrational modes and other ground-
state properties as well as optical properties from excited-state calculations.
At present, the computational accuracy of the defect energy level position is
typically a few tenths of an eV [82]. However, other more complicated prob-
lems arise with charged defects, exchange-correlation functionals, and other
technicalities that are being addressed. Errors may also arise due to defect
wave-function overlap, magnetic interactions, and strain [85]. Appropriate cor-
rection schemes, guaranteeing accuracy, will be introduced in 3 and 5 chapters
of this Thesis.

In summary, ab-initio calculations play a crucial role in identifying, charac-
terizing, and developing defects for quantum applications.

15Such a periodic array contains unrealistically large defect concentrations, resulting in
artificial interactions (i.e., finite-size and periodicity effects like electrostatic, elastic or mag-
netic interactions [45, 82, 83]) between the defects. All mentioned artificial interactions are
taken into account during the calculations.
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Unique sources of light

As it turns out, nature allowed us to be imperfect.
Perhaps it’s a kind of aesthetics and unusual art.
It tends to be even more breathtaking,
if we start to neglect the rules through symmetry breaking
confining there electrons that in turn
will give us unique sources of light.

Illustration of single-photon emission from unknown point defects in hBN.
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Chapter 2

Single-photon emitters in hBN

Many ideas for future technologies that will make use of the quantum nature of
light require sources that produce streams of photons with controllable quan-
tum correlations. Those are produced by single-photon emitters (SPEs) – cru-
cial components for many photonic quantum technologies [1, 6, 86]. The most
promising candidates for practical true SPE today are solid-state emitters that
are a key ingredient in linear optical quantum computing and quantum key
distribution (e.g. recently, BB84 protocol was implemented and SPEs based on
defect centres in diamond were tested at room temperature) [87].

Table 2.1. Key properties of ideal single-photon emitters. Summarizing Ref.
[1, 86,88].

Properties of ideal SPEs Requirements
(1) photostability no blinking and no bleaching

(2) high brightness16 high emission rate (106 − 107counts/s)
(3) high single-photon purity low multiphoton emission probability

(4) indistinguishability of photons two-photon destructive interference17

First of all, single-photon emitter should display anti-bunching of photons –
photons must be emitted from the source one at a time [89]. This so-called anti-
bunching of emitted photons can arise from various mechanisms, but ensures
that the probability of obtaining two or more photons at the same time remains
negligible. Moreover, photons should be on-demand and deterministic, with
well-defined spatio-temporal, spectral, and polarization modes. However, there
is still no ideal SPE, and it raises the question – how does one recognize the ideal

16Additional requirement similar to (2) is a high quantum efficiency of the SPE, which is
defined as the radiative rate divided by the overall (radiative plus nonradiative) rate.

17In 1987, Hong, Oum, and Mandel experimentally verified the interference with a beam
splitter for two indistinguishable photons.
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SPE? The answer is the necessary condition for any practical future application
and fabrication. Furthermore, the quest for a perfect single-photon source
requires additional properties mentioned in Table 2.1. In particular, the full
characterization of the quantum emitter itself is of great importance [44].

In chapter 2, we discuss the identification of quantum point defects in new
materials for applications in quantum science. This discussion will especially
highlight how new applications can emerge from the investigation of the defect’s
fundamental properties. In the second part of this chapter, we will review
various SPE systems and their properties. Finally, we will discuss the nature
of the defects in hBN that remains unanswered and controversial, and thus
calls for more in-depth analysis and further investigations.

2.1. Characterization of single-photon emitters
In section 2.1.1, we discuss the attributes and characteristics of single-photon
sources that are identified by the photon-counting statistics of the light that
they generate. Next, in section 2.1.2, we briefly review a few experimental
techniques used for the optical characterization of solid-state SPEs.

2.1.1. Photon correlation measurements
One of the most challenging parts of the single-photon extraction is demonstra-
ting that indeed only a singular photon has been produced; this task is in itself
complex. How do we know that we indeed have produced a single photon? The
primary tool at the disposal is Hanbury Brown and Twiss (HBT) interferome-
ter [90]. Measurement of correlations between photons originating from any
particular two-level (or three-level) emitter in the presence of a continuously
exciting field may reveal their single-photon nature.

Popular light source characterization technique is the measurement of time-
intensity second-order correlation function g(2)(τ)

g(2)(τ) = 〈I(t)I(t+ τ)〉
〈I(t)〉2 . (2.1)

In the simplest terms, g(2)(τ) measures the degree of correlation between the
intensity of a light beam I(t) measured at two different times, separated by
the time delay τ . Experimentally, g(2)(τ) function is investigated by measuring
the dynamics of photons and their arrival time, where timing information is
obtained between consecutive photons detection processes18 [91]. The mea-

18The I(t) of the signal is obtained by counting the number of output pulses (i.e. photon
counting) within a measurement time slot, while the time-dependent waveform of the signal is
obtained by measuring the time distribution of the output pulses (i.e. photon timing). With
current technology, the arrival time of photons can be measured with picosecond temporal
resolution.
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surement of this g(2)(τ) function can be performed in an HBT type setup, as
illustrated in Fig. 2.1 (c). In the HBT setup, the emitted light of the stu-
died SPE is lead into a beam splitter (50:50), after which both light paths are
guided into avalanche photon detection (APD) devices that collect the time of
detection on a brief time scale. The time differences between two detections
are added to a histogram, which is an approximation to the g(2)(τ) function.
HBT measurement determines the joint probability of photon detection from
SPE at time t and second photon detection at time t+ τ . At any time, no
more than one photon can be detected from SPE in a fixed time bin, i.e., and
photon number is n = 1.

In the quantum derivation of g(2)(τ) the measurement interferes with the
measured system. While the first measurement counts n photons, the second
one (affected by the first one) counts only (n− 1) photons. The expected
value of second-order correlation function can be rewritten in terms of the
photon number operator n̂ = â†â, with the photon annihilation â and creation
â† operators19

g(2)(τ) = 〈â
†(t)â†(t+ τ)â(t)â(t+ τ)〉

〈â†(t)â(t)〉2 , g(2)(0) = n(n− 1)
n2 = 1− 1

n
. (2.2)

With this, we see that a deterministic SPE should have g(2)(0) = 0, as this
quantity is connected to the probability of emitting two photons or more at
the same time. This value is lower than that expected for thermal light sources
(g(2)(0) = 2) or for coherent light20 (g(2)(0) = 1) [92,93].

The clear signature of an SPE is a characteristic dip in g(2)(0) function
i.e., anti-bunching (see Fig. 2.1 (d)), which correlates arrival times of photons
that reach a detector. However, it is challenging to achieve g(2)(0) = 0 in the
experiment due to the contribution of the background signal from the substrate
or other surrounding SPEs. Therefore, it is widely accepted that a source with
g(2)(0) < 0.5 is considered as SPE [95, 96]. Furthermore, if the pumping rate
is much lower than the inverse of the quantum emitters lifetime, we can take
function g(2)(τ) = 1− αe(−τ/τrad) for a two-level system (α is a fitting parame-
ter) and extract the lifetime τrad of a measured SPE [91, 96, 97]. Additionally,
the shape of g(2)(0) function enables a clear distinction to be made between
two and three-level systems. For example, in Fig. 2.1 (d) a bunching effect
is observed for a three-level system, i.e., the enhanced probability to detect
a photon at short times than at longer times21 and g(2)(τ) is higher than 1.
For potential applications of single-photon sources, we are only interested in

19A detailed demonstration of the derivation of g(2)(τ) function can be found in M. Fox
and R. Loudon [92,93] "Quantum optics" books.

20Photons emitted from lasers are distributed randomly in time.
21The waiting interval while the system is in the metastable state, which has a longer

lifetime, creates the bunching effect, i.e. g(2)(τ) > 1 [96]. Kianinia et al. observed bunching
effect for 4-level SPE in hBN [29].
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Figure 2.1. (a) A 2-level emitter with energy levels separated by the photon
energy and (b) 3-level emitter, where rab are transition rates from level i to level
j (i, j = 1, 2, 3). (c) HBT setup. (d) g(2)(τ) function of a 2-level SPE presenting
an anti-bunching at τ = 0 and g(2)(τ) function of a 3-level SPE presenting a
bunching (i.e. g(2)(τ) > 1) at finite delay together with the anti-bunching at
τ = 0. Graph of g(2)(τ) functions inspired by Ref. [94].

two-level systems as three-level systems suffer from quenching (due to the pre-
sence of a metastable state; they have lower quantum efficiency than two-level
systems) [96, 97]. On the other hand, two-level systems are likely to be of less
use for spin qubits, as there will be no comparable spin-pumping or readout
mechanism22 [44, 98].

2.1.2. Optical characterization techniques
Measurement of single-photon emission faces the difficulty of combining effec-
tive addressing of SPEs with an efficient optical excitation considering that
specific size of SPEs is in the nanometer range for quantum dots23, and even
smaller for imperfections such as point defects in semiconductors. Now we will
give a brief review of a few of the most common SPEs optical characterization
methods.

22As a result of an intermediate states, a strong bunching effect for charged nitrogen-
vacancy (NV−) center in diamond is observed. It is directly linked to the spin polarisation
and readout properties of the emitter [96]. SPEs that do not display bunching effect are
assumed to be spin-1/2 systems with no intersystem crossing [44,98].

23The size of a typical quantum dot is between 5 and 100 nm, i.e., about 104 atoms may
form a quantum dot.
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Laser scanning confocal microscope allows us to perform selective excitation
and detection of SPE emission at room temperature [29, 99]. Photolumines-
cence (PL) mapping of the surface with a laser beam, focused on an area of
about 1 µm in diameter, enables detection of individual bright spots that give
rise to a sharp optical signal from the host material [23]. Furthermore, confo-
cal microscopy setup allows good collection efficiency of emitted photons, i.e.,
spectrally isolated emission from SPE is collected through the objective, passed
through filters, and directed through optical fiber into the spectrometer [98].
Confocal microscopy, together with HBT setup, are the primary tool used for
the search of new SPEs.

Photoluminescence excitation (PLE) spectroscopy combines high power su-
percontinuum white-light laser source with a grating monochromator that se-
lects excitation wavelength [100]. During the measurement, the total inten-
sity of emission over a fixed wavelength range is monitored while the excita-
tion wavelength is swept through resonance with absorbing transitions of the
SPE [98]. PLE technique allows to achieve much higher spectral resolution
than PL. Furthermore, the energy level structure of SPEs, i.e., zero phonon
line (ZPL) fine structure, can be investigated by PLE with narrow-line-width
tunable laser source, e.g., the excitation wavelength is changed from 460 to
650 nm with a step size of 1 nm when measuring SPEs in solids [101]. Hence,
the profile of the SPEs emission bands with vibronic character, i.e., phonon-
assisted emission, can be monitored. At the same time, the electronic reso-
nances are excited24 [98].

Even in the highest-quality samples, relatively high density of point defects
is expected; therefore, that imposes the use of a high spatial resolution spec-
troscopy to be employed. Cathodoluminescence (CL) is the nanometer scale
analog of PL technique and integrated into a scanning transmission electron
microscope (STEM), it allows a spatial selectivity as high as a few nanometers
while providing a relatively easy access to a wide spectral range [91,102]. CL-
STEM images are obtained by sequentially recording one full CL spectrum per
pixel while scanning the sample with a nanometric step size [103].

The attempt to obtain an image of isolated atoms has been one of the central
goals in the development of electron microscopes. Annular dark-field (ADF)
imaging, in conjunction with STEM, can resolve and identify the atomic species
in the material of interest as the collected dark-field signal25 increases with the
atomic number [104, 105]. In ADF-STEM small probe of electrons is rapidly
scanned across the sample, and the collected signal is strong enough to image
all types of atoms, including light ones, e.g., Krivanek et al. demonstrated

24E.g. PLE experimental results confirmed the presence of a higher energy transition at
2.31 eV for SiV− in diamond [101]. PLE on NV− center allowed one to resolve 6 different
transitions [98].

25The collected dark-field signal is due to Rutherford scattering of electrons from the
partially screened atomic nucleus.
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that ADF-STEM technique could clearly distinguish impurities in monolayer
hBN [105].

Among other methods is time-resolved PL that can provide the spectral and
temporal evolution of the SPE emission [106]. In the time-resolved PL method,
SPE is excited with a short laser pulse. Then fast detector is used to determine
the emission as a function of time after excitation. Histograms of photon
arrival times per time bin are recorded, and the PL decay is reconstructed.
It is essential to mention that the sample preparation process deserves special
attention because it determines the quality of the observed optical response of
SPE during the measurement [29,98].

2.2. Review of single-photon emitters
Here, in section 2.2.1, we briefly compare a few different SPE systems before
focusing on SPEs in hBN in section 2.2.2.

2.2.1. Platforms for the realization of single-photon
emitters
The discovery by Kimble et al. in 1977 of photon anti-bunching from sodium
atoms was the first observation of single-photon emission [107]. Although the
reliability and efficiency of discovered SPEs were low, it was demonstrated
that trapped atoms and ions are the purest source of single photons with a
narrow emission line. These SPEs are intrinsically incapable of multi-photon
emission26 [108]. Currently, it is possible to control cold atoms to produce
single photons on-demand efficiently [1]. However, the major difficulty lies in
combining an ion trap with an optical cavity. Therefore, trapped atom or
ion sources are not the optimal choice for technological applications leading
to complex set-ups. Furthermore, SPE emission from trapped atoms/ions is
undirected; this leads to poor detection efficiency. Additionally, it is yet to be
demonstrated whether they can be coupled efficiently to network links [109].

As a benchmark for any new single-photon source technology, spontaneous
parametric down-conversion is used. SPE source is based on a nonlinear fre-
quency conversion process, where a pump laser forms pairs of photons in a
birefringent crystal [110]. However, this process is non-deterministic27. More-
over, a critical issue is that the probability of creating pairs scales with pump
intensity [111].

Nanocrystals consisting of organic dyes and aromatic molecules act as effi-
cient SPE systems likewise. Although these SPEs are linearly polarized and

26For example, a trapped 138Ba+ ion demonstrates g2(0) = 1.9 · 10−3 [108].
27Photon pairs are generated at random times.
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oscillator strength is very close to unity, the Debye-Waller28 (DW) factor is neg-
ligible (DW = 0.1), and it decreases quickly for temperatures higher than 4 K.
Debye-Waller factor is the ratio between the intensity of the ZPL and the total
intensity of the emission spectrum. Similarly, the width of the ZPL increases
steeply with temperature because of phonon-induced dephasing processes [109].
However, the biggest issue here is photostability and photobleaching that is li-
mited at room temperature (RT)29, i.e., thermal fluctuations from the excited
state activate photochemical processes [112]. For practical applications, it is
desirable to have SPE that works at RT. Nevertheless, recent research demon-
strates that photostability can be improved [113]. Still, the size and shape of
the resulting nanocrystals needs to be controlled more precisely.

These findings were followed by a demonstration of single-photon emission
from quantum dots (QDs) [114]. Particularly important is that attractive quan-
tum dots are made from epitaxial semiconductor compounds, e.g., III–V (In-
GaN/GaN, InAs/GaAs) and II-VI (CdSe/ZnS). One of the biggest advantages
here is the possibility and realization of integrated QD-optical microcavity sys-
tems, i.e., systems that combine exceptional optical properties of QDs with the
scalability of solid-state systems [115, 116]. In comparison with organic dyes,
the semiconductor QDs have wide excitation spectra and narrow emission band-
widths as well as size-tunable PL in the visible spectral range30 [117]. These
SPEs are brighter, more stable, on-demand, and their size-tunable emission
can be excited with a single light source. However, deterministic positioning
and control of SPEs remains elusive for epitaxial QDs, similarly for fluorescent
defects in solids. Other drawbacks, such as the cryogenic operating tempera-
tures, limit their application potential, i.e., RT is still a technical challenge for
some of QDs. Furthermore, droplet QDs have random spatial positions. Thus
light emission from an ensemble is inhomogeneously broadened because of QD
size fluctuations and local environmental variations31, reproducibility of the
samples, and growth of multiple identical dots is likewise an issue [115,118].

The detection of negatively charged nitrogen-vacancy (NV−) center in dia-
mond at RT with scanning confocal microscopy in 1997 marked a turning point
in the evolution of diamond-based quantum technologies [8]. Out of 500 lumi-
nescent centers in diamond, about 10 so far have been identified as bright,
stable SPEs [119]. However, the chemical structure of only very few diamond

28SPEs with high Debye-Waller factors are very useful for many applications, where there
is a need for a robust and narrow band signal, and a high signal to noise ratio.

29Increased temperature induces conformational changes of the molecule, which results in
a decrease of SPE quantum yield [109].

30CdSe/ZnS core-shell structures exhibit particle-size dependent tunable PL with narrow
emission bandwidth [117].

31Emission collection efficiency and linewidth can be improved by using optical cavity and
distributed Bragg reflectors that lead to an emission in a well-defined direction [115,118].
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Table 2.2. The main advantages and drawbacks of SPEs in various systems
commonly mentioned in the literature that we overview in Section 2.2.1 [1, 9,
12,13,86,108–113,115–119].

SPE system Advantages Disadvantages
Spontaneous benchmark non-deterministic
parametric in experiments. process.

down-conversion
pure SPE system, not optimal technology,

Trapped atom narrow spectral line, undirected emission,
and ion sources SPEs are on-demand. low operation rates.

linearly polarized SPE, low Debye-Waller factor,
Organic dye narrow spectral line, uncontrolled size/shape,
molecules lifetime few nanoseconds, limited photostability,

in nanocrystals oscillator strength is unity. PL blinking.
ease of integration, random positioning,

SPEs are on-demand, cryogenic temperatures,
Quantum dots narrow spectral line, size fluctuations,

size-tunable emission, non-effective emission
quantum efficiency is unity. collection.

low-cost, still unknown defects,
Fluorescent ease of integration, non-effective emission

defects operate at RT, on-demand, collection,
in solids occur naturally, random positioning,

ultra bright emission. sample-dependent.

fluorescent defect centers is well understood32. SPEs in diamonds are asso-
ciated with impurities, such as nickel, silicon, germanium, carbon, chromium,
and some other unknown defects [120]. Some of these fluorescent defects can
occur naturally in diamond, or can be created through ion implantation and
subsequent annealing. Notwithstanding, diamond defect centers present the
unique advantage of photostable emission and RT operation that enables rapid
characterization. Furthermore, photon generation in diamond allows for easy
integration into existing networks. Despite their advantages, NV centers and
other SPEs in solids have many technical challenges to overcome. First of all – a
high refractive index of a host, preventing most of the fluorescent light, emitted
from a defect center in a flat solid, from being collected in a confocal micro-
scope [1, 9]. Sample-dependent results also complicate further development33.
Symmetry of fluorescent defect is also important, e.g., lack of inversion symme-
try of the NV center leads to a non-zero electronic dipole moment that causes
its optical frequencies to be sensitive to local strain and electric fields. On the

32The most studied defect centers in diamond are NV and silicon vacancy centers, unique
objects viable not only as a robust SPEs but also as a reliable spin qubits. Until now, only
their crystallographic and electronic structures are well established [86].

33E.g. crystal growth conditions, surface treatment, irradiation, impurity content [9].

46



other hand, defects with an inversion symmetry are less susceptible to local
environmental fluctuations [1]. While the technical challenges facing solids are
substantial, the promise has already been fulfilled through a plethora of novel
applications that have become possible due to the unique properties of NV
centers in diamond that can simultaneously work as a magnetic field, electric
field, temperature, compression, and rotation sensors [9]. The main advantages
and drawbacks of different SPE systems are summarized in Table 2.2.

The study of SPEs has not been limited to diamond material. To date,
defect-related SPEs have been reported in wide-bandgap semiconductors, such
as in zinc oxide [11], silicon carbide [12], gallium nitride [13], aluminum nitride
[14], hexagonal boron nitride [23] and other materials [1]. Most recently, it was
demonstrated that carbon nanotubes at RT host SPEs34 [121]. As we can see,
at the moment, no single system meets all the requirements for ideal SPE, and
the best realization is yet to emerge.

2.2.2. Single-photon emitters in hBN
The playground of solid-state SPEs has expanded beyond the originally studied
QDs and fluorescent defects in wide-bandgap semiconductors to include two-
dimensional (2D) materials that are better hosts for stable SPE emission and
high quantum efficiency [15]. So-called 2D semiconductors are only a few atoms
thin and have the natural advantages for SPE in terms of structural openness
and light-transparency that eliminates the issues of photon extraction [16]. So
far, among 2D systems hosting SPEs are molybdenum disulfide and tungsten
disulfide, as well as other transition metal dichalcogenides35 [1,122]. However,
due to smaller bandgap, the operation of all presently known SPEs in transition
metal dichalcogenides is limited to cryogenic temperatures.

In 2016, hexagonal boron nitride (hBN) emerged as a compelling 2D host
of SPEs that operate at room temperature [23]. In this context, it has been
shown that atom-like defects in hBN create sub-bandgap electronic states in
the form of single-photon sources that have narrow emission linewidth, are fully
polarized, have color diversity, and show absolute photostability at and beyond
RT [31, 123]. hBN has ultra-bright emission [124], which is comparable to the
brightest SPEs in diamond and by far much more extensive than for QDs,
furthermore, it is the highest brightness SPE reported in the visible part of the
spectrum till now, as well as the highest quantum efficiency [125]. Furthermore,
hBN can be grown at low cost, using conventional furnaces and precursors over
large areas [126]. The majority of advantages and disadvantages of SPEs in
hBN is summarized in the Table 2.3.

34SPEs in carbon nanotubes operate at cryogenic temperatures; they have limited photo-
stability (suffer from blinking/bleaching) [1].

35The single-photon emission from atomically thin transition metal dichalcogenides origi-
nates from a bound exciton that is confined to zero dimensions by a potential field generated
by local strain and/or a crystallographic defect [1].
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Table 2.3. Advantages and disadvantages of SPEs in hBN commonly men-
tioned in the literature that we overview in section 2.2.2.

Advantages Disadvantages
ultra-bright emission36 origin of the defect is unknown

high quantum efficiency37 ZPL broadening
temperature stability38 spectral diffusion39

easy and cheap processing color diversity40

linear polarization of emission high background emission41

large Debye-Waller factor42 random positioning

While hBN-based SPEs have shown highly desirable optical properties, one
challenge has been the deterministic placement of the SPEs and control over
the emission wavelength. Nevertheless, it was shown that SPEs in hBN exhibit
spectral tunability if strain is applied [124]. Other advantages offered by SPEs
in hBN materials include the ease with which they may be coupled to wave-
guides and their compatibility with other 2D materials that may be present in
some complex device, e.g., photonic crystal cavity from hBN [127]. A series of
experiments designed to shed light on the level structure and photo-dynamics
of SPEs in hBN have been performed. The atomic structure of the quantum
emitter(s) is yet to be fully understood. However, some vacancy-related defects
have been proposed in literature [29]. Next, we will provide a brief review of
the experimental literature on the creation and activation of SPEs in hBN.

2.2.3. Creation and activation of single photon emitters
in hBN
SPEs in hBN have been observed in a range of materials, including bulk crys-
tals [27], multilayers [128], monolayers [23], nanotubes [129] and other nano-
structures (e.g., hBN nanococoons43 [130]) as well. So far, two different types
of SPEs in hBN from unknown defects have been observed. The first one is
in the ultraviolet spectral range, i.e., at 4.1 eV [103], and the second is in the
visible part of the spectrum in the vicinity of 2 eV [23]. However, this visible
emission is spread over a considerable continuous spectral range. Further, to

36Single photon count rates of SPE in hBN exceeded 7× 106counts/s at saturation [124],
while SPE in diamond provides 3.2× 106counts/s.

37Quantum efficiency of SPEs in hBN at 580 nm approaches 87±7 %. [125].
38Single-photon emission shows long-term stable operation up to 800 K [31].
39Spectral diffusion increases for larger excitation energies, publication III.
40SPEs in hBN span over a large spectral band, which presents a central problem for

developing identical SPEs. More than 600 ivestigated SPEs in hBN exhibited narrow spectral
lines distributed over a spectral range between 1.6 and 2.2 eV [123].

41Exfoliated hBN flakes show high background emission that reduces single-photon purity.
42DW∼ 0.75, while NV center has DW= 0.04.
43hBN nanocoon is a ball-like BN allotrope that possesses a nanoscale size [130].
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distinguish these two types of SPEs, we are going to refer 2 eV or 4.1 eV SPEs
in hBN. Now the author will discuss the creation of 2 eV SPEs, whereas, in
Chapter 5 of this Thesis, the author will perform an ab-initio investigation of
the source responsible for 4.1 eV emission in hBN. Although the physical nature
of the point defects at play in hBN remains the subject of ongoing research, the
experimental recipe for creation and activation of SPEs in hBN is constantly
being improved.

Two aspects are of great importance – formation and localization of de-
fects responsible for quantum emission. Choi et al. demonstrated that 2 eV
SPEs can be efficiently activated in as-grown hBN by electron irradiation or
high-temperature annealing, i.e., typically annealing step at 800− 850 ◦C tem-
perature in argon atmosphere is required [128]. Annealing proved to be a
crucial step to ensure SPEs stability in order to avoid working with blinking
emitters [26]. Additionally, the effect of high-energy electron irradiation on
SPEs was investigated and shown to increase SPEs concentration in different
types of exfoliated hBN flakes44 dramatically [34]. Furthermore, this way, en-
gineered SPEs are located throughout hBN flakes, not only at flake edges or
grain boundaries, and do not require activation by high-temperature annealing
of the host material after electron exposure [34]. On the other hand, it has
been recently observed that 2 eV SPEs family in hBN tends to occur stochasti-
cally at the edges or regions of high curvature [131]. Further investigation by
applying a focused ion beam to mill an array of holes into hBN, has revealed
localized PL spots that matched the geometry of the patterned holes [132]. A
tendency of bright emitters to appear on the perimeters of the exfoliated hBN
flakes was also investigated by Chejanovsky et al. [26].

Subjection of the hBN flakes to the chemical etching methods appears to
increase the SPEs density dramatically compared to the exfoliated flakes [26].
Quantum emitter formation probability can be increased likewise by atom/ion
implantation, e.g., boron−nitrogen complexes, silicon, and oxygen ions45, or
focused laser irradiation of the as-grown material [26, 128]. It is interesting to
note that the ion species had little influence on the defects formation proba-
bility, i.e., it served as an indicator that the main role of the bombarding ions
is to activate already-present intrinsic point defects, rather than to introduce
foreign fluorescent defects46 [128]. However, it seems that not all ions create
SPEs in hBN, e.g., optical measurement of an exfoliated hBN flake irradiated

44E.g. high-purity, isotopically pure and carbon-rich multilayers of hBN were investigated
[34].

45Boron and boron-nitrogen complexes were selected to test whether the formation prob-
ability of intrinsic defects would increase, as these atoms generate mostly vacancies and
interstitials. Silicon and oxygen atoms were chosen to determine whether the emitters are
related to common foreign impurities [128].

46Quantum emitters in the implanted flakes are mostly optically stable. They do not
exhibit blinking, whereas about 40% of the emitters in the reference flakes showed severe
blinking and eventual bleaching, i.e., ion implantation increases photostability [128].
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with helium ions and subsequently annealed in an argon atmosphere at 1000 ◦C
has shown even lower density of SPEs in the irradiated region and PL intensity
of the irradiated region was reduced five-fold compared to the non-irradiated
area [124]. On the contrary, Xu et al. has shown that O2 plasma-etching
increases the concentration of emitters in the samples, and annealing in the
air creates SPEs that exhibit intensity quenching, severe blinking, and even-
tual photobleaching during analysis. Additionally, the formation of new near-
infrared SPEs at 1.77 eV was observed [133]. On the other hand, it was shown
that carbon implantation can likewise increase formation probability of SPEs
in hBN and thus Mendelson et al. suggested that carbon defect structure like
CN − VB should be responsible for visible spectrum SPEs [134], whereas recent
ab-initio calculations results proposed dangling boron bonds [135], CB − VN,
and VN −NB complexes [23, 35, 36] as the likely sources of the 2 eV SPEs. On
the other hand, the spatial density of SPEs increases with increasing annealing
temperature in both reducing and oxidizing environments, the SPE defects, in
this case, are likely to charge neutral. Furthermore, spectral features analysis
of SPEs infers that there are at least two groups of defects [24].

hBN growth method plays an essential role in the mechanism of SPEs forma-
tion. It appears that for samples grown by low-pressure chemical vapor depo-
sition, post-growth annealing is not necessary to activate or stabilize the quan-
tum emitters, i.e., hBN already has the emitters present [136] thus it is incon-
sistent with previous studies. Chemical vapor deposition at sub-atmospheric
pressures tends to reduce unwanted gas-phase reactions and improves film uni-
formity across the wafer. The density of SPEs provided by this growth method
is uniform and an order of magnitudes higher, constituting a vast improvement
over other available hBN growth methods. Furthermore, the emitters in these
samples are not concentrated preferentially or exclusively at grain boundaries
or other large scale defects as is typical of exfoliated hBN flakes47. This sug-
gests an essential detail for the correct growth conditions that can affect de-
fect formation energies, i.e., in order to get high and uniform distribution of
SPEs, growth conditions should be controlled like they are controlled during
low-pressure chemical vapor deposition process [136].

As we see, currently, there is a considerable controversy in the literature,
and prior desperate observations have given rise to several physical models. In
Chapter 3 of this Thesis, the author will investigate common impurities and
native point defects in hBN in terms of ab-initio calculations. The results will
be presented in the context of experimental work and other calculations.

47Tape exfoliated hBN from crystal sources results in unreliable thicknesses and highly
non-uniform emitter distributions that are concentrated at flake edges, wrinkles, and grain
boundaries.
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Pauli’s "filthy mess"
in semiconductors

According to W. Pauli
semiconductors are a "filthy mess"48

and it will blight career of a Physicist
working with akin defects excess.
However, in order to achieve something,
someone must make this colossal sacrifice.
Hence, the actual responsibility of a Physicist
is to shed light on controversial results.

Illustration of a few common native point defects
and impurities in hexagonal boron nitride.

48To quote a remark attributed to Wolfgang Pauli "One should not work on
semiconductors, that is a filthy mess; who knows whether they really exist." (letter to Rudolph
Peierls, 1931) [137].
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Chapter 3

Native point defects and
impurities in hBN

3.1. Introduction
In chapter 3, we investigate the electronic properties of native point defects
along with the most common impurities in hBN. We use hybrid functionals to
obtain accurate band structure for the host, as well as a reliable description
of carrier localization, ensuring a correct treatment of defect physics. Fur-
thermore, we investigate the migration properties of point defects in order to
determine their kinetics at different temperatures. The information and results
provided in this chapter are based on Paper I.

3.1.1. Literature review of point defects in hBN
hBN is a prominent member of the family of layered van der Waals compounds.
Over the past decade, hBN has attracted considerable interest as a very versa-
tile material that can be used in several applications due to its unique combi-
nation of physical and chemical properties [21, 138]. It is now well established
that hBN has an optical band gap of 6.08 eV [18]. Recent advances in single-
crystal [22], as well as in mono and multilayer growth [139–141], have led to a
flurry of research on hBN as a potential material for wide-band-gap electronic
and optoelectronic applications, e.g., hBN with an atomically smooth surface
is as an exceptional insulating substrate for graphene electronic devices [142].
Due to large bandgap, it can be used in making deep-ultraviolet plane-emission
devices [143]. Photoluminescence measurements have shown that hBN exhibits
bright excitonic luminescence in the deep ultraviolet [22]. Also, hBN exhibits
a rich array of sub-band-gap luminescence lines originating from recombina-
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tion at point defects, i.e., native defects or impurities [144]. Point defects can
have a profound impact on the electronic and optical properties of semiconduc-
tors [145], and their characterization is fundamental to understanding material
properties.

Point defects may act as compensating centers that interfere with achieving
n–type or p–type conductivity. For hBN, there have been very few reports of
n–type or p–type doping [146, 147], and high-quality doping (with large car-
rier concentrations and high mobility), has not been reproducibly achieved.
Recently, using ab-initio calculations, it was determined that silicon substi-
tuting nitrogen site results in too deep acceptor levels for p–type doping, on
the other hand, beryllium and magnesium substituting boron site do not give
impurity states in the bandgap, thus it is unlikely that any shallow acceptor
state can be formed in hBN [148]. Point defects can also act as recombination
centers (both radiative and non-radiative), reducing the efficiency of bandgap
luminescence [149].

As we discussed earlier in Chapter 2, the recent discovery [23,123] that hBN
can host bright and stable SPEs in the visible and ultraviolet spectral ranges
has sparked tremendous interest in the application of hBN as a light source
in quantum optics applications. In a series of papers, Tran et al. identified
SPE from color centers in irradiated or annealed hBN emitting at energies
between 1.6 and 2.2 eV [23, 24, 150]. Subsequent experiments have reported a
broad range of color centers exhibiting SPE with ZPL in this energy range and
widely varying vibronic properties [25,44], see paper III.

As-grown hBN frequently exhibits deep-level luminescence with a ZPL at
4.1 eV [151–155] and relatively weak coupling to bulk phonon modes (Huang-
Rhys factor S = 1.3 [153]), furthermore 4.1 eV luminescence exhibits single-
photon emission [103]. This emission has typically been associated with the
acceptor level of a C impurity substituting N atom (CN) [151,154].

Despite the obvious technological importance, the precise chemical nature
of the dominant point defects in hBN remains unclear, as this is extremely
difficult to characterize experimentally. A number of previous studies have
addressed native point defects or impurities in hBN using ab-initio calculations
[156–160]. However, these studies all had shortcomings, such as being based
on less accurate functionals, not considering all possible spin configurations, or
not including proper finite-cell-size corrections.

In summary, an accurate and comprehensive picture of the defect chemistry
in hBN is still not available. Consequently, this chapter is dedicated to the
investigation of common impurities and native point defects in hBN in terms
of ab-initio calculations.
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3.2. Methodology

3.2.1. Computational details
We perform calculations using DFT within the generalized Kohn-Sham scheme
[55], using the screened hybrid functional of Heyd, Scuseria, and Ernzerhof
(HSE) [62,161]. In this approach, the short-range exchange potential is calcu-
lated by mixing a fraction of nonlocal Hartree-Fock exchange with the genera-
lized gradient approximation of Perdew, Burke, and Ernzerhof (PBE) [63]. The
screening parameter is set to 0.2 Å−1, and the mixing parameter to α = 0.31.
This value of α is similar to that used to study GaN and AlN [162]. A cor-
rection for the van der Waals interactions is included within the Grimme-D2
scheme [163]. The valence electrons are separated from the core by use of pro-
jector augmented wave (PAW) potentials [164] as implemented in VASP [165].
For the present calculations, B 2s22p1, N 2s22p3, C 2s22p2, O 2s22p4, and H
1s1 electrons are treated as valence. For the bulk hBN primitive cell, we use
a 9× 9× 3 k-point grid for integrations over the Brillouin zone; for the larger
supercells, we use a Γ-point (k = 0). Energy cut off of 500 eV is used for the
plane-wave basis set. Spin polarization was taken into account.

Defect calculations were performed in orthorhombic supercells containing
240 atoms sites, with lattice vectors 5(a + b), 3(a − b), and 2c, where a, b,
and c are lattice vectors of the primitive hBN lattice. The supercell lattice
vectors are fixed to the HSE calculated equilibrium values49. Native defects
and impurities are created by adding and removing atoms from the supercell,
and the internal coordinates are relaxed until all forces are less than 0.01 eV/Å.
The same computational set of parameters and supercells was used in Chapter 4
and Chapter 5.

3.2.2. Formation energies
The likelihood of incorporating a defect can be determined by calculating the
formation energies, i.e., the energies that are required to create a defect in a
solid. We use established methodologies for evaluating defect formation ener-
gies and transition levels based on total energy calculations within the supercell
approach [83, 166]. For a defect D with charge state q, the formation energy
Ef [Dq] is calculated as

Ef [Dq] = Etot[Dq]− Etot[hBN]−
∑
i

niµi + qEF + ∆q, (3.1)

49It should be noted that defect and impurity calculations are performed using bulk-unit-
cell optimized theoretical lattice constant. This is essential to avoid spurious elastic inter-
actions with defects or impurities in the neighboring supercell. If the defect-containing su-
percell’s volume is relaxed (in addition to relaxing the positions of the atoms in proximity
to the defect), the calculation will correspond to finding the lattice parameter of the system
containing an ordered array of defects at a high concentration [82].
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where Etot[Dq] is the total energy of the supercell containingDq, and Etot[hBN]
is the total energy of the defect-free supercell. The number of atoms that are
added (n > 0) or removed (n < 0) to/from the supercell is ni, where i is the
type of the atom, and the chemical potential µi represents the energy of the
reservoir with which the atomic species are exchanged50. The electron chemical
potential is given by the position of the Fermi level (EF ), taken with respect
to the valence-band maximum (VBM). Finally, ∆q is a charge-state dependent
term that corrects for the finite size of the supercell [167,168].
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Figure 3.1. Formation energy of nitrogen vacancy (VN) in hBN as a function
of Fermi level under N-poor conditions is given as an example (calculated in
this Thesis). The slope of each line segment corresponds to the charge state,
according to equation 3.2. The colored region each represent the most stable
charge state at a given Fermi level, and the vertical dotted lines show the
transitions between different charge states. In this case, the defect exhibits two
charge-state transition levels, the q = +1 state is stable only for up to 3.48 eV
value of the Fermi level, while the neutral state is most stable from 3.48 eV to
4.59 eV. If the Fermi level is higher than that, the q = −1 charge state is most
stable.

The defect charge-state transition level ε(q/q′) is defined as the Fermi-level
position below which the defect is stable in charge state q, and above which it
is stable in charge state q′. It is calculated as

ε(q/q′) = Ef (Dq;EF = 0)− Ef (Dq′ ;EF = 0)
q′ − q

, (3.2)

50The formation energy of bringing an impurity to a substitutional site is separated into
two processes, removal of a host atom and the incorporation of the impurity atom [83,166].
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where Ef (Dq;EF = 0) is the formation energy of Dq when the Fermi level is
at the VBM (i.e., for EF = 0). Defect charge-state transition levels represent
the physical situation in which one defect charge state can fully relax to its
equilibrium configuration after a charge-state transition such as in deep level
transient spectroscopy, i.e., charge-state transition levels determine how a de-
fect will behave electrically [83].

3.2.3. Chemical potentials
By varying the chemical potentials µi in the calculation, different experimen-
tal conditions can be explored51. Upper and lower bounds are given by the
stability of the phases that constitute the reservoir, which is expressed by the
thermodynamic stability condition [83]. For the calculations in this Thesis, µB

is referenced to the total energy of a single atom in solid-phase B, and µN is
referenced to the total energy of an N atom in an N2 molecule; we define here
∆µN and ∆µB with respect to these energies. Bounds are placed on the ∆µ
values based on the stability condition for hBN. In thermodynamic equilibrium
B and N are linked by the stability of the hBN phase

∆µB + ∆µN = ∆Hf (BN), (3.3)

where ∆Hf (BN) is the enthalpy of formation for hBN. Equilibrium with N2

sets an upper bound on µN (N-rich conditions): ∆µN = 0. Equation 3.3 then
yields ∆µB = ∆Hf (BN) in the N-rich limit. We can also assign N-poor limit,
with ∆µN = ∆Hf (BN) and ∆µB = 0. The HSE-calculated value for Hf (BN)
is −2.90 eV, in reasonable agreement with the experimental value of −2.6 eV
[169]. Neither N-rich nor N-poor conditions realistically represent actual growth
conditions, but they serve as limiting cases.

When impurities are present, their chemical potentials are subject to similar
bounds, i.e., secondary phases may have to be taken into account [83]. We
assigned chemical potentials to the C, H, and O impurity species. The upper
limit of the chemical potential for the different species is given by their total
energy, µC is referenced to the total energy of a C atom in a diamond. For µH

and µO, the diatomic molecules H2 and O2 are used as a reference. The high
stability of B2O3 imposes an additional upper bound on µO

2∆µB + 3∆µO ≤ ∆Hf (B2O3), (3.4)

where we have calculated ∆Hf (B2O3) = −12.69 eV.
For oxygen on a nitrogen site, for example, the removed nitrogen atom has

to be brought to a reservoir where it has the energy µN. If this energy is high
(nitrogen-rich environment), the formation energy will be high as well. The

51In the general formalism, chemical potentials µi are regarded as variables [83].
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upper limit of the chemical potential of the impurity may be determined by
the formation of its bulk component, but potentially also of a compound with
one of the elements of the host. For oxygen, e.g., the chemical potential is
limited by the formation of boron oxide (B2O3).

3.2.4. Electrostatic corrections
Coulomb interaction is long-range, and the unphysical interaction with the
image charge due to finite supercell may need a proper correction52. As al-
ready mentioned in section 3.2.2, for well-localized defects within the supercell,
we use the correction scheme proposed by Freysoldt et al. to correct for the
electrostatic interaction between the charged defect and its images, and a po-
tential alignment term caused by the introduction of the defect [83, 167, 168].
The full Freysoldt correction may be expressed as

Ecorr = Elat − q∆Vq/b. (3.5)

Correction for the interaction between the periodic images of the charge is
Elat, i.e., Madelung energy for a periodic array of point charges immersed
in a compensating background. The correction for the band shift is q∆Vq/b.
Correction for the interaction between the periodic images of the charge Elat is
calculated by weighing the electrostatics of a model charge distribution, which
is fitted to the actual calculation by the studied defect, and comparing the
potential in the periodic cell with the potential where the boundary conditions
are not periodic [168]

Elat =
∫

Ω

[
1
2q(Ṽ

lr
q − V lr

q )
]
d3r. (3.6)

The integral in equation 3.6 is carried out over the simulation cell. The factor 1
2

is required to remove the double counting [170]. V lr
q is the long-range potential

of the model charge distribution and Ṽ lr
q is the corresponding quantity in the

periodic cell are shown in Fig. 3.2, red line. The second term removes the elec-
trostatic interaction energy of the model charge with itself, that is contained in
the first term [168]. The potential alignment-like term ∆Vq/b can be expressed
as:

∆Vq/b = Ṽq/b − Ṽ lr
q , (3.7)

where Ṽq/b is the difference between the electrostatic potential in the pristine
bulk configuration and with the defect added are shown in Fig. 3.2, grey line.
∆Vq/b is violet in Fig. 3.2, and should be evaluated at a place far from the de-
fect in the supercell to get the correct offset in the zero-point reference energy

52Periodic translation of the supercell allows defects to interact with their own images in
the neighboring cells of the simulation.
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(region in the plot near the right and left edges). An obtained difference is de-
fined between two screened potentials. The static dielectric constant describes
the dielectric screening53, i.e., for hBN, we take a mean value between perpen-
dicular and parallel dielectric constants for ω = 0, εaver = 5.5. For example,
electrostatic potentials (averaged over the xy plane) for C+

B in hBN supercell
are presented in Fig. 3.2.

According to Komsa et al. [170], for well-localized defects, the Freysoldt
approach simplifies to sum of Madelung and potential alignment. The software
to compute the corrections, used in this Thesis, is available online54.
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Figure 3.2. Electrostatic potentials (planar-averaged) for C+
B in hBN su-

percell. The defect is located at 5.68 Å on the axis, i.e., in the center of the
supercell. Periodic images of the defect are distributed at the distance 12.939 Å
along x, 12.450 Å along y and 13.108 Å along z directions. As we see, the final
correction for q = +1 is Ecorr = 0.31 eV.

3.3. Results and Discussion

3.3.1. Structural and electronic properties of bulk hBN
The symmetry of the hBN crystal has a space group P63/mmc and point group
D6h. Within the (0001) plane, each nitrogen atom is threefold coordinated to
boron and vice versa, in a honeycomb pattern that is a result of sp2 bonding.
The in-plane B—N bond length is calculated to be 1.44 Å. Out of the plane,
hBN exhibits AA′–type stacking with alternating B and N atoms along the
[0001] direction. The interlayer separation is determined by the van der Waals
interaction and calculated to be 3.28 Å.

53The Freysoldt correction does not work perfectly in all cases, the long-range potential
is overestimated in in-plane directions and underestimated in out-of-plane direction; it is
caused by the application of average dielectric constant.

54URL https://sxrepo.mpie.de/.
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Calculated band gaps and lattice constants are presented and compared with
the experiment in Table 3.1. The experimental geometry is clearly very well
reproduced within ab-initio calculations.

Table 3.1. Bulk properties of hBN. The present HSE-calculated results are
compared with experimental values.

Parameters a, Å c, Å Eind
g , eV Edir

g , eV
Thesis 2.49 6.55 5.94 6.42

Experiment 2.50 [171] 6.65 [171] 6.08 [18] 6.40 [172]
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Figure 3.3. (a) Top-down view of the in-plane honeycomb structure of hBN,
(b) side view showing the interlayer spacing and AA′ stacking, (c) ab-initio
results for band structure and the corresponding electronic density of states
of hBN. Electronic band structure plotted along a high-symmetry path in the
Brillouin zone. The energy of the highest occupied valence state is set to zero.
The VBM is at the T1 point, and the CBM is at the M point. Sharp peaks in
density of states represent van Hove singularities.

The calculated electronic band structure for hBN is plotted in Fig. 3.3 (c).
The valence-band maximum (VBM) is derived from π–bonding states with
mostly N 2pz character; the conduction-band minimum (CBM) is derived from
π∗–antibonding states with mostly B 2pz character (see Fig. 3.3 (c) inserted
orbitals). The VBM is found at the so-called T1 point near K (between Γ and
K); the CBM is at the M point. The indirect fundamental bandgap is 5.94 eV;
the lowest direct gap is 6.42 eV at the M point. As shown in Table 3.1, the
calculated fundamental indirect bandgap is close to the experimental value of
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6.08 eV55 [18]. The HSE calculated band gaps are also in agreement with the
quasiparticle gaps of Arnaud et al. based on GW calculations [174].

In the electronic density of states, the appearance of van Hove singularities
is observed (Fig. 3.3 (c)). Certain van Hove singularities are a consequence
of crystal symmetries, others do not follow from symmetry and are therefore
called accidental. Van Hove singularities usually are related to high-intensity
features in absorption or emission spectra [175].

3.3.2. Electronic properties of native point defects in
hBN
In this section, we will discuss electronic properties of native defects in hBN,
namely boron vacancy (VB), nitrogen vacancy (VN), boron antisite (BN), ni-
trogen antisite (NB), boron interstitial (Bi), and nitrogen interstitial (Ni), see
Fig. 3.4, in terms of charge-state transition levels, which are represented in
Fig. 3.6.

𝑉B 𝑉N
BN

B𝑖
N𝑖

NB

(a) (b) (c)

(d) (e) (f)

B
N

Figure 3.4. Native point defects in hBN: (a) boron vacancy (VB), (b) nitrogen
vacancy (VN), (c) boron antisite (BN), (d) nitrogen antisite (NB), (e) boron
interstitial (Bi) and (f) nitrogen interstitial (Ni) in neutral charge state. Atom
colors: B (green), N (white).

Boron vacancy (VB). Each boron in the hBN lattice has three nearest-
neighbor nitrogen atoms. Removing the boron atom leaves three N 2sp2 and
three N 2pz dangling bonds. These dangling bonds combine to form localized
symmetric (a′1, a′′1) and higher-lying antisymmetric (e′, e′′) molecular orbitals,

55It is interesting to note that DFT predicted the monolayer to have a direct bandgap
of 6.47 eV, with a cross-over to indirect band gaps occurring at two layers. This direct-to-
indirect transition to be driven by a shift in the conduction-band minimum at the M point;
this shift changes the bandgap by 0.5 eV, going from a single monolayer to bulk [173].
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see Fig. 3.5 (the orbitals labeled according to the irreducible representations
of the D3h point group). The defect states of VB are largely derived from
valence-band orbitals. Electron counting indicates that the defect can accept
up to three electrons, i.e., VB is, in principle, a triple acceptor. In the neutral
charge state, three holes appear in the high-lying e′ and e′′ states of the mi-
nority spin channel, corresponding to a high-spin (HS) S = 3/2 paramagnetic
state. VB was previously reported to possess a low spin (LS) ground state,
based on calculations within the local density approximation (LDA) [176]; in
our HSE calculations (which treat exchange more accurately, particularly for
highly localized states [177]), the HS–LS energy splitting is 0.8 eV, showing the
HS state is strongly favored. The charge-state transition levels are plotted in
Fig. 3.6, they induce significant distortions in the local geometry around the
defect. When the Fermi level is near the VBM, VB is stable in the neutral
charge state. With increasing Fermi level, VB transitions into a q = −1 charge
state; for yet higher values of the Fermi level, the q = −2 charge state is sta-
bilized. The transition levels are all found at a large energy from the VBM,
making VB a very deep acceptor. The q = −3 charge state is found not to be
stable.
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Figure 3.5. Schematic diagram of Kohn-Sham states of (a) VB, (b) VN, (c) BN,
(d) NB in neutral charge state. The orbitals labeled according to the irreducible
representations of the D3h point group for VB, VN, BN, NB.

Nitrogen vacancy (VN). The removal of an N atom from the hBN lattice
leaves three B 2sp2 and three B 2pz dangling bonds, and, as with VB, these
combine into low-lying a states and higher-lying e states. The VN defect states
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are largely derived from conduction-band orbitals. Electron counting indicates
that in the neutral charge state, three electrons occupy the lowest a′1 and a′′1
defect orbitals. In the neutral charge state, there exists only one gap state that
is singly occupied, with S = 1/2. This state can, therefore, either donate or
accept a single electron; VN acts as both a donor and an acceptor. As shown
in Fig. 3.6, the (+/0) and (0/−) levels of VN lie deep in the band gap. Both
the q = +1 and q = −1 charge states are nonmagnetic.

Boron antisite (BN). A boron atom can substitute for a lattice N atom
to form an antisite defect BN. In this case, gap states form from the localized
B−B bonds. Boron has two fewer valence electrons than nitrogen, so in the
neutral charge state, this defect introduces two holes, both of which occupy
the highest defect state, resulting in a nonmagnetic ground state (S = 0). As
neutral BN introduces occupied and unoccupied gap states, this defect can act
as both a single donor and acceptor, with higher charge states not being stable.
The (+/0) and (0/−) levels are indicated in Fig. 3.6. Both the q = +1 and
q = −1 charge states have S = 1/2.

𝑉B 𝑉N BN NB B𝑖 N𝑖

CBM

VBM

5.94

0.00

4.90
−/2 −

0/−
1.48

4.59

3.48

2.13

3.70

2.56

5.18

3.95

2.38

1.88

4.47

1.35

0/−

+/0
0/−

+/0
+/0

−/2 −

0/−

+/0

−/2 −

0/−
2 +/+

E
n
er
gy

(e
V
)

Figure 3.6. Charge-state transition levels for native point defects in hBN.

Nitrogen antisite (NB). The NB defect forms when an N atom substitutes
for a lattice B atom, leading to the formation of N–N bonds. The N atom has
two extra valence electrons when compared to B, and these electrons fill the
lowest unoccupied NB defect state in a nonmagnetic (S = 0) configuration.
Removing an electron from this defect orbital results in a positively charged
state with S = 1/2. We find that a q = +2 state is never stable. The (+/0)
level occurs around midgap, at 2.56 eV, Fig. 3.6.
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Boron interstitial (Bi). Given the layered nature of hBN, the interstitial
is essentially intercalated. The B atom can be seen to sit between the layers
in Fig. 3.4. When a B atom is present at the intercalated site, a large number
of gap states associated with the atomic levels of the B atom appear. The Bi
defect can act as a donor, with the q = +1 and q = +2 charge states becoming
stable when the Fermi level moves closer to the VBM. Bi can also act as an
acceptor when the Fermi level is closer to the CBM, stabilizing the q = −1
and q = −2 charge states. All of the charge-state transition levels for Bi are
presented in Fig. 3.6.

Nitrogen interstitial (Ni). Unlike Bi, which forms at an intercalated site,
Ni prefers to incorporate in a split-interstitial configuration, in which it forms
a covalent bond with a lattice N atom. The result is similar to an N2 molecule
substituting on an N site. This defect introduces unoccupied gap states, which
are essentially the antibonding states of the N2 molecule; consequently, Ni

behaves as an acceptor, with q = −1 and q = −2 charge states being stable. A
positive charge state for this defect was not stable.

3.3.3. Formation energies of native point defects in hBN
In thermodynamic equilibrium, the concentration of a defect N is determined
by the formation energy according to a Boltzmann expression

N = Nsitesexp
(
−E

f [D]
kBT

)
, (3.8)

where Nsites is the concentration of sites56 on which the defect can form, Ef [D]
is the formation energy from equation 3.1, kB is the Boltzmann constant, and
T is the temperature. If conditions are close to equilibrium (which is the
case in high-temperature growth or annealing), only defects with a sufficiently
low formation energy will be present in large concentrations. In this Thesis,
we consider temperatures in the range 700− 1300 K, which are typical for
chemical vapor deposition of hBN [24, 140, 141]. Bulk growth is performed at
higher temperatures, but defect equilibria are probably established at lower
temperatures during cooldown. Because of the exponential dependence on
formation energy, defect concentrations are insignificant unless the formation
energy is below 2.6 eV when T = 1300 K or below 1.4 eV when T = 700 K. The
formation energies for native point defects in hBN are plotted in Fig. 3.7, for
chemical potentials corresponding to N-rich and N-poor conditions.

N-rich conditions in Fig. 3.7 (b), (d) and (f). In N-rich conditions among
native point defects, NB and Ni, have the lowest formation energies. The for-
mation energies of these defects depend on the Fermi level and the Fermi level,
in turn, is determined by charge neutrality. In the absence of any impurities in

56Nsites = 5.7× 1022 cm−3 for substitutional sites in hBN.
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Figure 3.7. Formation energies of native point defects in hBN as a function
of Fermi level under N-poor (a, c, e) and N-rich (b, d, f) conditions.

hBN, the Fermi level would be pinned at the value for which the concentrations
of positively and negatively charged point defects are equal, i.e., at the crossing
point in the formation-energy curves. The crossing point of NB and Ni defects
will be at 2.18 eV above the VBM. At this point, the formation energy of NB

and Ni is Ef = 4.46 eV, an extremely large value leading to negligible concen-
trations of these defects. This implies that the Fermi level is more likely to
be determined by impurities incorporated into the hBN material. Depending
on the impurity, the Fermi level would shift closer to the VBM or the CBM,
favoring either NB or Ni, which would act as compensating centers.

N-poor conditions in Fig. 3.7 (a), (c) and (e). In N-poor conditions, the
lowest energy native point defects are Bi, VN, BN, and Ni. In the absence of
impurities, the Fermi level would again be pinned around the mid-gap, where
the formation energy of the point defects is around Ef = 5 eV. Again, this
indicates a negligible native defect concentration, and points to the role of
impurities in determining the Fermi level of hBN. Several authors have sug-
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gested that vacancy and antisite complexes play a role in the defect chemistry
of hBN [23,178]. Zobelli et al. investigated VB − VN vacancy complexes in the
context of defect migration [178]. However, we find that the neutral VB − VN

complex has a formation energy of 10.05 eV; consideration of other charge states
does not significantly lower the energy of the defect. Tran et al. proposed that
a neutral NB − VN complex could act as a color center in hBN and account
for single-photon emission [23]. Again, such a complex has a very high forma-
tion energy equal to 8.15 eV under the most favorable combination of chemical
potentials, and considering other charge states did not substantially lower the
energy of the complex. We can conclude that vacancy and antisite complexes
are unlikely to play a role in hBN.

Summarizing this section, we can conclude that native point defects in hBN
tend to have very high formation energies, and, in the absence of impurities,
will not form in large concentrations under thermodynamic equilibrium.

3.3.4. Migration properties of native point defects in
hBN
The population of native point defects will be in equilibrium if the relevant
migration barriers are low enough to allow efficient motion of the defects at a
given temperature. By determining the migration barrier Emb for a native point
defect, we can estimate the temperature at which the defect becomes mobile.
Above this temperature, the system can be considered to be in equilibrium,
at least concerning that particular defect, since it would not be possible to
maintain a nonequilibrium concentration of the defect.

Knowledge of this annealing temperature is useful for various purposes. It
allows assessing whether a given growth temperature is high enough for the
assumption of thermodynamic equilibrium to be valid in the determination of
point-defect concentrations. In situations where nonequilibrium concentrations
of point defects might be present, for instance, due to low-temperature growth,
or due to intentional damage caused by, e.g., irradiation, the annealing tem-
perature indicates at what temperature the point-defect concentration would
return to equilibrium. Within transition state theory [179], the rate Γ at which
a defect hops to a neighboring equivalent site can be expressed as

Γ = Γ0exp
(
−Emb

kBT

)
. (3.9)

The prefactor Γ0 is related to a typical phonon frequency; in hBN, this can be
taken as approximately 1014 s−1 [180]. An estimate for the annealing tempera-
ture can then be obtained as the temperature at which the rate Γ = 1 s−1 [181].
We note that the annealing temperature is not very sensitive to the choice of
phonon frequency used as the prefactor in equation 3.9.
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Vacancy migration. Our potential energy surfaces for the migration of
VB and VN in the neutral charge state, calculated using the climbing-image
nudged-elastic-band method [182, 183], are shown in Fig. 3.8. The paths and
migration barriers for the neutral charge state are similar to those reported
by Zobelli et al. [178]. Here we have extended the migration study to include
other charge states of the vacancies. In Table 3.2, the migration barriers for
each of the stable charge states of VB and VN are presented, along with their
annealing temperature. For VB, the neutral charge state has a migration bar-
rier of 2.78 eV. There exists some variation between charge states, but Emb is
relatively similar, and the annealing temperatures for these defects are around
1000 K (i.e., 727◦C). We can, therefore, assume that the concentration of VB

is likely to be in equilibrium when hBN is grown or annealed at temperatures
above 1000 K. However, VB is frozen in when generated at room temperature,
e.g., by electron or ion irradiation. Indeed, hBN samples exposed to irra-
diation have been reported to exhibit VB defects as well as larger VB-related
defect structures [184–186]. High-resolution transmission electron microscopy
has revealed peculiar triangle-shaped multivacancy structures. The plethora of
unusual large defects that were observed is a consequence of the rather severe
reactive ion etching process used to thin the sample. Also, it was observed that
the electron beam itself creates vacancies through knock-on damage [186,187].

Table 3.2. Migration barriers (Emb) for vacancy and interstitial defects in
hBN. The charge state q is indicated, and the annealing temperature Tan is
presented, as calculated using equation 3.9 assuming a hopping rate of 1 s−1.

Defect q Emb (eV) Tan (K) Defect q Emb (eV) Tan (K)
0 2.78 1000 1+ 5.51 1980

VB 1− 3.09 1110 VN 0 5.00 1800
2− 2.33 840 1− 6.05 2180
2+ 0.81 290 A
1+ 1.08 390 0 0.83 300

Bi 0 0.51 180 Ni 1− 1.00 360
1− 1.05 380 2− 0.88 320
2− 0.54 190 A

For VN, the migration barriers are much larger; in the neutral charge state
Emb = 5 eV. This energy corresponds to the largest barrier the defect needs to
overcome along its migration path, see Fig. 3.8. Metastable sites exist along
the path, and additional barriers occur to escape out of those sites, but those
intermediate barriers, on the order of 2.5 eV, are not rate-limiting. The other
charge states exhibit even larger barriers. These barriers are larger than va-
cancy migration barriers in graphite [188]. This can be attributed to the need
for atoms to move between second-nearest-neighbor sites in hBN, as opposed to
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Figure 3.8. Calculated potential energy surfaces for migration of the (a)
neutral VB and the (b) charged VN in hBN. Structural configurations along the
reaction paths are depicted above, respectively.

first-nearest-neighbor motion in graphite. Because of the high barriers, these
defects do not become mobile until temperatures around 2000 K, much higher
than typical growth and annealing temperatures [24,140,141], suggesting they
can be present in nonequilibrium concentrations when prepared or processed
under certain conditions. We note that the growth of single crystals by the high-
pressure high-temperature technique is performed at temperatures as high as
2000 K [22].

Interstitial migration. The small barrier in the potential energy surface is
associated with a reorientation of the B atom with respect to the atoms in the
surrounding layers; this barrier is easily overcome, but this step is necessary for
long-range migration. The larger barrier originates from traversing the B−N
bond length to a neighboring site; even the larger barrier is shallow, at 0.51 eV.
For Ni, the barrier is related to breaking the N−N bond at the split-interstitial
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site; the Ni atom moves into the interplanar region and then to a neighboring
N atom, reforming an N−N bond. The barrier for this process is again very
modest, only 0.83 eV. The migration barriers for each of the stable charge states
of Bi, listed in Table 3.2, are quite low, indicating that interstitial B atoms can
move very freely in between the hBN layers. The annealing temperatures in
Table 3.2 indicate that Bi is mobile at temperatures close to room temperature.
This makes it unlikely that Bi would be present as an isolated defect: Bi will
move around until it is annihilated, e.g., at a vacancy or step edge, or until it can
lower its energy by forming a complex with another defect. Similar arguments
apply to Ni: the migration barriers are low for all charge states, and Ni is
very unlikely to be present as an isolated defect. Table 3.2 shows that, for a
given defect, there is no systematic trend in migration barriers as a function
of the charge state. We attribute this to the fact that migration paths and
barriers are governed by local bonding, which depends on the local electronic
and spin state of the defect. The occupation of defect levels in the gap affects
the strength of bonding, and the defects levels and the electronic structure
change as the defect moves along the migration path. These properties are
charge-state dependent, and hence do not necessarily follow simple trends. We
have also examined the migration of antisites, but all possible paths lead to
very high migration barriers.

Summarizing this section, we can conclude that interstitial defects are more
likely to form when the Fermi level is closer to the band edges, which would
occur when dopant impurities are present. Under those conditions, the inter-
stitials will act as compensating centers, occurring in a charge state opposite
to that of the dopant, and they would be Coulombically attracted to the im-
purities and possibly form a complex.

3.3.5. Formation energies of impurities in hBN
Due to the high formation energies of the native point defects, impurities are
expected to play a dominant role in the defect chemistry. Certain impurities
are likely to be present unintentionally in the growth environment, and it is
important to assess whether they can be incorporated during growth. Carbon
and oxygen impurities have been found to be present in III-nitrides [189, 190],
e.g., in GaN [191], AlN [192], as well as BN [193]. Hydrogen is also a ubiqui-
tous impurity, and it is often part of the growth process: for growth of hBN
by chemical vapor deposition, hydrogen-containing precursors such as borazine
(N3H3B3H3) [140] or ammonia borane (NH3BH3) [141] are used. Our calcu-
lated formation energies for the various impurities, as well as likely complexes,
are shown in Fig. 3.9. The charge-state transition levels are shown in Fig. 3.10.
Comparing Fig. 3.9 with Fig. 3.7 immediately shows that impurities can have
far lower formation energies than native point defects.
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Figure 3.9. Formation energies of impurity-related defect centers in hBN as
a function of Fermi level in N-rich and N-poor conditions for C impurities (a,
b), O impurities (c, d), and H impurities (e, f).

Carbon impurities. For carbon, we investigate substitution at either a B
or an N site (CB; CN). Based on the formation energies, Fig. 3.9 (a, b), it is
clear that substitutional carbon is easily incorporated. CB is most favorable
under N-rich conditions, and acts as a donor; the (+/0) level is at 3.71 eV
above the VBM (Fig. 3.10). Under N-poor conditions, CN is dominant; this
is an acceptor type defect with a (0/−) level 2.84 eV above the VBM. For
the case of CB, localized C–N bonding and antibonding states form. In the
neutral charge state, CB introduces one excess electron, and this occupies an
antibonding-like state in the bandgap, resulting in a paramagnetic S = 1/2
center. The defect state is derived from C and N 2pz orbitals. In the q = +1
charge state, CB is nonmagnetic. For CN, a single hole is introduced in the
neutral charge state. This hole occupies a bonding orbital with mostly C 2pz
character and some mixing with the surrounding B 2pz states. The neutral
charge state is magnetic with S = 1/2; the defect acts as a single acceptor,
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Figure 3.10. Charge-state transition levels for impurity-related defect species
in hBN. Defect levels related to carbon are shown in orange, due to oxygen in
red, and hydrogen in pink.

and the negative charge state is nonmagnetic. We have also investigated an
interstitial C atom (Ci). The C atom sits at an intercalated site. Ci acts as an
acceptor, with a (0/−) level 2.40 eV above the VBM, and a (−/2−) level 4.45 eV
above the VBM (Fig. 3.10). The formation energy of Ci is very high (Fig. 3.9
(a, b)), and this defect is unlikely to be present in thermodynamic equilibrium;
however, the migration properties of Ci are important for understanding how C
impurities are incorporated unintentionally during growth, or in doping. The
migration barriers are presented in Table 3.3. The migration barrier is low
for all charge states, suggesting that Ci moves freely at the intercalated site
(consistent with the findings for Bi). Given the high formation energy and low
migration barrier of Ci, this defect would either diffuse out of the sample, or
migrate until it is annihilated by a vacancy to form CN or CB, or until it forms
a complex with some other charged defect.

Theoretical studies have proposed a variety of different centers as potential
candidates for the SPEs. Recently, Mendelson et al. proposed carbon-vacancy
related complexes VN − CB [134]. Indeed, electronic structure has many defect
levels placed within the bandgap, i.e., possibility for internal optical transitions.
However, as we see, proposed centers have extremely high formation energies,
see Fig. 3.11, making their observation in as-grown material highly unlikely57.

Oxygen impurities. For oxygen impurities, we consider substitution at
an N site only (ON); oxygen on the boron site (OB) has an extremely large
formation energy. The formation energies indicate that ON can easily incor-
porate, particularly under N-poor conditions, and this defect could be present

57However, formation of SPEs under chemical etching, electron beam irradiation or ion
implantation might be impurity-vacancy related.
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Figure 3.11. (a) Formation energy of carbon-vacancy complexes (CN − VB
and CB − VN) in hBN, (b) Schematic diagram of Kohn-Sham states. The or-
bitals labeled according to the irreducible representations of the C2v point
group.

in large concentrations, see Fig. 3.9. ON is a deep donor, with an (+/0) level
5.33 eV above the VBM, Fig. 3.10. For ON, localized B−O defect states form;
in the neutral charge state, an excess electron is introduced, which occupies an
antibonding-like gap state with O and B 2pz orbital character. Since the gap
state is singly occupied, O0

N is paramagnetic with S = 1/2. The q = +1 charge
state is nonmagnetic. Since ON acts as a donor, it will shift the Fermi level
towards the CBM, and lower the formation energy of native defects with accep-
tor character. Also, complex formation between the donor and acceptor may
occur. Additionally, donor impurities such as O and H can bind to the dangling
bonds of boron vacancy and form complexes. In particular, we have explored
a complex between ON and VB (included in Fig. 3.9 (c, d)); this VB −ON com-
plex could be considered an analog to the NC − VC center in diamond. This
defect acts as a deep acceptor. In the neutral charge state, VB −ON has two
unoccupied gap states in the minority spin channel, and prefers a HS state with
S = 1; the defect can accept up to two electrons. Oxygen impurities can also
incorporate as an interstitial (Oi), between the hBN layers. Oi acts as a double
acceptor, with a (0/2−) level 2.93 eV above the VBM (Fig. 3.10). The q = +1
charge state is never stable, i.e., Oi behaves as a negative U center. The forma-
tion energy is lowest under N-rich conditions. The difference between N-rich
and N-poor conditions arises because, for Fig. 3.9 (c, d), we assume the oxygen
chemical potential µO to be set at the solubility limit, which is determined
by equilibrium with B2O3. When oxygen is incorporated unintentionally, µO

is probably well below this extreme limit, leading to considerable formation
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energies and relatively low concentrations of Oi in hBN. Still, the migration
barriers for Oi are important to understand the kinetics of O incorporation; the
barriers are listed in Table 3.3. The Oi defect is highly mobile, even at room
temperature, and would be very easily incorporated if its formation energy were
low enough. Given its high mobility, Oi would then likely form complexes, and
we do not expect it to be present as an isolated defect. Indeed, it was observed
that nitrogen vacancies are decorated by oxygen atoms in hBN [194].

Table 3.3. Migration barriers (Emb) for interstitial impurities in hBN. The
charge state q is indicated, and the annealing temperature Tan is presented, as
calculated using equation 3.9 assuming a hopping rate of 1 s−1.

Defect q Emb (eV) Tan (K)
0 1.01 360

Ci 1− 0.86 310
2− 0.92 330

Oi 0 0.53 190
2− 0.35 130

Hi 1+ 0.75 270
1− 0.46 170

Hydrogen impurities. Interstitial hydrogen (Hi) is a common impurity in
many semiconductors, and is typically amphoteric [195]; i.e, Hi will behave as a
donor under p-type conditions, and as an acceptor under n-type conditions. We
find the same behavior in hBN (Fig. 3.9 (e, f)). Hi sits at an intercalated site,
and has a (+/−) level 3.29 eV above the VBM (Fig. 3.10), consistent with the
value found in Ref. [196]. The formation energy of Hi is low, particularly near
the band edges, which suggests Hi can be incorporated easily and may behave
as a charge-compensating center. The migration properties of Hi are presented
in Table 3.3. This defect has a low migration barrier, with Emb = 0.75 eV for
H1+
i , and Emb = 0.46 eV for H1−

i . This suggests that Hi is highly mobile, even
at room temperature. We thus expect that Hi will form complexes with charged
defects and impurities in hBN. Hydrogen atoms interact strongly with vacancy
defects in III–nitrides [197]. We have therefore investigated complexes of VB

with one, two, or three hydrogen impurities (VB −H; VB − 2H; VB − 3H). The
formation energy of the VB −H complexes58 can be low, and is lowest under
N-rich conditions, which favor the formation of boron vacancies (see Fig. 3.9 (e,
f)). The singly decorated VB −H complex behaves similar to VB, with one of
the N sp2 dangling bonds passivated by hydrogen. VB −H thus acts as a double
acceptor. The neutral charge state is HS with S = 1; the q = −1 and q = −2
charge states have S = 1/2 and S = 0, respectively. The acceptor levels are
deep; the (0/−) and (−/2−) levels are shown in Fig. 3.10. In VB − 2H, two of

58Hydrogen can also form complexes with VN; these are all found to have very high forma-
tion energies, and they are not discussed in this Thesis.
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the sp2 dangling bonds on N atoms are passivated, and this defect acts as a
single acceptor, with S = 1/2 in the neutral charge state. The q = −1 charge
state is nonmagnetic. The fully passivated VB − 3H has a low formation energy
of 0.95 eV under N-rich conditions, suggesting that it can be present in large
concentrations. It is stable only in the neutral charge state, and therefore this
defect is electrically inactive.

3.3.6. Discussion and comparison with experiments
Ultraviolet emission in hBN. Several proposals have been put forth to
explain the origin of this 4.1 eV line. Some of them centered around the
CN acceptor; carbon is indeed likely to be present as an unintentional im-
purity in hBN. Based on temperature-dependent PL experiments, Du et al.
proposed that the 4.1 eV line originates from a donor-acceptor pair (DAP)
recombination involving a shallow VN donor and a deep CN acceptor [154].
Katzir et al. proposed that the 4.1 eV emission originates from the recombina-
tion of a conduction-band electron with a neutral CN defect [151]. Concerning
the DAP recombination model, our results (Fig. 3.6) clearly show that the
donor level for VN is deep in the gap, ruling out this model; moreover, to
the best of our knowledge, no shallow donors have been identified in hBN.
Shallow-donor to deep-acceptor transitions are thus highly unlikely in hBN.
Regarding the nature of the deep acceptor, our calculations show that the re-
combination of electrons in the conduction band with the (0/−) level of CN

gives rise to a ZPL at 3.1 eV. This is so far away from the observed 4.1 eV
line that we can confidently rule out CN as the source of the 4.1 eV emission.
Questions surrounding the origins of a frequently observed luminescence signal
around 5.3 eV [198–200] can be answered. Based on the calculated charge-state
transition level of the ON impurity, we suggest this luminescence is related to
unintentionally incorporated oxygen, see Appendix.

Visible SPEs emission in hBN. Measurements on irradiated or annealed
hBN samples have also frequently shown narrow emission lines with energies
that range from 1.6 eV to 2.2 eV [26, 28, 201]; here, we broadly refer to these
lines as the 2 eV luminescence. Emissions in this range of energies exhibit
clear ZPLs and evidence of a single-photon emission [28]. Examination of the
calculated thermodynamic transition levels in Fig. 3.10, allowed to identify
plausible defects that may give rise to a free-to-bound transition in the energy
range of 1.6 eV to 2 eV. Among vacancies, the hydrogenated boron vacancies
are most likely to form. The VB −H complex has a (0/−) level at 1.65 eV
above the VBM, and hence recombination with holes in the VBM would lead
to a ZPL at that energy; the complex also has a (−/2−) level at 4.34 eV above
the VBM, for which recombination with electrons in the CBM would lead to a
ZPL at 1.6 eV. It has also been suggested that the 2 eV emission is associated
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with an internal optical transition involving an excited state of the defect [23].
Bright emission requires that the internal transition occurs between gap states
in the same spin channel. We find that VB and its complexes with hydrogen
or oxygen form a high-spin state with two or more gap states in the same
spin channel. Boron vacancy complexes will be investigated further in the next
chapter of this Thesis. We also find that interstitials that are incorporated
at an intercalated site (and couple weakly to the lattice) have multiple gap
states in the same spin channel, which is essential for an internal transition.
As we have shown, defect complexes comprising multiple point defects, such
as VN − CB [134], also give rise to multiple gap states in hBN. However, none
of the remaining isolated point defects that we have investigated, either native
defects or impurities, exhibit multiple gap states in their electronic structure or
are stable at room temperature and have low formation energy; this precludes
them from being a source of the 2 eV emission.

3.4. Summary and Conclusions
A recent study by McDougall et al. combined experiment and theoretical calcu-
lations to investigate the impact of point defects on the x-ray absorption near-
edge structure (XANES) of hBN [202]. The authors measured experimental
XANES spectra for several different samples, including sputtered films, single
crystals, and powders; by comparing these results with calculated spectra, the
authors concluded that ON, CB, VB − 3H were the most dominant defects in
these samples. These findings are in excellent agreement with calculated re-
sults presented in Fig. 3.9, since we found that these defects have low formation
energies and are likely to form. This experimental result is also in agreement
with our key finding that impurities play the dominant role in determining de-
fect equilibrium in hBN, rather than native point defects. Additionally, other
observations demonstrate that the substitutions arose when holes opened up
in the material due to the bombardment by the electron beam, and that they
are subsequently filled with C and O atoms available in the overlayers [105].

We have investigated the energetic, electronic, and migration properties of
native point defects and common impurities in hBN and discussed them in light
of experimental work. Isolated native point defects in hBN have extremely
high formation energies, and in the absence of impurities are unlikely to form
in observable concentrations under thermodynamic equilibrium. Interstitial
defects are too mobile to be stable as isolated defects, but could be present
in complexes with (intentional or unintentional) dopant impurities. Vacancy
defects have much higher migration barriers and could be present in nonequi-
librium conditions, for instance, after irradiation. The defect chemistry of hBN
is likely dominated by C, O, and H impurities. Complex formation with hy-
drogen or oxygen significantly lowers the formation energy of boron vacancies.
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Based on our calculated results, we discussed mechanisms for the experimen-
tally observed 4.1 eV and 2 eV emission lines. Overall, these results provide
essential information towards identifying the microscopic origin of SPE in hBN.
Based on the calculated charge-state transition level of the ON impurity, we
proposed that origin of a frequently observed luminescence signal around 5.3 eV
luminescence [198–200] is related to unintentionally incorporated oxygen.

STATEMENT 1

Impurities rather than native defects dominate the defect chemistry of hBN.
Due to higher formation energies and migration barriers, bare vacancy defects
could be present in nonequilibrium conditions only. The common attribution
of the 4.1 eV luminescence to CN defect is ruled out.
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The role of detrimental
interactions

Investigation of various defect complexes in this material
revealed to us the presence of special dark spots,
if their distances from emitters match the right criteria
they will act as a major quenching force.
Hereby emission will be affected
if quenchers interact with the light sources,
this phenomenon was named to honor
German physicist Theodor Förster.
The main message of this chapter is in the last part
after annealing procedure all quenchers "disappear" or move out,
leading to stabilization of a single photon’s quantum light.

Illustration of SPE emission (yellow) and quencher absorption (blue) spectra
overlap in hBN.
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Chapter 4

Boron vacancy complexes as
luminescence quenchers in hBN

4.1. Introduction
Recently, there was a flurry of experimental studies on single-photon emitters
in hexagonal boron nitride, emitting in the red energy spectrum (∼ 2 eV). The
emitters are usually dim or undetectable in as-grown material, but become very
bright upon annealing at temperatures higher than 800 ◦C. In the previous
chapter, the author has demonstrated that impurities likely dominate defect
chemistry of hBN. Therefore, in chapter 4, by using first-principles calculations
and numerical modeling, the author investigates the electronic, structural, and
optical properties of boron-vacancy related complexes. The author unrolls
the main results and explains how they might relate to previous experimental
observations. The information and results provided in this chapter are based
on Paper II.

4.1.1. Literature review of luminescence quenching in
hBN
As-grown material typically does not show single-photon emission, or the
emission is rather weak [23, 28]. In earlier chapter 2, see section 2.2.3, the
author has already discussed a variety of methods used to activate single-photon
sources. Nevertheless, certain patterns in the formation of SPEs in hBN are
noteworthy. Let us briefly summarize once again that SPEs in hBN are typi-
cally observed after a short (up to an hour) annealing in the Ar atmosphere at
about 850 ◦C and (optionally) a subsequent plasma clean in O2 atmosphere [23].
Lately, this procedure of activation of SPEs has been reproducibly repeated by
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Figure 4.1. (a) Fragment of pristine hBN; (b) VB–ON; (c) VB–H. Atom
colors: B (green), N (white), H (purple), O (red).

many groups [25,26], see paper III. Some variations of the technique have also
been proposed with similar success. E.g., in Ref. [30] the annealing is done at
500 ◦C in the N2 atmosphere. In Ref. [28], the final annealing is preceded by
electron bombardment, but in the majority of cases, no pre-treatment before
annealing is needed to activate the emitters. The photostability of SPEs de-
pends on the annealing atmosphere, in Ref. [133] it was shown that annealing in
the air activated SPEs that suffer from blinking and eventual photobleaching.

Boron vacancies are defects that are most frequently observed in transmis-
sion electron microscopy (TEM) experiments [184, 187] and are therefore be-
lieved to be ubiquitous in hBN. However, in previous chapter, the author has
shown that under thermodynamic equilibrium, the formation energies of boron
vacancy complexes with oxygen or hydrogen (shown in Fig. 4.1) are significantly
lower than formation energies of bare vacancies. This conclusion is particularly
important for growth methods in which either O or H species are present, such
as chemical vapor deposition or synthesis in solution59. This calls into question
the role of boron vacancy complexes in the observed single-photon emission in
hBN and the activation of this emission upon annealing.

4.2. Methodology

4.2.1. One-dimensional configuration coordinate diagram

In this work, the author has studied intra-defect radiative and non-
radiative transitions. These processes can be conveniently analyzed
using one-dimensional configuration coordinate (CC) diagrams [45, 203], as
shown in Fig. 4.2.

59In the molecular epitaxy method, both boron and nitrogen carriers are molecules that
possess hydrogen atoms.
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Figure 4.2. Configuration coordinate diagram showing intra-defect optical
transition of a defect. The total energy is plotted along the linearly interpo-
lated ground-state geometry of the defect in the ground and excited states.
Vibrational levels are shown as horizontal lines within the two potential wells.

The geometry of the excited state will be different from the geometry of the
ground state, and this change is represented by a horizontal offset of the two
parabolas in Fig. 4.2, i.e., the change of configuration coordinate ∆Q represents
a change in the total geometry of the defect during the excitation process. The
energy difference between the two parabolas at the equilibrium geometry of the
ground state is the excitation energy Eexc, and the energy difference between
the two parabolas at the equilibrium geometry of the excited state gives the
value of emission energy Eem. The so-called Franck-Condon shifts ∆g and ∆e

represent relaxation energies in the ground and the excited state, respectively.
The energy difference between energies at equilibrium configurations in the
excited and the ground states is called the zero-phonon line (ZPL)60. While the
configuration coordinate is not strictly a vibrational eigenmode, it is possible
to define an effective (or average) phonon frequencies ω{e,g} that describe the
change in the geometry [45]. This helps to define the Huang-Rhys factors [204]

Sg = ∆g

~ωg
(4.1)

and similarly for the excited state. Huang-Rhys factors are important parame-
ters that describe the optical luminescence and absorption lineshapes. Lastly,
∆Eb is the energy difference between the intersection of the two parabolas and
the equilibrium energy in the excited state. In the classical interpretation, ∆Eb

60ZPL is a transition between two electronic states that does not involve phonons.
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is the barrier for the non-radiative transition from the excited to the ground
state, and it is useful in interpreting ab-initio data. Intra-defect excited states
are treated via the Delta Self-Consistent Field approach, whereby electronic
excitation is achieved by promoting an electron to a higher-lying Kohn-Sham
orbital [50, 205]. This approach is discussed in more detail when considering
specific excitation in section 4.2.2.

4.2.2. The Delta Self-Consistent Field DFT calculations
The Delta Self-Consistent Field (∆SCF) approximation is a density functional
method closely resembling standard DFT. Excited states are calculated using
the constrained DFT (CDFT) approach, where higher-energy solutions can be
obtained in practice by converging the KS orbitals self-consistently with the
so-called non-Aufbau orbital occupation patterns, amounting to a constraint
on orbital occupations [205–207]. Therefore, in ∆SCF occupation of a selected
occupied orbital is set to zero, and simultaneously the occupation of a virtual
orbital is set to one; see Fig. 4.3 (a). In this approximation, the change of the
occupancies in the KS orbitals of the defect states mimics excitation process
[86, 208]. The ∆SCF-DFT calculations may provide reliable results if excited
states are described by a single Slater-determinant of the KS particles61 [209].
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Figure 4.3. (a) In this example, internal optical transition a1 → b1 in charged
boron vacancy-hydrogen complex is calculated, (b) ∆SCF calculation of optical
excitation is performed by introducing the fractional orbital occupation i.e., by
promoting part of the electron to a higher orbital.

61∆SCF-DFT is surprisingly accurate for singlet-singlet transitions that are well described
by a single-orbital excitation. However, it often fails to provide accurate total energies of
highly correlated states that are multi-determinant [86,208,209].
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We now turn to the calculation of the excited states in boron-vacancy
complexes. Fortunately, excited states in neutral (S = 1 with multiplet 3B1)
and in charged (S = 1/2, 2B1) boron vacancy complexes can be described in
terms of a single Slater determinant. In Fig. 4.3, as example, the calculation of
internal optical transition a1 → b1 in charged boron vacancy-hydrogen complex
is represented. The occupation of a a1 and b1 orbitals is specified so that an
electron is forced to occupy the empty spin channel of the b1 state, i.e., a1 state
is depopulated, while higher-lying orbital b1 is populated. Depopulation/po-
pulation is carried out by introducing the fractional orbital occupation [206],
it is necessary in the case of VB–ON and VB–H defects. Calculations where
one electron was promoted had been found to be computationally very diffi-
cult. The reasons for that are the subject of future investigations. Similar
behavior has been found for gallium vacancy complex with oxygen in gallium
nitride [210]. Therefore fractional orbital occupation [206] method helps to
approximate the final value of the excitation and ZPL energies62.

4.3. Results and Discussion

4.3.1. Electronic structure of boron vacancy complexes
The two defects studied in Chapter 4, i.e., the boron vacancy-hydrogen (VB–H)
and the boron vacancy-oxygen (VB–ON) complexes, are depicted in Fig. 4.1 and
their charge-state transition levels are shown in Fig. 4.4. In previous chapter,
the author has shown that both defects can exist in three possible charge states:
0, −1, and −2.

To understand the electronic structure of the defect, let us start with the
neutral charge state63. Calculations show that there are four localized KS states
in the neighborhood of the defect, as shown in Fig. 4.5. In the simplest picture,
these defect states can be understood as linear combinations of sp2 dangling
bonds and pz orbitals pertaining to the two unpassivated N atoms adjacent to
the vacancy. The four states can be labeled by the irreducible representation of
the C2v point group with their axis of symmetry lying in the plane. The z-axis
is the symmetry axis, which points from the vacancy to the oxygen/hydrogen
atom (x, y, z axes are shown in Fig. 4.1). Electronic states, b2 and a2, that are
lower in the bandgap can be mostly thought of as bonding and anti-bonding
combinations of the two pz orbitals. Higher lying states, a1 and b1, are formed

62Calculation of the excitation energy requires the geometry of the ground state to be kept
fixed during excitation of a higher state. Full geometry relaxation of the excited state in
this ∆SCF-DFT method gives values of ZPL energy and Franck-Condon shift in the excited
state, whereas emission energy and Franck-Condon shift in the ground state values can be
obtained by depopulating the excited state while keeping the geometry of the excited state
fixed.

63The electronic structure of both defect complexes, VB–ON and VB–H, is very similar.
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Figure 4.4. Charge-state transition levels of VB–H and VB–ON.

from symmetric and anti-symmetric combinations of the sp2 dangling bonds.
In the neutral configuration, these states are filled by six electrons.
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Figure 4.5. Wave functions of the defect states and energies of Kohn-Sham
states in the minority spin channel of VB–ON (a) and VB–H (b) complexes in
different charge states (q = 0,−1,−2). The orbitals labeled according to the
irreducible representations of the C2v point group. Atom colors: B (green),
N (white), H (purple), O (red).

In previous chapter, the author has shown that the triplet spin state (S = 1)
is lower in energy than the singlet (S = 0), and is, therefore, the ground
state. This means that all four defect states are filled in the majority spin
channel, while only two of the four states, specifically b2 and a2, are filled
in the minority spin channel. Therefore neutral complex acts as a double
acceptor. The calculated KS energy levels for the minority spin channel in
different charge states are shown in Fig. 4.5. In the q = −1 charge state, an
additional electron occupies the a1 level, and in the q = −2 charge state – the
b1 level is also occupied. The symmetry of the total electronic wave function
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can be determined from the symmetry of filled KS states. These symmetries in
three charge states for VB–ON and VB–H are identical. The ground state wave
functions in different charge states are given in Table 4.1.

Table 4.1. Properties of ground state wave functions pertaining to three
charge states of VB–ON and VB–H defects.

Charge Spin Electronic configuration Ground state
0 1 b22a

2
2a

1
1b

1
1

3B1
−1 1/2 b22a

2
2a

2
1b

1
1

2B1
−2 0 b22a

2
2a

2
1b

2
1

1A1

4.3.2. Geometry of boron vacancy complexes
The symmetries of a1 and b1 orbitals can help rationalize geometry changes
shown in Fig. 4.6. Indeed, since the a1 state is bonding, i.e., symmetric com-
bination of two sp2 dangling bonds, its occupation leads to a shortening of
the N–N distance (in charge state q = −1). In contrast, the b1 state is anti-
bonding, i.e., anti-symmetric combination, and thus its occupation results in
an increase of that distance (in charge state q = −2).
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Figure 4.6. Local geometries of the (a) VB–ON and (b) VB–H complexes in
three charge states q = 0,−1,−2.

Geometries of the VB–ON defect in three charge states are shown in Fig. 4.6
(a). For q = 0 and q = −1, the point group is C2v, and all atoms in the nearest
vicinity of the defect remain in-plane. The situation is different for the q = −2
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charge state, in which the symmetry is lowered to C1. This happens because of
large out-of-plane distortions, shown in Fig. 4.7. One of the N atoms that are
adjacent to the vacancy moves vertically and forms a bond with the B atom
(bond length 1.60 Å, cf. interlayer distance 3.3 Å).

𝐁

𝐍 𝐎

Figure 4.7. Vertical distortion of the VB–ON defect in q = −2 charge state.
The point group symmetry is C1.

Geometries of the VB–H defect in all three charge states (0, −1, and −2) are
shown in Fig. 4.6 (b). In all three cases, the defect maintains the C2v point
group, and we find that there are no out-of-plane distortions. However, there
are noticeable changes in the defect geometry for different charge states. The
distance between the N atom that is directly bonded to the H atom and the
other two N atoms that are adjacent to the vacancy decreases monotonically as
the charge state changes from 0 to −2. At variance, the distance between the
two N atoms that are next to the vacancy varies in a non-monotonic fashion
(2.81 Å for q = 0, 2.55 Å for q = −1, and 2.62 Å for q = −2).

Given the similarity of the electronic structure of the two defects, it might
look somewhat surprising that they exhibit a different behavior in the q = −2
charge state. The reason behind different geometry changes can be rationalized
by taking a closer look at the local electrostatics of the defects. A schematic
illustration is shown in Fig. 4.8. While the two sp2 dangling bonds that are
electrically active are nearly identical in both cases, they find themselves in a
different environment.

In the ionic picture, the O atom can be thought of as an ion with charge
−2 (Fig. 4.8 (a)). The total charge on the N–H pair is similarly −2, which is,
however, split between N, which carries −3, and H, which carries +1 (Fig. 4.8
(b)). Our previous calculations of a bare boron vacancy, in chapter 3, showed
that completely filled negatively charged N dangling bonds repel each other,
leading to sizeable out-of-plane distortions. This is precisely what we find for
the VB–ON defect. Extra attraction between the positively charged hydrogen

84



𝐎
𝐁

𝐍

𝒆− 𝒆−

𝒆− 𝒆−

𝐇

𝐁

𝐍

𝒆−𝒆−

𝒆− 𝒆−

(a) (b)

Figure 4.8. Ionic picture of neutral (a) VB–ON and (b) VB–H. Atom colors:
B (green), N (white), O (red), H (purple).

and those dangling bonds in the case of the VB–H defect seems to stabilize the
planar configuration for this defect.

Similar reasoning can help explain why the charge-state-transition levels of
the VB–H defect are by nearly 1 eV lower in the bandgap than the corresponding
charge-state transition levels of the VB–ON defect (Fig. 4.4). When electrons
are added to the neutral VB–H to create q = −1 and q = −2 charge states, the
aforementioned attraction between the added electrons and the H atom helps
to stabilize the negative charge state, resulting in their lower energies. This, in
its turn, leads to a lowering of (0/−) and (−/2−) charge-state transition levels.

4.3.3. Excited states of VB–ON and VB–H
Boron vacancy complexes, with O or H atoms, have far lower formation energies
than native point defects and thus are expected to form in large concentrations
in hBN. Furthermore, VB–ON and VB–H defects possess a rich electronic struc-
ture and can exist with multiple gap states in the same spin channel (as shown
in Fig. 4.5); ergo, the role of excited states should be investigated.

From symmetry considerations, we can build up an energy level diagram of
excited states for any of the internal transitions. A single Slater determinant
can describe the promotion of the electron to a higher (a1 or b1) energy level.
The resulted symmetry of many-electron states is shown in Fig. 4.9. To be
able to distinguish between similar total wave functions of low-lying and high-
lying excited states, we label the upper manifolds with 3B∗1, 3B∗2, 3A∗2, and
lower manifolds with 3B2 and 3A2 (Fig. 4.9 (a)), respectively. The electrical
dipole moment component µi transforms like (x, y, z)→ (B1,B2,A1) in C2v

point group symmetry.
As we see, boron vacancy complexes can have eight excited states in to-

tal; five in triplet manifold and three in doublet manifold. However, while
twice-excited state 3B∗1 is unstable, internal transitions a2 → b1 and b2 → a1
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Figure 4.9. Energy level diagram of excited states for (a) neutral and (b)
charged boron vacancy complexes. Dipole-allowed transitions from the ground
state are represented by green and red lines (color of the line corresponds to
the wavelength of excitation). Multiple electron excitations, i.e., twice-excited
states, are represented by black lines and forbidden states by black dashed
lines. P is polarization: ‖ – in plane, ⊥ – out of plane.

are dipole forbidden. The only allowed transitions from the ground state in the
first order are two excited states (3B2, 3B∗2) in the neutral charge state and two
(2A1, 2B2) in the negatively charged state. The calculated values of excitation
energies, presented in Table 4.2, may be directly compared with the experimen-
tal data. Apparently, the lowest excitation energy64 boron vacancy complexes
have in a neutral state, and it is equal to ∼ 1.1 eV. In negatively charged
complexes, the lowest excitation is equal to 1.77 eV for VB–H and 2.11 eV for
VB–ON, respectively. Calculated zero-phonon lines are in the infrared spectral
region.

The polarization of the exciting light for intra-defect transitions is charge-
state dependent. In the neutral state, it is perpendicular to the symmetry axis,
whereas, in the charged state, it has both components (‖ – in–plane and ⊥ –
out of plane as shown in Fig. 4.9). Due to substantial geometrical changes, i.e.,
distortions out of plane during the excitation process, boron vacancy complexes
have both high relaxation energies and large Huang-Rhys factors65 (higher than
5.7). The fraction of light emitted into the ZPL will be lower than 3 · 10−3 for
neutral state and lower than 2 · 10−4 for the negatively charged state, whereas
experimentally determined Debye-Waller factor for 2 eV SPEs is around 0.82

64The highest excitation to 3B∗
2 energy level for both complexes is about ∼ 3.3 eV, and it

was not investigated further.
65Large values of Huang-Rhys factor are typical for systems with strong electron-phonon

coupling. This factor significantly influences luminescence lineshape. As Huang-Rhys factor
increases, the intensity in the zero-phonon line decreases.
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Table 4.2. Allowed internal transition energies of VB–ON and VB–H as cal-
culated by HSE ∆SCF method. Total wave function symmetry in the excited
state is Ψ∗.

Complex Ψ∗ Eexc, eV ZPL, eV S ∆Eb, eV
[VB–ON]0 3B2 1.16 0.83 5.7 0.11
[VB–H]0 3B2 1.08 0.80 5.9 0.05

[VB–ON]− 2A1 2.11 1.34 36.2 0.09
[VB–H]− 2A1 1.77 1.20 8.8 0.42

[23]. ∆Eb values are at range from 0.05 eV up to 0.42 eV, see Table 4.2. Due to
low barriers internal transitions are expected to be non-radiative, see Appendix.

4.3.4. VB–ON and VB–H as luminescence quenchers in the
2 eV region
Absorption values of boron vacancy complexes, given in Table 4.2, are precisely
in the range of observed 2 eV SPEs emission. Thus, if boron vacancy complexes
are close to 2 eV SPEs, SPEs energy will be efficiently transferred to the defect,
which acts as a luminescence quencher, and as a result, the intensity of the
SPE will decrease. This non-radiative redistribution of an electronic excitation
between two defects in solid coupled by the dipole-dipole interaction is known
as Förster resonant energy transfer (FRET).

In general, FRET in hBN can occur due to the spectral overlap between the
emission of the SPE at 2 eV [23] and the absorption spectrum of the boron
vacancy complex with oxygen. The author notes that indeed there is a spec-
tral overlap between normalized absorption cross-section of internal transition
a1 → b1 in [VB–ON]− with SPE emission, shown in Fig. 4.10.

From a quantum electrodynamics treatment [203], the absorption cross-
section σ(E) is given by

σ(E) = c2~3Γ
8πn2

DE
2L(E). (4.2)

Here L(E) is the absorption line shape function [203,211], nD is the refractive
index of the host (nD = 2.2 for the Eexc = 1.08− 2.11 eV [212]), and Γ is the
rate of the transition.

Computed transition dipole moment for the internal transition a1 → b1 in
[VB–ON]− complex is µ = 1.15 eÅ. Calculated absorption cross-section for
[VB–ON]− complex in hBN (see Fig. 4.11) is σ(E) = 0.2Å2, while for [VB −H]−

σ(E) = 0.25Å2 and µ = 1.11 eÅ. This result is consistent with one of the most
recent experimental estimates for the absorption cross-section of NV− centers,
i.e., σ(E) = 0.31± 0.08 Å2 [213].
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Figure 4.10. Overlap between absorption of the [VB–ON]− complex (DFT,
calculated in this Thesis, blue) with emission of the SPE (experimental data
adopted from [23], yellow).

The critical distance between two defects in solid at which the energy transfer
is half-maximal is called effective Förster radius RFRET. The efficiency of
energy transfer is related to the sixth power of the ratio of the distance R,
between SPE and quencher, and the RFRET. Effective Förster radius is

R6
FRET = 3c4

64π5n4
D

∫ ∞
0

SPE(υ)σabs(υ)
υ4 dυ. (4.3)

Here SPE(υ) is emission spectra of the SPE and σabs(υ) is the absorption
spectra of the quencher.

Evaluated Förster radius for energy transfer between SPE and quencher in
hBN is RFRET = 4.5 nm; i.e., it is equal to 20 B–N distances. At distances
smaller than 4.5 nm, SPE emission energy will be effectively absorbed by the
boron vacancy complex with oxygen and dissipated nonradiatively (Fig. 4.12 in
the region, where kFRET > krad). This result is consistent with Förster radius
of RFRET = 3.8 nm, between NV center in diamond and organic molecule, as
was demonstrated by Tisler et al. [214]. Furthermore, both SPE emission and
quencher’s absorption are polarized in the plane. It is important to note that
based on ZPL energy and phonon side band spectral shape, SPEs in hBN are
classified into two general groups. First group with ZPL at 2.15 eV and second
group with ZPL at 1.78 eV [24]; ergo, in the Appendix, the author calculates
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the Förster radius between SPE (at 1.77 eV) and [VB–H]− complex.
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Figure 4.11. Absorption cross-section of the [VB–ON]− complex.
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Figure 4.12. (a) Rate of Förster energy transfer in hBN between [VB–ON]−
and SPE. At distances x < 4.5 nm energy transfer will be faster than the radia-
tive decay rate of SPE Γrad. (b) RFRET is the characteristic distance at which
energy transfer is half-maximal.

Distribution of distances between quenchers and SPE can be approximately
estimated with a lower cut-off of R0 = (3/4πn) 1

3 . Therefore, it was evaluated
that at concentrations of 2.6 · 1018 cm−3 of quenchers, the distance between
selected SPE and a quencher is expected to be approximately equal 4.5 nm.
Remarkably, in best quality hBN crystals, carbon and oxygen impurities can
be as low as 1017 − 1018 cm−3, which has been experimentally determined by
secondary ion mass spectroscopy and CL in Ref. [193]. Furthermore, it is known

89



that during growth and exfoliation procedure, oxygen can be trapped within
the hBN lattice [194]. In an oxygen-rich environment, the concentration of
boron vacancy complexes with oxygen can be even higher [24,133].

It is worth noting that the concentration of SPEs is significantly lower than
the concentration of quenchers. In general, 1 emitter per 1 µm2 is observed.
Furthermore, less than 10 emitters per whole exfoliated flake (about 30 µm
lateral) were observed by Chejanovsky et al. [26]. Taking the typical thickness
of the multilayer to be approximately about 100 nm, we end up with SPE
densities of 1013 cm−3. Accordingly, taking into account the concentration
of SPEs and the expected concentration of oxygen-related complexes, FRET
from a boron vacancy complex to a single photon emitter in hBN should be an
efficient mechanism.

4.3.5. Two nitrogen dangling bonds
Given that SPEs, which are quenched, occur in the vicinity of a dangling bonds
(DBs): at the edge of flakes or near grain boundaries [26,128,133], the model of
boron vacancy complexes, i.e. two nitrogen dangling bonds, could in principle
be extended and uncover the physics of PL quenching and PL instabilities in
hBN.
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Figure 4.13. Wave functions of the defect states and energies of Kohn-
Sham states (minority spin channel) of two isolated nitrogen dangling bonds
in different charge states. The orbitals labeled according to the irreducible
representations of the C2v point group. Atom colors: B (green), N (white), H
(purple).

As we see in Fig. 4.13, two perfectly isolated nitrogen DBs show similar
four localized KS states in the neighborhood of the defect, as was shown in
Fig. 4.5 for boron vacancy complexes. It should be noted that boron and
nitrogen dangling bonds will display the opposite behavior in hBN. While 2 eV
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SPE emission is attributed to boron dangling bonds [135], according to our
findings, two nitrogen dangling bonds are perfect luminescence quenchers of
2 eV emission. Interaction between boron and nitrogen DBs will depend on
local distortions. Finally, both of them (boron and nitrogen DBs) can easily be
formed at the edge of the crystal or near grain boundary. Once again, it turns
out that 2 nitrogen DBs are independent of their surrounding environment.
This implies, that perfectly isolated, 2 nitrogen DBs with a fully passivated
third one, will give rise to non-radiative intra-defect transitions66.

4.3.6. Comparison with experiments
2 eV SPEs suffer from severe problems such as blinking and bleaching, which
result in severe fluctuations of photon emissions and even defect-luminescence
quenching [23,26–28,128]. Chejanovsky et al. obtained excellent photostability
of SPEs even under ambient conditions [26]. Furthermore, annealing proved to
be a crucial step for emitter stability in order to avoid working with blinking
emitters. In previous chapter 3, the temperatures at which point defects and
impurities can be annealed out were determined. Annealing temperature for
boron vacancies is around ∼ 840–1110 K for different charge states, and this
result suggests that these defects become mobile during higher growth tem-
peratures for chemical vapor deposition (and other growth techniques), as well
as at typical annealing temperatures. The annealing process can also dehy-
drogenate boron vacancy complexes with H [197], electronically activating the
defect. Surprisingly, it appears that the annealing environment determines the
stability of the observed emission. Perhaps due to an ionization mechanism or
oxygen quenching [26,133], SPEs annealed at 850 ◦C in vacuum were less stable
than those annealed in argon. It is interesting to note that Martinez et al. has
observed that only around 5% of the emitters in bulk high-purity hBN crys-
tal exhibits a perfect photostability over time [27]. Furthermore, Shotan et al.
demonstrated that during extended exposure to blue light, the optical response
of SPEs could be changed, ultimately producing bleaching of SPEs (see paper
III). This result suggests that a drastic modification of the defect environment
takes place, possibly through surface photochemistry.

On the other hand, it was recently shown that high-dose ion irradiation
contributes to the dark-defect-ensemble generation, i.e., it is related to the
defect quenching in hBN. It makes our argument stronger that dangling ni-
trogen bonds are involved in the quenching mechanism, since kick-out energy
for boron atoms is lower than for nitrogen atoms [215]. As a whole, all these
results unveil a complex physics of SPEs in hBN.

66Furthermore, this model in principle could be expanded and applied for charged boron
vacancies, where one of the dangling bonds is fully occupied; however, bare boron vacancy
due to a higher symmetry (D3h, not C2v) has more optically accessible excited electronic
states. Thus, these findings are applied only for 2 nitrogen DBs that display C2v point group
symmetry.
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4.4. Summary and Conclusions
In Chapter 4, by using first-principles calculations and numerical modeling, the
author shows that the thermal activation of emitters is most likely due to boron
vacancies and their complexes with hydrogen and oxygen. Due to the large cou-
pling to the lattice, these defects will have non-radiative internal transitions,
i.e. boron vacancy complexes are not emitters themselves. Through Förster’s
resonant energy transfer from red SPEs to boron vacancy complexes, they will
act as efficient luminescence quenchers. Two nitrogen DBs are independent of
their surrounding environment. At about 800 ◦C the concentration of these
complexes diminishes significantly due to the activated diffusion of boron va-
cancies, explaining experimental findings. This model was expanded for two
perfectly isolated nitrogen DBs, which likewise will give rise to non-radiative
intra-defect transitions in hBN. Future experiments are required to confirm
these findings.

STATEMENT 2

Quenching of 2 eV single photon emission can be explained through Förster
resonant energy transfer from red SPEs to boron vacancy complexes with hy-
drogen and oxygen. The proposed 2 eV SPE luminescence quenching model
can be expanded for two perfectly isolated nitrogen dangling bond systems in
hBN.
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Ode to carbon in hBN

It is not surprising that we like those,
who are similar to us,
carbon likes carbon, not unlike two lovers
are attracted to each other
the love of this pair is so strong
that in pair they belong for lifelong
this ultraviolet romance
is the main reason and chance
to give a birth for a quantum light
in hexagonal boron nitride.

Illustration of single-photon emission in the UV range from
carbon dimer defect in hexagonal boron nitride.
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Chapter 5

Carbon dimer defect as a source
of the 4.1 eV luminescence in

hBN

5.1. Introduction
Although carbon was identified as playing an essential role in the observation
of well-known point defect emitting in the UV range in hBN, there is no direct
experimental proof that carbon is one of the components of this point defect.
The literature review in 5.1.1 clearly describes the relevance and timeliness of
investigating the origin of the 4.1 eV band (the so-called 4.1 eV defect). In
this context, with numerous recent papers on this subject, the author provides
ab-initio calculations through hybrid density functionals in order to test the
recent proposition that carbon aggregates may explain defect luminescence in
the UV range [216]. The results provided in this chapter are based on Paper IV.

5.1.1. Literature review of the 4.1 eV luminescence in
hBN
In this section, the author gives a brief review that covers the most recent lite-
rature on the UV emission in hBN. Photoluminescence, cathodoluminescence,
and electroluminescence experiments dating back to the 1950s [217] already
revealed a strong emission band between 3.3 and 4.1 eV in bulk hBN. This
near-UV emission was so prevalent in some early samples that the bandgap of
hBN was sometimes erroneously assumed to be just above 4 eV [218]. However,
more careful spectroscopic experiments [154, 198, 219] on better-quality mate-
rial revealed that the 4 eV luminescence is defect-related and is composed of
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at least two bands with very distinct properties. One is a broad featureless
band centered around 3.9 eV [198]. The other is a much narrower band with a
clearly distinguishable ZPL at 4.08 eV (typically called the 4.1 eV band in the
literature) and which is accompanied by a few phonon replicas [154, 198, 219].
The dimensionless Huang-Rhys parameter, which quantifies electron-phonon
coupling during optical transitions [203], was estimated to fall in the range
S = 1–2 for this band [220]. The PL of this structured band appears when
excitation energies exceed the ZPL of 4.1 eV. At variance, the broad 3.9 eV
band appears only at excitation energies larger than 4.5 eV [198]. Further-
more, time-dependent luminescence associated with these bands possesses very
distinct characteristics. The structured narrow band shows very fast single-
exponential decay with a lifetime τ = 1.1–1.2 ns [198, 219], while the wide
band exhibits multi-exponential dynamics with the slowest components having
decay times of a few 100 ns [198]. Additionally, a non-single-photon broadband
is, although spatially localized, not correlated with the SPE emission. The
intensity of this broad 3.9 eV band increases upon electron irradiation, and
therefore vacancies and interstitial defects are likely to play a role in it [103].
In summary, all experimental results mentioned above, indicate a very distinct
origin of the two bands, and from now on in this work will be discussed only
the structured 4.1 eV band.

Recently, single-photon emission associated with the 4.1 eV band has been
reported [103]. Fast electrons in a transmission electron microscope [221] were
used to excite luminescence at T = 150 K. Measurement of the second-order
correlation function confirmed that photons originate at a single emitter. The
lineshape and the lifetime [221] of the CL band were identical to those in
ensemble measurements, confirming that in both experiments, luminescence
was caused by the same defect. These experiments have renewed the interest
in the 4.1 eV band due to its potential use in quantum optics.

Despite the ubiquity of the 4.1 eV line, the microscopic nature of the de-
fect that causes the luminescence is still not known. The intensity of the
band increases drastically in both bulk crystals [219] and epitaxial layers [222]
when carbon is purposely introduced during growth. Therefore, the involve-
ment of carbon has been naturally assumed [154, 219]. It has been suggested
[151, 154, 222] that the 4.1 eV emission is caused by a transition from either a
shallow donor (a so-called donor-acceptor-pair or DAP transition) or the con-
duction band (free-to-bound transition) to the neutral carbon acceptor on the
nitrogen site, CN. However, there are strong arguments against these models.
First, the time dynamics of DAP and free-to-bound transitions are inconsistent
with the measured lifetime of τ = 1.1–1.2 ns. For DAP transitions, the varia-
tion in donor-acceptor pair distances usually leads to marked non-exponential
decay dynamics with very long tails [198], at odds with the single-exponential
decay of the 4.1 eV line [198, 219]. Regarding radiative free-to-bound transi-
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tions, these occur on a millisecond time scale at typical excitation conditions
(carrier densities ∼ 1017 cm−3) [203], significantly slower than the dynamics of
the 4.1 eV line. An additional argument comes from our previous chapter 3,
where the acceptor level of CN was found to be at 2.84 eV above VBM. Since
the bandgap of hBN is ∼ 6.1 eV, DAP, and free-to-bound transitions should,
therefore, have energies smaller than 3.2 eV, i.e., they should not appear in the
UV region at all. The fast nanosecond radiative decay dynamics of the 4.1 eV
line [198, 219, 221] indicates that this is a transition where the ground state
and excited state are localized in close proximity, likely on the same defect.
Recently, Korona and Chojecki [216] used quantum chemistry calculations to
suggest that carbon clusters made from two to four atoms give luminescence
in the range from 3.9 to 4.8 eV in monolayer hBN. However, different UV lines
were not discriminated in that study, and neither the stability of clusters nor
parameters (lifetime and electron-phonon coupling) of optical transitions were
investigated.

5.2. Methodology

5.2.1. Singlet excitations at defects
DFT only works when the states in the non-interacting case reduce to single
Slater determinants. In this section, we construct a Hohenberg-Kohn theory
for states of not pure, but mixed symmetry. It is a so-called multiplet problem
that was investigated by Ziegler, von Barth, and Lanno [223–225]. According
to this approach, if a single Slater determinant is not a properly symmetric
state, it can still be expressed as a linear combination of these states [226].
It is convenient to explain this method with a specific case, e.g., the singlet
excitations at neutral carbon dimer (CBCN) in hBN, which will be investigated
in this chapter. Kohn-Sham states of CBCN in ground state, excited singlet
and triplet states are presented in Fig. 5.1.

If we follow the reasoning of Ulf von Barth, we can write three components
of the triplet state

ΨT;+1 = 1√
2

∣∣∣∣∣φ1(1)α(1) φ1(2)α(2)
φ2(1)α(1) φ2(2)α(2)

∣∣∣∣∣ ,ΨT;−1 = 1√
2

∣∣∣∣∣φ1(1)β(1) φ1(2)β(2)
φ2(1)β(1) φ2(2)β(2)

∣∣∣∣∣ ,
ΨT;0 = 1√

2
[φ1(1)φ2(2)− φ2(1)φ1(2)] 1√

2
[α(1)β(2) + β(1)α(2)] . (5.1)

Here α and β are used for spin-up and spin-down electron, φ1 and φ2 are the
single-particle spatial wave functions for the b2 and b∗2 states. As we see, the
third component is more complicated.
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Figure 5.1. Kohn-Sham states of the CBCN defect in hBN in (a) ground state,
(b) excited singlet, and (c) excited triplet states.

The excited state singlet is expressed as

ΨS = 1√
2

[φ1(1)φ2(2) + φ2(1)φ1(2)] 1√
2

[α(1)β(2)− β(1)α(2)] . (5.2)

This state is not a pure spin state, but, as we will see, a mixture of a singlet
and a triplet, i.e., a multi-determinant state67. Application of DFT to singlet
excited state 1A1 is not rationalized, because excited singlet state and lower
state, i.e., ground-state singlet 1A1, are of the same symmetry [224, 226], see
Fig. 5.1 (a) and (b). However, the excitation, which we assumed to be a singlet
state, is, in fact, a mixed-spin state

ΨS/T = 1√
2

∣∣∣∣∣φ1(1)α(1) φ1(2)α(2)
φ2(1)β(1) φ2(2)β(2)

∣∣∣∣∣ = 1√
2

(ΨS + ΨT;0) . (5.3)

The average energy68 of this mixed-spin state E(S/T ) can be calculated as

E(S/T ) =
〈
ΨS/T|H|ΨS/T

〉
= 1

2[E(T ) + E(S)], (5.4)

It can be noted that the energy of the mixed-spin state represents the average
between a singlet and a triplet states (i.e., E(S) 6= E(S/T )), where the energy
of the triplet state is

E(T ) = 〈ΨT;+1|H|ΨT;+1〉 . (5.5)
67In a pure singlet state, the spin density should be localized, however, there is a spin-up

density at the position of the b2 orbital, and a spin-down density at the position of the b∗
2

orbital.
68Calculation of the expectation value of the many-electron Hamiltonian.
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Hence final relation for singlet excitation energy is

E(S) = 2E(S/T )− E(T ). (5.6)

Summarizing, the author concludes that the energies of E(S/T ) and E(T ) are
correctly described by the ∆SCF approach using DFT because they are made of
single Slater determinants. Fortunately, the singlet state is a linear combination
of these two states; therefore, we can estimate the actual excitation energy.

5.3. Results and Discussion

5.3.1. Formation energy of CBCN

We start by calculating the formation energy [83] of the carbon dimer
Ef (CBCN), which is given by

Ef (CBCN) = Etot(CBCN)− Etot(BN) + µB + µN

−2µC + q(EF + EV ) + ∆q, (5.7)

where Etot(CBCN) is the total energy of the supercell containing one dimer,
and Etot(BN) is the total energy of a pristine supercell. µN and µB are chemical
potentials of nitrogen and boron; µN + µB = µBN = EBN, where EBN is the
total energy of bulk BN per formula unit. µC is the chemical potential of
carbon, set to the per-atom energy of a diamond crystal. In equation 5.7, q
is the charge of the defect, and EF is the Fermi level, referenced to the VBM
EV . ∆q is a finite-size electrostatic correction term [167]. The author notes
that the formation energy of the dimer does not depend on individual chemical
potentials µN and µB, as µN + µB = µBN.

The calculated formation energy is shown in Fig. 5.2, together with for-
mation energies of CB and CN defects. For these two latter defects for-
mation energies do depend on the chemical potentials of boron and nitro-
gen; only two limiting cases are shown in Fig. 5.2. For N-rich conditions
µrich

N = 1/2Etot(N2), half the energy of the N2 molecule; for B-rich (N-poor)
conditions µrich

B = Etot(B), the energy of the B atom in elemental boron.
We find that CBCN has three possible charge states, q = −1, q = 0, and

q = +1, see Fig. 5.2. The neutral charge state is the most stable one throughout
most of the band gap, with a formation energy of 2.1 eV. As can be seen in
Fig. 5.2, the formation energy of the dimer is not lower than those of simple
substitutional defects for the two limiting cases of atomic chemical potentials.
However, there is a wide range of chemical potentials (µrich

N − 2.5 eV < µN <

µrich
N − 0.6 eV) and Fermi levels for which CBCN is more stable than either CB

or CN. In addition, if both CB and CN are present in the material (e.g., as
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Figure 5.2. Calculated formation energies vs. the Fermi level for CBCN, CB,
and CN defects under (a) N-poor and (b) N-rich conditions.

a result of non-equilibrium growth), the formation of CBCN is expected. For
example, when C+

B binds to C−N to form (CBCN)0, an energy of 3.1 eV is re-
leased, indicating an exothermic reaction. The author concludes that whenever
carbon is present during the growth of hBN, CBCN should be a common defect.

5.3.2. Electronic structure of CBCN

CBCN dimer is a complex formed between the donor CB and the acceptor
CN. The calculated charge state transition levels are near the band edges,
see Fig. 5.2. When the donor and acceptor are far away, CB is positively
charged, whereas CN is charged negatively. When forming the dimer, the
oppositely charged donor and acceptor are Coulombically attracted, as a result,
formed complex becomes electrically neutral. The molecular orbital diagram of
CBCN dimer formation in hBN is presented in Fig. 5.3. CN and CB molecular
orbitals strongly interact and form two states, an antibonding and bonding
states, within the band gap of hBN.

We now turn to the electronic properties of the dimer. In the neutral state,
which is the one we will consider here, the dimer is non-magnetic (S = 0). Sin-
glet is more stable than triplet, and our DFT HSE calculations give the energy
difference of 3.20 eV. The Kohn-Sham electronic state diagram, Fig. 5.4 (a),
indeed, shows that there are two defect states in the bandgap. The lower-lying
state is a pz orbital localized on the acceptor site CN, while the higher-lying
state is a pz orbital on the donor site CB, Fig. 5.4 (b). The defect geometry
belongs to the C2v point group, and both states can be labeled according to
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Figure 5.3. Molecular orbital diagram of formation of CBCN dimer in hBN,
showing the interaction between two pz orbitals of isolated CB and CN defects.

the irreducible representation b2. To distinguish the two states, we label the
upper one b∗2.

VBM

CBM

5.49 eV

5
.9
2
eV

0.70 eV

𝒃𝟐 𝒃𝟐

𝒃𝟐
∗

𝒃𝟐
∗

(a) (b)

𝐁

𝐍

𝐂

Figure 5.4. (a) Energies of Kohn-Sham states and (b) wave functions of the
defect states of the neutral CBCN complex in hBN.

In the ground state of the neutral dimer, the b2 state is doubly occupied,
while the b∗2 state is empty, resulting in electronic configuration |b2b̄2〉, symbols
without a bar are for spin-up electrons, symbols with a bar for spin-down. This
is a singlet state 1A1. Geometry changes of excited CBCN dimer are presented
in Fig. 5.5. In the ground state, the length of the C−C, C−N, and C−B bonds
are 1.361, 1.391, and 1.497 Å, respectively (cf. the nearest-neighbor distance
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of 1.435 Å in bulk hBN). The excited state is obtained when one b2 electron
is promoted to the b∗2 state, yielding configuration |b2b̄∗2〉, also a 1A1 state. We
calculate the energy and the resulting geometry of the defect in the excited
state using the ∆SCF approach [205] with constrained orbital occupations. In
the excited state, there is a slight geometry rearrangement: the C−C bond
elongates by 6% to 1.453 Å, while C−N and C−B bond lengths change by less
than 1.5% (to 1.372 and 1.499 Å, respectively).
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Figure 5.5. Local geometry changes for CBCN dimer in hBN in the excited
(a) singlet and (b) triplet states.

5.3.3. Configurational coordinate diagram of CBCN

The calculated one-dimensional configuration coordinate diagram [203] is
shown in Fig. 5.6 (a). We obtain a ZPL energy of EZPL = 4.06 eV. The Franck-
Condon shifts are 0.22 eV in the excited state and 0.24 eV in the ground state.
To quantify electron-phonon coupling, we calculate [227] the Huang-Rhys factor
S, which is a measure of the average number of phonons emitted during the op-
tical transition [203]. We find an effective phonon frequency of ~Ω = 130 meV,
yielding the Huang-Rhys factor S = 0.24/0.133 = 1.9, which is consistent with
the experimental estimate S =1–2 reported in Ref. [220]. The Huang-Rhys
factor is related to the Debye-Waller factor wZPL (the fraction of light emitted
into the ZPL) via wZPL ≈ e−S . Our calculated value of wZPL ≈ 0.17 is smaller
than the experimental value of 0.26 reported in Ref. [155]. However, note that
due to the exponential dependence of wZPL on S small errors in the latter can
lead to large errors in the former.

Apart from the excited-state singlet 1A1, there is also a triplet state 3A1

with configuration |b2b∗2〉. 3A1 is 3.25 eV above the ground state, i.e., 0.81 eV
lower than the excited-state singlet due to the exchange interaction between the
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two electrons. The energy-level diagram of the neutral CBCN dimer is shown
in Fig. 5.6 (b).
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Figure 5.6. (a) Configuration coordinate diagram describing the optical exci-
tation process between two 1A1 states for the neutral CBCN dimer in hexagonal
boron nitride. (b) Energy-level diagram of the neutral CBCN dimer.

The rate of the radiative transition between the two singlet states is given
by (in SI units) [203]:

Γrad = 1
τrad

= nDE
3
ZPLµ

2

3πε0c3~4 . (5.8)

Here ε0 is vacuum permittivity, nD is the refractive index of the host
(nD ≈ 2.6 for energy E ≈ 4 eV [212]), and µ = 1.1 eÅ is the computed tran-
sition dipole moment for the transition b2 → b∗2. Using the calculated value
of EZPL = 4.06 eV, we obtain the rate Γrad = 8.3× 108 s−1, corresponding to
τrad = 1.2 ns.

The b2 → b∗2 transition is a strong dipole transition (so-called π → π∗ tran-
sition) with the polarization along the C–C bond. However, one should not
observe polarization in ensembles due to 6 possible orientations of C–C axes,
i.e. polarization will be well defined only for isolated SPEs in hBN. Experi-
mental measurements of polarization would be really valuable but have not yet
been performed, to the best of our knowledge.

The calculated τrad = 1.2 ns is in good agreement with the experimental
value of 1.1–1.2 ns [198, 219], but one should exercise caution comparing the
two. The lifetime of the excited state 1A1 is governed by two decay mechanisms,
see Fig. 5.6 (b): the radiative transition to the ground state Γrad and the inter-
system crossing (ISC) to the triplet state ΓISC: τ = 1/(Γrad + ΓISC), thus the
rate of ISC should be evaluated.
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5.3.4. Inter-system crossing
Here we provide the estimate for the inter-system crossing (ISC) rate ΓISC

between excited states 1A1 and 3A1 of the CBCN defect, Fig. 5.6 (b). The
principal mechanisms for inter-system crossing are (i) spin-orbit interaction
and (ii) hyperfine interaction [228].

(i) Spin-orbit interaction can be written in the form Vso =
∑
i=1,2

~λi · ~σi,
where the sum is over the two optically active electrons of the CBCN defect, ~σ
is a vector made of Pauli matrices, and ~λ quantifies the spin-orbit interaction
(mean-field approximation is assumed). In the C2v point group, the three
Cartesian components of ~λ transform like B2, B1, and A2 irreducible repre-
sentations [229], and therefore they do not couple two states with A1 orbital
symmetry. Thus, the author concludes that to first order spin-orbit interactions
will cause no ISC between 1A1 and 3A1 states.

(ii) To estimate the contribution of hyperfine interactions, we first note that
both defect orbitals are localized on carbon atoms, see Fig. 5.4 (b). Since
the majority of carbon nuclei are 12C with no nuclear moment, only hy-
perfine interactions with more distant B and N nuclei will contribute. The
ISC rate due to hyperfine interactions rate is given by the Fermi golden rule
Γhf = (2π/~)V 2

hfL(∆E), where Vhf is hyperfine coupling strength, and L(∆E)
is a lineshape function for the transition 1A1 →3 A1, identical to the lineshape
functions in optical transitions [227] (∆E = 0.81 eV is the energy difference
between the two states, Fig. 5.6 (b)). In Ref. [230] it was estimated that hy-
perfine coupling of electrons in pz-type orbitals with B or N nuclei that reside
on the site where the orbital is localized is on the order of 108 s−1. Even if we
assume the same coupling constant with more distant nuclei, we obtain rates
much lower than 1 s−1 showing that ISC due to hyperfine coupling is negligible.

This analysis allows to conclude that ΓISC � Γrad, and therefore the decay
of the excited state 1A1 will be mainly due to radiative decay. This justifies the
comparison of the calculated radiative rate with the measured rate of lumines-
cence decay. Since ΓISC � Γrad, we also conclude that the quantum efficiency
of the radiative transition is close to unity.

5.4. Summary and Conclusions
Results show that the calculated optical properties of the CBCN defect are
in perfect agreement with the known properties of the 4.1 eV line. In fact,
carbon dimers have been observed by ADF electron microscopy in boron ni-
tride monolayers [105] exfoliated from bulk hBN. Carbon atoms have distinct
intensity in ADF images, and this allowed for a direct identification of CBCN

pairs [105]. This experimental proof of the existence of CBCN defects in bulk
hBN is in excellent agreement with our conclusions regarding the stability of
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carbon dimers.
In summary, the author has reported the results of hybrid functional calcu-

lations for the CBCN dimer in hBN. Those calculations allow us to conclude
that CBCN is the defect that is responsible for the 4.1 eV emission in hBN. The
carbon dimer is expected to form whenever carbon is present during growth,
explaining the observed correlation between the presence of carbon and the
4.1 eV line. The calculated zero-phonon line of the intra-defect optical tran-
sition of 4.06 eV is close to the experimental value. Moreover, the theoretical
Huang-Rhys factor of S = 1.9 is consistent with the experimental estimate
S = 1–2, and radiative lifetime τrad = 1.2 ns is close to experimental value
τrad = 1.1–1.2 ns.

Identification of the chemical nature of the defect will enable more controlled
experiments involving the 4.1 eV line, in particular, using the CBCN defect as
a single photon emitter [103]. Analysis shows that the quantum efficiency of
this emitter should be close to unity. Combined with a short radiative lifetime,
this results in a very high photon yield. Together with a modest value of the
Huang-Rhys factor (large weight of the ZPL) and a well-defined polarization
axis, this makes the carbon dimer a very interesting quantum emitter in the
near UV.

3 STATEMENT

Ultraviolet single-photon emission in hBN at 4.1 eV was assigned to a carbon
dimer defect. The internal optical transition occurs between two localized pz-
type defect states, with a short radiative lifetime. The calculated key parame-
ters for optical transition are in excellent agreement with experimental data.
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Conclusions

Thesis employs extensive hybrid DFT calculations to produce accurate results
for the characterization of point defects in hexagonal boron nitride, in particular
for the observed single-photon emission. By studying a range of hBN native
point defects and impurities, the author uncovered dominant defect structures
and their physical properties. The conclusions are drawn and presented as
follows:

1. Impurities rather than native defects dominate the defect chemistry of
hBN. Due to higher formation energies and migration barriers, bare va-
cancy defects could be present in nonequilibrium conditions only. The
common attribution of the 4.1 eV luminescence to CN defect is ruled out.

2. Quenching of 2 eV single photon emission can be explained through
Förster resonant energy transfer from red SPEs to boron vacancy
complexes with hydrogen and oxygen. The proposed 2 eV SPE lumi-
nescence quenching model can be expanded for two perfectly isolated
nitrogen dangling bond systems in hBN.

3. Ultraviolet single-photon emission in hBN at 4.1 eV originates in carbon
dimer defect. The internal optical transition occurs between two localized
pz–type defect states, with a short radiative lifetime. The calculated key
parameters for optical transition are in excellent agreement with experi-
mental data.
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Appendix

Configuration coordinate diagrams for ON, VB–ON, VB–H

𝐂𝐨𝐧𝐟𝐢𝐠𝐮𝐫𝐚𝐭𝐢𝐨𝐧 𝐜𝐨𝐨𝐫𝐝𝐢𝐧𝐚𝐭𝐞

−5 0 5 10

0

6

𝐸
e
x
c
=
5
.4
6
eV

𝐸
e
m
=
5
.1
9
eV

Z
P
L
=
5
.3
3
eV

1

𝐄
𝐧
𝐞
𝐫𝐠
𝐲
(𝐞
𝐕
)

−10

2

3

4

5

7

15 20

8

9

𝐎𝐍
𝟎 + 𝒉+

𝐎𝐍
+

Figure 5.7. Configuration coordinate diagram for inter-defect transition in-
volving ON defect.
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Figure 5.8. Configuration coordinate diagrams for intra-defect transitions
involving the neutral boron vacancy complex with (a) oxygen and (b) hydrogen.
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Configuration coordinate diagram for inter-defect transition involving the
ON defect, see Fig. 5.7. Huang-Rhys factor of ON defect is 13.8, thus (+/0)
transition will result in a broad featureless emission band centered around
5.19 eV. Configuration coordinate diagrams for intra-defect optical transitions
involving the neutral boron vacancy complex with oxygen and hydrogen are
shown in Fig. 5.8.

Förster radius in hBN
The critical distance between boron vacancy complexes and SPEs in hBN at
which the energy transfer is half-maximal was calculated, see Fig. 5.9.

𝑅FRET = 3.74 nm 𝑅FRET = 4.02 nm 𝑅FRET = 4.39 nm

(a) (b) (c)

𝑅FRET = 4.63 nm 𝑅FRET = 4.86 nm 𝑅FRET = 5.40 nm

(d) (e) (f)

Figure 5.9. (a, b, c) Overlap between absorption of the [VB–ON]− complex
(DFT, calculated in this Thesis, blue) with emission of the SPE (experimental
data adopted from (a, b) [128], (c) [231]). (d, e, f) Overlap between absorption
of the [VB–H]− complex (DFT, calculated in this Thesis, red) with emission of
the SPE (experimental data adopted from (d, e) [128], (f) [231]).
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