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The motivation for the research is the need to develop an integrated and holistic approach to fostering students’ scientific inquiry
based on scientific programming education by conducting computational experiments and simulations. At the same time, the
implementation of the learner-centred approaches to scientific programming education and the related development of science,
technology, engineering, and mathematics (STEM) learner-centred educational environment are of primary importance for K-16
education. The key interest is how to design and integrate learning resources which include software learning objects for making
simulations. The research investigates educational aspects of the technological, pedagogical, and content knowledge (TPACK)
framework applied to scientific computing and scientific programming educational domain and provides methodological
guidelines and design principles of practical implementation of educational resources. These include design principles for the
development of the model-based scientific inquiry-centred learning resources, generic design templates for designing educational
aspects of scientific programming education, generic use case models for learning resources for scientific programming education,

and supportive methodological considerations.

1. Introduction and Problem Statement

Diverse and interdisciplinary research is now a priority for
highly ranked educational institutions. An important ques-
tion is whether it is possible to force interdisciplinarity
without serious improvements of the classical approach to
and style of university education. Obviously, there is a need
for new approaches which enable teaching interdisciplinarity
and its applications in an effective and learner-centred way.
Therefore, it is important to answer the following questions.
What is a unifying paradigm for interdisciplinary university
education? What is the learner-centred methodology for
scientific programming (SP) education? One of the solutions
is that such new approaches—and this is especially important
for science, technology, engineering, and mathematics
(STEM) educational environment—could be based on the
positioning of SP as a unifying discipline for STEM education.
This is an important and at the same time a challenging task,
as it requires the proper organization of educational settings
and design of educational materials in such a way that enables

students’ motivation, seamless approaches to instruction,
simulation-making-based pedagogy, and fostering student’s
scientific inquiry educational methods.

An overview of the general research problems related to
SP and STEM education can be formulated as follows. What
is the generalized methodological framework for the design
and implementation of the relevant teaching and learning
methods for scientific programming education (SPE), which
covers such major parts of the educational system like ed-
ucational technology, instructional design, and didactic
tools? Focusing on general aspects of educational technol-
ogy, what is the methodology for designing a university
curriculum in general and a STEM university curriculum in
particular, focusing on interdisciplinary and research-based
education? How can SP as a discipline be integrated into the
curriculum? Focusing on aspects of instructional design,
how the teaching and learning process for SPE should be
designed, enabling scientific inquiry- (SI-) and construc-
tionist-based education? Focusing on didactic aspects, how
should the learning resources (LR) for SPE be designed?
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What are the appropriate computational models and algo-
rithms that enable the relevant implementation of LR for
students’ simulation-making activities including the prin-
ciples of design of software learning objects (SLOs) for
making simulations? How can educational tools be devel-
oped in a way that enables simulation-making and SI-
centred approach to the process of teaching and learning and
promotes practical knowledge of the relevant parallelization
methods, including hybrid computational platforms related
to big data? What are the practical examples of imple-
mentations? The article presents an approach that covers
some of these problems, providing examples of solutions
and implementation of relevant educational resources.
This study continues the previous works of the authors
[1, 2] and presents methodological generalizations that enable
the creation of an SI-centred educational environment for
scientific computing and scientific programming education.

2. Research Methods

Design science research (DSR) [3-5] is used as a research
methodology for design and implementation of learning
resources (LR) presented in this research. There are several
major problems to be solved: (A) There is a need to specify
SP courses: SP courses (1) are too technical, (2) are mainly
oriented to mathematical and algorithmic foundations, (3)
require many prerequisites, (4) cannot easily motivate
students. (B) There is a need to specify SP educational
technology: (1) there is no vision of suitable educational
technology (including the lack of solutions of how to develop
the content and teach SP); (2) there is no vision of how to
integrate SP into a broader curriculum.

Motivation is based on various opinions and literature
review. The origins of problems with the present approaches
to SPE are (A) improper didactic approaches and teaching
techniques to SPE and (B) the lack of modern, interdisci-
plinary, and student-centred research-based education ap-
proaches to SPE.

Tentative solutions: (1) SPE should be based on
teaching SI; (2) SI is understood (in a broader sense) as
a research activity based on scientific simulations
(including computer simulations); (3) scientific sim-
ulations are based on computer models (artefacts); (4)
SPE is based on teaching of how to develop scientific
simulations; (5) simulation-based education is based on
simulation-based cognitive reasoning processes; (6)
learner-centred educational technologies like co-me-
diated learning should be used.

Artefact to design: the aim of this study is to provide
methodological guidelines (MG) and design principles
(DP) of how to design and integrate proper LR and
learning objects (LO) for simulation-based SPE. The
general requirements for the methodology are (1)
providing solutions for SI and simulation-based SPE
(as it was previously described) and (2) being suitable
for use within a learner-centred educational environ-
ment (supporting co-mediated learning technology and
the constructionist approach to learning).
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2.1. Implemented Research Methodology. The research by
itself is based on well-known and well-described method-
ology, DSR. Although the primary application of DSR is
information system (IS) design, the methodology has mi-
grated into various fields like education technology and
business management. The common feature of the described
applications is the following sociotechnical domains. Not
only technical aspects of the system but also social aspects
and interactions should be considered. The relevance of the
proposed methodology to the computer science (CS) edu-
cational domain is based on the next propositions. The
domain: (1) has a type of a sociotechnical system; (2) in-
cludes participants (teachers, students, educational au-
thorities, community, other stakeholders) as well as
educational technology, instructional design methods, and
educational tools; (3) includes educational tools, mainly
artefacts including cognitive artefacts in the form of soft-
ware-based LO (software as a learning object, educational
software [6]). The research methodology specifies the gen-
eral approach to the research procedures, as specific
methods are defined by the topic and the scope of the
research.

2.2. Design Science Research Methodological Formalization.
DSR methodological formalization is based on a number of
heuristics [7]. This set of heuristics is incorporated into the
design framework. This approach provides a systematic
methodology for conducting research. To summarize, we
could conclude that DSR as a methodology provides all the
necessary formalization for the implementation of the re-
search task—DP for development of SLO for SPE. The DSR
design cycle [3] provides the relevant formalization for
utilization of inductive-abductive-deductive reasoning ap-
proach for conduction of research.

2.3. Methodological Requirements and Implementation.
The summary of the characteristics, the DSR formal re-
quirements, and the relevant implementation is presented in
Table 1.

3. Summary of Results and Implementation

3.1. Application Domain. The application domain hierarchy
consists of a set of related subdomains within the general
domain of university educational system: university edu-
cational system; e-learning; STEM university curriculum;
interdisciplinary university curriculum; scientific computing
education (discipline); scientific programming education
(discipline); simulation and modelling with computers. The
research question (design requirements) is MG for SLO
design, which supports the relevant constructionist meth-
odology for SPE. The MG should provide possibility of the
constructionist approach to interdisciplinary university
education in general and provide formalization for SPE in
particular: from the perspectives of educational technology;
from the perspectives of instructional design; from the
perspectives of educational content (EC) design.
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TaBLE 1: Formal requirements and implementation in the research.

Characteristics DSR requirements Implementation
Research Developing artefacts that enable satisfactory Developing methodological guidelines for design and integration of
objectives solutions to practical problems LR for SPE

Defining the problem; suggesting; developing;

Main activities . .
evaluating; concluding

Problems in SPE:
There is no documented LR MG for SPE
Suggestion (research task):

To develop LR MG for SPE based on constructionist paradigm
To develop practical examples of LR for SPE using the provided
methodology
Evaluation:

Ex-ante evaluation (comprehensive literature review, logical
reasoning, assertion)

Ex-post evaluation (demonstrations with prototypes, case studies)
Conclusions:

The LR MG is developed. The developed MG implements the
constructionist paradigm
Ex-ante and ex-post evaluations are fulfilled
Examples of LR and case studies are presented

Artefacts (constructs, models, methods, DP,

Constructionist LR MG for SPE

Results instantiations) and improvement of theories Samples of LR for SPE and case studies
Type of o How to design LR enhancing interdisciplinarily and seamless
knowledge Prescriptive approach to SPE

Researcher’s role Builder and/or evaluator of the artefact

The scope of the research: analysis of the current state in the field of

SPE; logical analysis, theoretical assertions, and confirmations of
psychological, technological, and instructional relevance and
theoretical basics for the implemented LR MG; developing the

methodology; developing sample LR; demonstrations via case studies

Empirical basis
Evaluation of

Not mandatory

Applications; simulations; experiment

Not implemented

Evaluation is based on ex-ante and ex-post evaluations methodology

results implementing DSR requirements
o . litati h i , including th ical analysi
Approach Qualitative and/or quantitative Qualitative approach is gsed inc udlpg theoretical analysis and
literature review
Specificity Generalizable to a certain class of problems Is generalizable to problems of developing interdisciplinary curricula

for inquiry-based university education

3.2. Description of the Research Results. Formalization for
the developed methodological guidelines is provided.
This formalization includes implementation guidelines,
recommendations, designing criteria, a set of heuristics,
case studies, and practical examples for scientific pro-
gramming education related domains: (1) educational
technology domain; (2) instructional design techniques;
(3) development of LR; (4) implementation of SLOs for
SPE.

From pedagogical perspectives, the innovative
methodology of designing interdisciplinary STEM cur-
riculum is proposed. The methodology is based on the
proposition of the central place of SP within university
STEM curricula. This provides the basis for the design of
interdisciplinary and innovation- oriented learning
environment.

From the perspectives of the educational content de-
sign, (1) the DP of EC design are provided; the DP are based
on the presented approaches and requirements enabling
development of the learning content providing construc-
tionist educational environment and co-mediated learning
technology; (2) practical examples of LR including SLOs
are designed.

3.3. Grounding with the Supporting Theories. Systematic
grounding with supporting theories is presented in Table 2.

3.4. Evaluations and Examples of the Implementations.
Evaluation of the research results is based on formal re-
quirements for evaluation procedures under DSR meth-
odology [22-24]. The practical evaluation consists of two
major parts: ex-ante evaluation and ex-post evaluation. Ex-
ante evaluation is based on a systematic literature review,
logical reasoning, and assertion evaluation patterns; ex-post
evaluation is based on demonstrations and case studies.
Examples of implementation of the developed methodology
including SLOs are presented in [1, 2].

3.5. Structure of the Article. The article consists of four main
parts: (A) introduction part including methodological
considerations and research design; (B) theoretical results
part including sections on a brief on formalization for SLO,
a brief on TPACK model for SP educational domain,
TPACK pedagogical domain model in detail, and princi-
ples for designing introductory content for scientific
computing education; (C) case studies on practical
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TaBLE 2: Grounding with supporting theories.

Name of theory Contributors Literature
Pragmatism Peirce (8, 9]
Constructivism Piaget [10]
Constructionism Papert [11, 12]
Model-centred instruction Gibbons [13]
Simulative reasoning theory Johnson-Laird [14]
Model-based scientific reasoning theory Nersessian, Magnani, Thagard [15-19]
Theory of smart learning objects Stuikys, Damasevitius, Burbaité (6, 20]
Theory of design science research Simon, Hevner, Vaishnavi, Kuechler (3, 4, 7, 21]

implementation of presented theoretical approach with
generalizations, examples, and references to previous re-
search; (D) summary and conclusions section and refer-
ences section.

Section 5 briefly presents the main aspects focusing on
the requirements of TPACK model. This section describes
requirements for the main parts of the model including
technological, content, and pedagogical domains.

Section 6 describes pedagogical aspects of the scientific
programming education. DSR is positioned as an in-
structional tool based on circumscription and abduction
reasoning and enabling students’ simulation-making
activities.

Section 7 provides some practical examples of the design
process for model-based and SI-centred LR.

Section 8 presents a methodological approach to the
design and integration of educational resources and soft-
ware learning objects based on real-world scientific
problems and related research. This section provides an
introduction to the further presented case studies of the
implementation of LR for scientific programming educa-
tion and teaching parallelization which are based on the
computational model of queues in series. The first case
focuses on the topics of design and implementation of SLOs
in the introductory SP course. The next one covers the
topics of design and implementation of SLOs for teaching
parallelization.

Section 9 systematically develops a content domain
model for presented case studies and gives methodological
generalizations on aspects of educational content in the
form of self-explanatory conceptual maps. As a result, two
content models of the presented educational solutions for
teaching programming and introductory stochastics are
introduced.

Section 10 systematically develops a pedagogical domain
model for presented case studies and explores methodological
generalizations on pedagogical content aspects in a form of
use case models displayed as self-explanatory concept maps.
As a result, the two use case models of the presented learning
resources for teaching programming and introductory sto-
chastics are introduced.

Summary and conclusions are presented in Section 11 of
the article.

4. Research Questions

The main research question could be formulated as follows:
how to design and integrate learning resources which

include software learning objects aimed at teaching scientific
programming focusing on fostering students’ scientific in-
quiry and activities of making simulations.

The goal of the research is to develop methodological
guidelines and design principles for design and integration
of the relevant learning resources which include software
learning objects for scientific inquiry driven scientific pro-
gramming. For achieving this goal, the research will provide
a theoretical case study and practically develop and evaluate
a set of sample learning resources, including implementa-
tions for instructional design and didactics. The study im-
plements the design science research methodology and aims
to develop a prescriptive type of scientific knowledge related
to design methods in general.

4.1. Formalization: Software Learning Objects for Scientific
Programming Education. This section provides a brief
overview of learning objects (LO) in general and software-
based LO (SLO) in particular. Why is this important for us?
The concept of LO [25], as opposite to pedagogical patterns
(PP) [26], focuses on teaching techniques and didactic ac-
tivities, while PP are more related to educational technology
and instruction. Since the focus of this study is on an ar-
tefact-based teaching method—simulation (that is made by
the students) in the form of computer software—LO can
serve as a wrapper for this or as a building block for an
instructional unit. As a rule, LO are associated with the
content of e-learning, but for the purpose of our study, LO
are considered more universal and cover simulation-based
activities as well. At the same time, LO can provide versatility
for teachers as, depending on the specification of a particular
LO, teachers can also use them for the simulation-using type
of activities.

4.2. On Classification of Learning Objects. The definition of
the learning objects needs to be clarified, as, in spite of
extensive literature on the topic, various interpretations of
the concept still exist. Churchill [27] proposes the next
classification: presentation, practice, simulation, conceptual
models, information, and contextual representation objects.
We share the next definition of the learning objects by
Churchill [27]: “a learning object is a representation
designed to afford uses in different educational contexts”.
For the purpose of this study, two types of the learning
objects are of primary importance: simulation learning
objects and a conceptual model.
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Simulation learning objects are focused on operational
aspects, exploration of system functionality, and, what is
important to emphasize, development of an appropriate
mental model. Another aspect is the interconnection be-
tween the simulation and real systems. Even though the
accuracy of simulations is high, to gain a complete un-
derstanding, the learner should practise with the real
system; however, “by the time a learner shifts to the real
system, he or she would already have constructed a mental
model of the system’s functionalities and operational
possibilities” [27]. This is especially important in cases
when practical interactions with the real system go beyond
the mere ability to operate and require a broader under-
standing of behaviour of the system, or when physical
connection to the real system is difficult to ensure for
educational purposes.

The next is a conceptual model [27]. It “is a type of a
learning object that represents one or more related concepts
or ideas, usually in an interactive and visual way. It might be
appropriate to think of a conceptual model as a represen-
tation of a cognitive resource existing in the mind of a
subject matter expert, as a useful conceptual knowledge that
aids decision-making, disciplinary problem-solving and
discipline-specific thinking.” These two models are of pri-
mary importance for the purpose of our study. The corre-
sponding combination of these two models is considered as
the appropriate solution for construction of the advanced
learning objects which represent concepts of scientific
computing and scientific programming and allow the
implementation of simulations and the practical experi-
ments based on such conceptual models.

4.3. Software Program as a Learning Object. For the purpose
of our study, the concept of software as a learning object is
important. The main aspects to consider are as follows [20]:
the content of computer science and programming educa-
tion is mainly focused on programming; the abstraction is of
high level, hence the difficulty in understanding the program
as a SLO; SLO is a highly structured executable specification;
SLO has almost unlimited possibilities for change, adapta-
tion, modification, and transfer; SLO could be incorporated
into the containing artefacts; the use of SLO in programming
teaching allows for flexible creation and self-testing of the
acquired knowledge; SLO in programming education “can
be also viewed as a tool to provide researching with the
nearly unlimited possibility for experimentation in various
domains such as design, automation, gamification and many
more” [20].

Thus, the roles of the software are twofold. Naturally, the
programs are presented within the framework of educational
computing. On the other hand, programs could be positioned
as learning objects by themselves. Therefore, one of the issues
to be studies is as follows: what the difference between these
two instances of the software program is and how to prac-
tically and efficiently design the piece of a program when
considering it as a learning object. Another point of interest is
how to design an appropriate learning object within the
framework of constructivist and constructionist paradigms.

5. TPACK Model for Scientific Programming
Educational Domain

Within the context of this article, TPACK is positioned as a
framework for teachers’ education focusing on providing a
general knowledge and a systematic overview of scientific
programming education within the SI-centred educational
environment. Programming education is traditionally fo-
cused on technical and corresponding technological aspects;
however, this should be related to (and interconnected with)
pedagogical and instructional aspects, and the manuscript
presents this consistently. At the same, it is important to
highlight the context including scientific computing and
related SI aspects. All together (context, pedagogy and in-
struction, content, technology) will provide a systematic
discourse and a conceptual model for teachers’ education
within a TPACK framework.

Traditionally, the TPACK model focuses on three major
parts: technological, content, and pedagogical domains,
moving the context out of the boundaries of the model.
However, understanding the importance of including the
context in the model itself is arising [28]. A systematic study
of the context could provide a set of features for imple-
mentation of the design principles for LR. At the same time,
the model of context should provide conditions for practical
implementation of constructivist students’ activities and
could be considered as a platform for pragmatist [29-31]
approaches to education. Such a platform will provide op-
portunities for students to conduct a research and test the
relevant hypotheses and research questions.

The pedagogical domain model provides a set of uni-
versal settings for the educational environment irrespective
of the educational content and technology implemented.
Thus, the pedagogical domain is within the focus of our
theoretical research. As for technological and content do-
mains, these domains are tightly connected to specific ed-
ucational settings and could be studied using examples and
particular implementation cases. In our study, we use a
combination of both approaches, ensuring consistent study
of the pedagogical domain and providing generalizations
and generic templates of the technological and content
domains based on the presented case studies.

5.1. Technological Domain Model. The specification of the
technological domain is aimed at practically enabling stu-
dents to perform simulation-making activities by providing
the appropriate hardware and software tools. Such simu-
lation-making computations are based on parallelization
techniques; therefore, the corresponding specification
should provide requirements for the relevant hardware
architectures [32, 33]. The next remark should be done: a
specific view on teaching with technology is implemented. In
the context of this research, teaching with technology is
actually transformed into teaching technology, and the
technological domain is presented in the content of teaching.
Both technological and content knowledge domains inter-
sect forming an educational environment based on the
common features of both domains.



The proper specification of a technological domain is one
of the most important parts of the specification process. The
main aspects of the technological domain for scientific
computing education (SCE) are (1) hardware architectures
in general; (2) SC and parallelization specific aspects of
hardware architectures in particular; (3) software engi-
neering technologies in general, which is important from the
point of view of the possible implementation of software
development methods in the design process of creating of
SLOs; (4) model-based methods of software development, a
technology that could be promoted as a basic technology for
design and implementation of SLOs.

Parallel computations are based on the next hardware
architectures [32, 33]: single instruction, single data (SISD);
single instruction, multiple data (SIMD); and multiple in-
struction, multiple data (MIMD). Multiple instruction, mul-
tiple data machines are commonly divided into shared
memory and distributed memory architectures. In imple-
menting calculations, high performance computing cluster
(HPCC) could be considered as a target platform. Such a
platform allows us to study different parallelization techniques
and implement shared memory, distributed memory, and
hybrid memory solutions. Software development (program-
ming) methods include explicit parallelization tools for dis-
tributed memory (Message Passing Interface, MPI) and shared
memory (Open Multiprocessing, OpenMP) implementations.

5.2. Content Domain Model. The specification of content
domain should be focused on theoretical models, including
hypotheses and research problems, as well as appropriate
and simulation-making enabling computational models. All
these should be transformed into educational resources for
students’ scientific activities and educational research. As a
case study, a model of stochastic recurrence and its appli-
cations [1] are presented.

5.3. Pedagogical Domain Model. The specification for ped-
agogical domain is based on three main parts: educational
approaches, instructional design, and didactic aspects of SP
education. Within the scope of this article, the main focus is
made on practical aspects of instructional design, including
the relevant educational tools and design principles for
educational resources. How can we introduce computer
modelling and simulations and integrate advanced inter-
disciplinary and innovation-oriented teaching methods? If
the focus is on SI and simulations, what are the kinds of
didactic approaches that are suitable for teaching SP and at
the same time enable an interdisciplinary approach to
curriculum design?

6. Developing a TPACK Model: On the
Problematic of the Pedagogical Domain

6.1. Teaching Design Science Research for Scientific Pro-
gramming Education. The presented pedagogical ap-
proaches provide us with a way for developing educational
technology for SP. The main teaching goal is now shifting
from teaching students how scientists do scientific research
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to teaching them how to do scientific research using sim-
ulations and computers. Generally, this approach closely
corresponds with the definition of SI as a model-making
activity [34, 35]. Attention should be paid to design science
research as a methodology for creating innovative artefacts.
Therefore, this should be the focus of teaching. In practice,
this means a continuing process of improving the simulation
first provided to the student. Therefore, the suggested
teaching scheme is the following. The model improvement
cycle should be merged into the learning environment as an
integral part of it. Such learning environment could be
named the DSR enabling learning environment [36]. How is
it possible to construct such environment? The method of a
multifaceted simulation is proposed. Such simulation should
be based on multifaceted models, and the teaching process
actually becomes a process of “turning the model,” enabling
various planes of the model to be discovered.

An analogy with floodlighting a multifaceted three-di-
mensional object with a stationary projector could be pro-
vided. Therefore, to understand what the floodlighted object
looks like, an activity as turning the object in space should be
undertaken. One could achieve full understanding of the
external structure of the object only after it is turned and
observed all around. To construct such a DSR enabling
learning environment is a rather complex and challenging
task. First of all, the problem should be transformed into a
multifaceted problem. In addition, this is not decomposition,
since the decomposition is mainly related to the internal
structure, but a process of faceting the initial problem. Solving
each of the subproblems should enable, by “turning” the task,
further observations. This approach could be observed from an
epistemological perspective as well. It allows including serious
gaming elements into the learning process, which simulates
students’ curiosity and motivates students for further studies.

6.2. Outline of the Computational Pedagogy Approach.
Computational pedagogy could be mentioned as an example
of one possible approach to STEM education, especially for
the introductory level [37]. This approach focuses on di-
dactic schemes, general computational thinking skills, and
practical abilities to conduct simulations. It could be con-
sidered as a kind of a unifying approach for CS and STEM
education. Traditionally, a deductive approach is considered
as the most applicable for teaching scientific topics. The
problem of deductive scheme is that it is considered to be
demotivating for students, especially for topics where suf-
ficient theoretical background and a large amount of prior
knowledge are required [37].

On the contrary, an inductive approach is promoted as
such an alternative that improves students’ positive attitude
to learning science and “first presents students with a
problem, a case, or data from an experiment” [38]. As the
culminating step, students are led to acquire on their own an
understanding of the underlying concept or organizing
principle [39]. Inquiry-guided learning, problem-based
learning, and project-based learning are all among the forms
of inductive instruction [40]. While empirical evidence
suggests that the inductive approach to instruction is
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superior and that it fosters greater intellectual growth [39],
educators should take advantage of different approaches of
teaching [38]. To overcome the described problems of the
deductive approach, “modelling and simulation-based
computational pedagogy” [38] is offered.

6.3. Problems of the Presented Computational Pedagogy
Approach. First, from the educational perspective, there is a
big difference between simulation-making and simulation-
using activities [41]. Moreover, there are many doubts about
the effectiveness of the simulation-using tools in enhancing
learner’s motivation and their conceptual understanding of
scientific topics [42]. The described problems will be covered in
more detail. Generally, the practical implementation of a
simulation in the form of software could be considered as an
example of a cognitive artefact. Such an artefact could be
considered from different points of view: a person view and a
system view. Norman provides the following illustrative ex-
ample [43]. Consider a “to do” list. Such a checklist, for ex-
ample, developed for aircraft pilots, from the system point of
view, improves pilots’ cognitive abilities by enhancing the
memory of pilots. Therefore, from the system perspective, this
is a memory enhancer. From the pilot perspective or from the
person view, using a list is just another task requiring a different
type of activity. Without a list, a person should remember all
the “to do” tasks. For using the list, the next tasks should be
performed: (1) the construction of the list (in the described case
is done beforehand by another person); (2) remembering to
consult the list; (3) reading and interpreting the items of the list.

To resume, if from the system (read educator) view the
cognitive abilities are enhanced, from the person (the learner’s)
view (if considering the person is involved in only (2) and (3)
types of activities) his/her cognitive abilities are degraded, as,
instead of trying to remember the list items, the person now
should remember only to consult the list. Such type of memory
degradation is clearly seen in the daily practices of education.
Maybe this is one of the reasons for the present popular
movement towards educational technology without a com-
puter [44, 45]. With regard to simulations considered as in-
formation and telecommunications tools, simulations, as
cognitive artefacts from the user perspective, could be harmful
and demotivating. It is obvious that there is a kind of shift in
tasks and cognitive processes involved in the process of sim-
ulation; therefore, educational simulations (the ones that are
intended to be used in a simulation-using manner) should be
carefully developed and tested [46].

6.4. Enhancing Computational Pedagogy by Design Science
Research. The methodology of a DSR gives a pathway for
formalization of SI-centred approach that is based on de-
veloping model-based scientific simulations. This method-
ology provides a set of analytical techniques, which are based
on circumscription and abduction reasoning. The structure
of DSR very clearly corresponds with the presented edu-
cational models. This mapping could provide a set of for-
malisms for practical implementations of DSR as a set of
educational tools. The purpose of DSR as an educational tool
is twofold.

First, the process of designing model-based simulations
as cognitive artefacts is formalized. For this educational
purpose, the set of DSR techniques is truncated and
adapted for the educational needs. The learner is immersed
in a kind of “quasi”-scientific research environment, sat-
istying SI by designing a set of simulations based on
provided models of one or another type. Therefore, a
practical algorithm is provided for such a case. The most
important remark is the next: the learner should gain a
clear understanding of the meaning “rigor” (as applied to
this educational scientific research environment and future
“real” scientific research). In this educational case, the word
“rigor” means rigorous following of algorithm steps and
teacher instructions.

Next, DSR as a practical design tool [36] for the future
students’ scientific activity is introduced. For this purpose,
an example of one of the DSR formalisms could be intro-
duced to the students. Such an introduction will provide a
clear understanding of the method and its possible future
(research) and present (educational tool) applications.

The focus of education is moved to the improvement of
students’ skills of building simulation models. These skills
should provide universal prerequisites for the holistic ed-
ucational environment. There is strong evidence of the tight
relation of students’ computational thinking and other
simulation-making related skills with student’s digital
competences [47]. At the same time, the content of SP
courses could be revised, focusing on modelling and sim-
ulation solutions. The model by itself should be designed as a
multifaceted model with emphasis on teaching students and
using didactic approach which is based on design science
research methodology requirements. The multifaceted fea-
ture of the model allows students to construct their
knowledge in a constructionist manner, enabling students’
group work and collaborations and bringing gaming ele-
ments into learning.

7. Design Principles for Scientific Computing
Introductory Content

7.1. Model-Based SI-Centred LR Design: Practical Example.
The main points of SCE should be refocused on teaching the
basic principles of model-based simulations and training on
the skills enabling students to develop model-based simu-
lations. This means not narrowing but, on the contrary,
widening the scope of the curricula. At the same time, this
unifies and integrates the complete educational environ-
ment, enables the constructionist approach to learning, and
brings possibilities of gamification into the learning process.
In designing the content, an integrated approach consid-
ering all phases of SI should be undertaken.

As an example, we provide a class of models, based on
recurrent equations of the following form:

n+l=fmn-1,...). (1)

The simplest example is Fibonacci numbers. The re-
currence definition of Fibonacci numbers is



F(n+1)=F(n-1)+F(n-2),N>2F(1)=F(2) = 1.
(2)

In spite of their simple form, these examples become a
basis of the whole unit focused on modelling scientific
problems, which are based on recurrences, including sto-
chastic recurrences. First, a scientific problem, for example,
analysis of the population growth problem (P) [48-50],
should be formulated. The recursive programming model
could solve it. Therefore, to find a solution, students could
develop a simple simulation in the form of a recursive
program that calculates Fibonacci numbers. To facet the
model, some additional feature should be incorporated. For
example, the problem could be modified (P1) by asking
about the time at which the population should be k times
bigger than the population of humans. Now, students should
think about the improvement of the previous model and
make a horizontal step in the educational design cycle. It
could be so that recursive solution will not be suitable due to
the lack of computational resources, and this will force
students to look for another solution as an explicit form of
Fibonacci (P2) (Binet’s formula): the next possible step is to
introduce the Fibonacci primes. Thus, the modified problem
(P3) could be formulated as

(1++5)" =(1-+5)"
214/5 ’

with the modification of (P2) with constraints on the
population number allowing only prime Fibonacci values for
the number of population. In such a case, students will be
forced to implement parallelization techniques into their
previously developed models.

The next step is to involve optimization and to modify
the problem into the next form: k(t) — max within
provided computational resources (P4). Students could be
asked to represent the dependence k(t) graphically. For
better-prepared students, the emphasis on probability,
stochastics [51], and analogues of Fibonacci series (P5) could
be placed [48, 50]. The stochastic model of the evolution of
populations, in which members undergo a phase of im-
maturity based on Fibonacci series, could be presented [48].
Let &;(n),i e N+,ne N be independent identically dis-
tributed random variables of generating function:

f2)=) pef0<m=f'(1)<co. @

keN

F(n) = (3)

Let X(0) and X (1) be independent random variables
that are also independent of &. The stochastic Fibonacci
model is defined as follows [48]:

X (n)
Y &(n), ifX(n)>0,

X(n+2)-X(n-1)=1 & ne
0 if X(n)=0, mneN.

(5)

Obviously, the particular case &;(n)=X(0)=

X(1)=1as., i€ N+,n € N, is nothing but the Fibonacci
sequence. This allows introduction to stochastic experiments
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and stochastic modelling including stochastic processes and
the MC method [52, 53]. As an example, the next problem
(P6) to prove ergodicity of the described stochastic process
[51] could be formulated. The described process is con-
sidered as mean-square ergodic in the first moment if

lim @ = E[X(n)], (6)

n—=oo

where E[X (n)] is the constant mean. The ergodicity in the
second moment could be studied as well:

L Z6lX 0+ 1) — EIX () (X () — E[X (1))

= E[(X(n+1) - E[X(n)]) (X (n) - E[X (n)])].

Such modifications or “faceting” of the problem intro-
duces gamification features into the learning process and
facilitates the constructionist approach to learning. It is
important to stress that this simply formulated example
incorporates the main features of the model-centred sci-
entific inquiry-based education as focus on model-based
simulations and seamless approach to theoretical back-
grounds. In the process of designing a simulation model,
students are forced to practise using design cycles and other
DSR analytic techniques starting from formulating the
hypothesis and providing working solutions for simulations.
At the same time, the multifaceted feature of the model
allows students to construct their knowledge in the con-
structionist manner, enabling students’ group work and
collaborations and bringing gaming elements into learning.
Figure 1 presents the corresponding algorithm of the LR
design.

7.2. Learning Resources for SP Education: A Generic Model for
Design and Integration. This section provides generaliza-
tions on the development and integration of learning re-
sources in the form of self-explanatory concept maps.
Figure 2 provides a generic template for the development of
educational content for SI-centred scientific programming
education within an SI-centred educational environment.
Figure 3 provides a generic template for a use case model for
the integration of SLOs.

8. Conducting Educational Experiments: Case
Study on Stochastics and Queueing

This section presents a methodological approach to de-
signing software learning objects based on real-world sci-
entific problems. Below, we present two case studies of
designing SLO for student’s simulation-making and scien-
tific inquiry fostering activities. The following examples for
developing educational content are based on the applica-
tions of queueing networks and stochastics. Basic principles
of queueing networks [54-56] are easy to understand and
could become a foundation for various problems and
simulation experiments. Both applications require the same
theoretical prerequisites from fields such as probability and
operational research. The first application uses Python
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FIGURE 1: Model-based SI-centred LR design algorithm.

programming language for software development. It could be
employed as an educational tool within a scientific inquiry-
based introductory course for statistical methods or stochastics.
The second application is based on the same theoretical
foundations as first presented. It uses advanced computational
techniques and C programming language for programming of
models. This application could be employed for the teaching of
scientific computations within an SP course.

8.1. Educational Experiment Planning. The general view of
the computational experiment is presented in Figure 4 and
includes the system itself, problem statement, mathematical
model of the system, computational model, and simulation
experiment. The details of the experiment are as follows: (S)
system: queueing in series system; (P) problem statement:
limit theorem of the system of queues in series under over-
traffic condition; (M) mathematical model: Monte Carlo
modelling; stochastic recurrence-based algorithmic solution;
(C) computational model: hardware, software tools de-
pendent computational model CM; (SI) simulation: com-
putational experiment based on CM for HPCC.

The computational model is hardware and software
dependent. It provides a basis for designing SLOs in the
following manner: (CM) computational model: stochastic
recurrence model of queues in series; (SM) a set of sub-
models: CM is divided into submodels: {SCM1, SCM2,
SCM3,....}; (L) a set of learning resources: a set of submodels
is projected to a set of LR in the form of SLOs.

8.2. Educational Experiment Design. The law of the iterated
logarithm is proved for the values of important probabilistic
characteristics of the queueing system, like the sojourn time of

a customer and the maximum of the sojourn time of a
customer [57]. It is also proved that the sojourn time of a
customer can be approximated by some recurrent functional.
The results of statistical simulations for various system pa-
rameters and distributions are provided as well. The laws of
the iterated logarithm (LIL) are considered for investigating
the sojourn time of a customer for the system of queues in
series. The queue in series is a queueing system which consists
of the series of single servicing nodes and in which a customer
does not visit the same queueing node twice.

8.3. Algorithmic Solution, Benchmarking, and Modelling
Results. Necessary theoretical background for creating the
computational model for modelling the system of queues in
series is provided in [57]. Such models allow us to study the
behaviour of the system of queues in series in various
(including overloading) conditions. Theoretical results
provide a general insight and example of application of the
mathematical method for stochastic analysis of the system of
queues in series. This could be used as an aim for SI focused
teaching within the practical study of the system of queues in
series using simulation-making activities. At the same time,
this provides a solution for the development of more efficient
(linear) computational model (in case of overloading). A
benchmarking could be based on counting the number of
assembler instructions for a reduced instruction set style
processor. First, the number of instructions for nonlinear
model is calculated; next, the number of instructions for
linear model is calculated. As the results of statistical
modelling, the modelling results of the sojourn time of a
customer in the system of queues in series under overloading
conditions should be presented.
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9. Case Study on Stochastics and Queueing:
Content Domain Model

9.1. Python for Model-Based and Simulation-Centred
Education. The system of queues in series provides us with
the core for the development of a relevant model-centred
simulation framework, which could become a basis for an
integrated instructional unit. Such framework includes basic
meanings, such as probability and distributions, basics of
queueing and other theoretical topics, as well as more
complex theoretical results and methods [1]. The basic
meanings include randomness (random numbers, random
numbers’ distributions, generators of random numbers,
Central Limit Theorem) and Python programming con-
structions (decorators, coroutines, yield expressions). Re-
sults that are more complex include theoretical facts such as
queues series specifications and parameters like the sojourn
time of the customer; recurrent equation for calculating the
sojourn time; stochastic simulation methods; and multi-
processing techniques.

All these theoretical and programming structures allow
the learner to carry out experiments with different models of
the system of queues in series. The aim of such experi-
mentation is twofold. First, it enables the learner to un-
derstand the next sequence, which is important in any
scientific research: (1) theoretical facts to be studied; (2)
conceptual model; (3) mathematical model; (4) algorithms
and programming constructions; (5) computational model;
(6) stochastic simulation and observation of simulation
results. This will give the whole picture of the scope of the
general scientific research to the learner. Then, it forces a
deep understanding of stochastic simulations and basic
programming constructions like multiprocessing and par-
allel programming. Such competencies are of primary im-
portance in the field of SP.

The presented framework provides three computer
models of the system of queues in series. Each of these
models is rather different from its philosophy and key
features. Although the aim of each of these models is to
statistically model and investigate the main parameters of
the system of queues in series, the ideas which stay behind
the scene of these models are completely different. A
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comparison of these basic ideas will help the learner to
understand the main fundamentals that lie behind the
parallel calculations, multiprocessing statistical modelling,
and simulation. The first model is based on real-time re-
cordings and it is defined as an imitative model. It uses the
Python multiprocessing module. The precision of this model
depends on the precision and resolution of the Python
time() method. It could be rather low in the case of various
general-purpose operating systems and rather high in the
case of the real-time operation system (RTOS). The learner
could modify this model using the earlier presented re-
current equation (for the sojourn time calculations) and
compare the results in both cases. The next model calculates
the sojourn time of the customer and is based on stochastic
simulations [57]. The model does not use multiprocessing
directly. It emulates multiprocessing by using Python yield
expressions. The last model presented here uses the Python
MPI mpi4py module. From now, MPI techniques for sta-
tistical modelling could be used, and this could enhance
Monte Carlo simulations by implementing additional trials.

In general, the task for the learner is to provide a series of
experiments with the presented models and to obtain the
experimental proof of the law of the iterated logarithm for
the sojourn time of the customer in the case of the system of
queues in series. A generic template for educational content
design is presented in Figure 5.

9.2. Stochastic Simulations of Queueing Systems Using the C,
MPI, and OpenMP Tools. The next approach, which is based
on the same theoretical foundations as the previously pre-
sented one, is a framework for learning parallelization [2].
The framework provides a set of programming models and
implements a model-centred approach to the introduction
into SP and parallel programming. It is based on the task of
stochastic simulations of the provided theoretical model of the
system of queues in series. The system of queues in series is
selected due to the simplicity of the primary definitions and
wide possibilities for parallelization. Different parallelization
techniques are implemented for programming the model.
This allows carrying out a series of experiments with different
programming models, comparing the results, and investi-
gating the effectiveness of parallelization and different par-
allelization methods. Such parallelization methods include
shared memory, distributed memory, and hybrid paralleli-
zation. These methods are implemented by MPI and OpenMP
APIs. The other important task, to be solved within the scope
of this research, is to develop DP for constructing of learning
objects for learning parallelization. Such DP should be based
on the relevant theoretical constructions and provide a basis
for practical implementations. A generic template for de-
signing educational aspects is presented in Figure 6.

10. Case Study on Stochastics and Queueing:
Pedagogical Domain Model

10.1. Python-Based Simulation Models. A practical set of
learning resources for the case study of the model-based
approaches for teaching scientific programming and
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ming language [1]. Key topics of an introductory curriculum
in scientific programming include randomness with random
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provide an experimental proof of the Central Limit Theo-
rem. These models and experiments with such models also
enhance the learner’s understanding of pseudo- and quasi-
random number generators and the exponential

distribution. This could provide basic ideas for more ad-
vanced experiments with the model of queueing systems.
The use case model of the presented LR in the form of a
concept map is presented in Figure 7.
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10.2. C-Based Simulation Model. A practical set of learning
resources for the case study of the model-based approaches
for teaching scientific programming and parallelization

could be developed using C programming language [2]. In
this research, we emphasize multiple instruction, multiple
data (MIMD) parallel architecture and presume the HPCC
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as a target platform for calculations. Such a platform allows
us to study different parallelization techniques and imple-
ment shared memory, distributed memory, and hybrid

memory solutions. The main goal of parallelization is to
reduce the program execution time by using the multi-
processor cluster architecture. It also enables us to increase
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the number of Monte Carlo simulation trials during the
statistical simulation of the queueing system and to achieve
more accurate results in an experimental construction of the
sojourn time distribution.

To implement parallelization, we use OpenMP tools for
the shared memory model, MPI tools for the distributed
memory model, and the hybrid technique for the hybrid
memory model. For the shared memory decomposition, we
use tasks and the dynamic decomposition technique in the
case of the pipeline (transversal) decomposition, and the
loop decomposition technique in the case of threads (lon-
gitudinal) decomposition. For the distributed memory de-
composition, we use the standard MPI tools. For the hybrid
decomposition, we use the shared memory (loop decom-
position) for the longitudinal decomposition and MPI for
the pipeline decomposition. The use case model of the
presented LR in the form of a concept map is presented in
Figure 8.

11. Summary and Conclusions

Methodological guidelines for the design and integration of
learning resources that include software learning objects for
scientific programming education have been developed.
These include design principles for the development of the
model-based scientific inquiry-centred learning resources,
generic design templates for designing educational aspects of
scientific programming education, generic use case models
for learning resources for scientific programming education,
and supportive methodological considerations. Several as-
pects should be highlighted. First, we try to avoid a re-
ductionist approach and consider the educational process
holistically, as it usually happens in a practical educational
environment. Such a holistic approach considers all parts of
the educational environment as an integral unit, and it is not
possible to reduce the entire system to the number of its
parts without losing the essence of the system as a whole. In
our case, the scientific programming related to education
must be seen as part of the entire educational environment,
closely interwoven with all its constitutional components,
such as educational context, technology, pedagogy, and
teaching and learning content. Further, we should consider
teachers and students, as well as the educational environ-
ment, in terms of integration rather than opposing any
human or nonhuman participant in such educational pro-
cesses. Furthermore, we encourage the view of educational
sciences in general and scientific programming education in
particular as applied and pragmatic activities that should
focus on the development of practical solutions within the
framework of properly designed SI and modelling focused
educational settings. At the same time, we promote a set of
practical tools, such as DSR and its application, to ensure
such pragmatic approach to teaching and learning activities.

11.1. Conclusions on Methodological Guidelines. In response
to the main question of the study, we could summarize the
methodological guidelines as follows: (1) SLOs should be
seen as part of a holistic educational content focused on SI-
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oriented education, based on the establishment of educa-
tional environments for developing educational simula-
tions and conducting digital experiments. (2) SLOs should
be developed as a set of educational resources that ulti-
mately provide the technological linking of mathematical
and computational models developed within a general
educational discourse. This set of resources should rein-
force the learner (based on a general model of the system to
be studied) to develop a range of software solutions with
different software and technology focus, allowing for the
study of complex programming topics seamlessly and
within a complex digital research environment. (3) SLOs
should focus on providing practical examples of the
process of creating practical implementations for devel-
oping simulation models: (3a) an independent simulation
model; (3b) a consistent process of improving or
expanding the model, requiring an increase in the number
of computing resources involved in the educational pro-
cess. (4) The SLO should focus on exploring an expanded
number of programming aspects that are important for the
technological binding of the model. (5) A model-centred
approach to the development and design of SLOs should
be applied, allowing for the development of a set of
training resources based on a universal model. (6)
Learning resources should be designed in such a way as to
ensure the integration of mathematical models, compu-
tational models and algorithms, a seamless approach to
theoretical prerequisites, and the operation of the corre-
sponding hardware and software, as well as appropriate
SLOs. (7) SLO are based on models and provide relevant
implementation examples; an appropriate TPACK model
should be developed for training teachers and instruc-
tional designers.

11.2. Conclusions on Pedagogical Domain of the TPACK
Model. Appropriate implementation of the TPACK model
provides an applicable framework for SP education focusing
on three main areas: pedagogy, content, and technology of
teaching SC and SP. Regarding the pedagogical domain, we
could consider such a model as rather universal and inde-
pendent of specific educational settings. For the techno-
logical and content domains, we could provide a sample
specification based on the case studies presented.

Specifying the pedagogical domain, the main focus
should be on the next features: (1) educational technology
could be studied in terms of interdisciplinary university
education as well as in terms of a unifying paradigm within
university curricula; (2) curriculum development and in-
structional design could focus on the teaching/learning
process enabling students to develop simulation models; (3)
the process of designing simulations could be positioned
within the educational framework enabling the relevant
process of SI; (4) the didactic approach could be focused on
appropriate formalization to ensure that the previously
described teaching/learning process is well structured and
properly arranged; (5) the focus could be on cognitive as-
pects of the educational process, including important fea-
tures such as scaffolding and grounding.
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11.3. Conclusions on Presented Case Studies. The article
presents generalizations for the case studies which are focused
on experimental applications of stochastic recurrences, applied
to modelling of the system of queues in series under various
stochastic parameters. The developed theory for modelling of
the system of queues in series allows educational experiments
with big data to be implemented. At the same time, this real-life
scientific application provides a suitable background for
learning objects for teaching scientific programming to be
designed and implemented. Such learning objects are designed
in the form of software models that implement software
learning objects on topics in the study. The model-centred
approach allows us to implement a universal platform for
teaching in introductory statistics and parallelization.

The presented universal templates provide a compre-
hensive background for developing application-specific
models. First, computational platforms such as HPCC allow
different algorithms and programming techniques to be
employed for parallelization. These include shared memory,
distributed memory, and hybrid memory solutions. For
application in the study, HPCC serves as a universal plat-
form, allowing different parallelization techniques to be
tested using this definite platform for computations. This
allows implementing benchmarking for different pro-
gramming solutions, thus increasing students’ motivation
and implementing the constructionist approach to learning.
Next, stochastic recurrences of a general type provide a
suitable model for computations. This could be used to
model definite application areas. Incorporating stochastics
into the model, one could test multidimensional paralleli-
zation techniques, using the Monte Carlo method. Finally,
the model-centred approach could be used for the design
and further development of software learning objects for
teaching parallelization. This approach is suitable for both
implicit and explicit parallelization methods.

For the technological domain, the main focus could be
on (1) appropriate and parallelization enabling hardware
architectures; (2) relevant software engineering methods,
enabling model-centred approaches for software develop-
ment; (3) relevant parallelization enabling software devel-
opment/programming tools; relevant big data processing/
programming/presentation tools.

For the content domain, the main focus could be on
teaching/learning aspects of (1) stochastic and theoretical
aspects of introductory stochastics and probability; (2)
theoretical and computational aspects of introductory re-
currences and stochastic recurrences; (3) distributions, limit
theorems, and stochastic processes in the basics of proba-
bility theory; (4) Monte Carlo modelling methods and the
relevant computational aspects of Monte Carlo modelling;
(5) basic queueing theory, main parameters, and charac-
teristics of queues, queues in series, queueing networks, and
computational aspects of queueing models.

Data Availability

The case studies data used to support the findings of this
study are available from the corresponding author upon
request.
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