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Abstract

Value Added Tax (VAT) is an important source of income in most European countries. In Lithuania, VAT

accounts for 44 % of all income, and that makes the collection of VAT an important task as it is essential

to support state allocations and sustainability. However, there are many ways the VAT taxation system can

be exploited. In Lithuania, registered VAT taxpayers are obliged to submit monthly VAT declaration form

FR0600. Obligation to submit VAT declarations makes such acquired data a perfect choice for the identi�cation

of fraudulent activities. The aim of this thesis is to identify possible VAT fraud cases by applying selected

unsupervised anomaly detection methods.In order to reliably identify VAT fraud cases, several tasks need to

be addressed, including analyzing, implementing, comparing, and summarizing the fraud detection alternatives

that exist in the �eld of unsupervised learning. Fraud is considered to be rare and markedly di�erent from

legitimate observations event; therefore, anomaly detection techniques were considered.

Keywords: Value Added Tax, Anomaly Detection, Unsupervised Learning, Fraud Detection.

Santrauka

Prid
etin
es vert
es mokestis (PVM) yra svarbus pajamu� ²altinis daugumoje Europos ²aliu�. Lietuvoje PVM sudaro

44 % visu� pajamu�, tod
el PVM surinkimas yra svarbi uºduotis, nes tai b	utina palaikant valstyb
es asignavimus ir

tvarum¡. Ta£iau yra daugyb
e b	udu�, kaip galima i²naudoti PVM apmokestinimo sistem¡. Lietuvoje registruoti

PVM mokes£iu� mok
etojai privalo kas m
enesi� pateikti PVM deklaracijos FR0600 form¡. D
el pareigos teikti PVM

deklaracijas, tokie duomenys yra puikus pasirinkimas nes¡ºiningai veiklai nustatyti. �io baigiamojo darbo tikslas

yra identi�kuoti galimus suk£iavimo PVM atvejus taikant pasirinktus anomaliju� nustatymo metodus. Norint

patikimai nustatyti PVM suk£iavimo atvejus, reikia i²spr¦sti kelias uºduotis, i�skaitant i²analizuoti, i�gyvendinti,

palyginti ir apibendrinti suk£iavimo nustatymo alternatyvas, kurios egzistuoja nepriºi	urimo mokymosi srityje.

Suk£iavimas laikomas retu ir akivaizdºiai besiskirian£iu nuo i�statyminiu� atveju� i�vykiu, tod
el buvo apºvelgti

anomaliju� nustatymo metodai.

Raktaºodºiai: prid
etin
es vert
es mokestis, anomaliju� nustatymas, nepriºi	urimas mokymasis, suk£iavimo

identi�kavimas.
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Introduction

Value Added Tax (VAT) is an important source of income in most European countries [36]. In Lithuania, VAT

accounts for 44 % of all income [19], and that makes the collection of VAT an important task as it is essential

to support state allocations and sustainability. However, there are many ways the VAT taxation system can be

exploited, such as exaggerated purchases, under-reported sales, feigning of foreign sales, failure to register as

VAT taxpayer, and many more.

All in Lithuania registered VAT taxpayers are obliged to submit monthly VAT declaration form FR0600

(Appendix C). Obligation to submit VAT declarations makes such acquired data a perfect choice for identi�cation

of fraudulent activity, whereas data mining is a promising �eld that can help gain insights from available data

and discover new patterns that may have been overlooked.

Supervised learning requires identi�ed examples of fraud, which means that the results of performed audits

are necessary. However, audits are costly and time-consuming, so there are very few investigated and even fewer

identi�ed fraud cases in comparison to the general population. Moreover, entities for audits are selected on the

basis of expert opinion and experience, which leads to bias in the selection of the sample. In such a sample,

although fraud is considered a rare occurrence, the proportion of fraudsters is quite high [9].

To overcome the above-mentioned reasons, unsupervised methods will be explored in this thesis. Fraud

is considered to be rare and markedly di�erent from legitimate observations event; therefore, anomaly detection

techniques will be considered. However, models can only indicate possible fraud or error but not to guarantee

that the highest scores were assigned correctly to fraudsters. The expert in this �eld should always assess the

results. On the other hand, unsupervised methods are capable of discovering unseen patterns which can indicate

new, yet unknown to tax authorities forms of fraud schemes.

Aim

Identify possible VAT fraud cases by applying selected unsupervised anomaly detection methods.

Goals

In order to reliably identify VAT fraud cases following tasks need to be addressed:

� Review literature on VAT fraud identi�cation.

� De�ne input variables based on VAT domain knowledge.

� Analyze and preprocess raw data to achieve more accurate results.

� Generate outliers to make the evaluation of unsupervised models possible.

� Compare and summarize results obtained by di�erent anomaly detection algorithms.

� Identify the algorithm the most suitable to detect fraudulent activities.
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1 VAT and VAT fraud

The concept of value-added tax (VAT) was presented in the 1960s to replace a complex set of historical indirect

taxes. The aim was to facilitate cross-border trade and provide guidelines for creating a single market in Europe.

VAT was introduced in Lithuania on the 1st of May 1994. Since the 1st of July 2002, the new Value Added

Tax of the Republic of Lithuania Law amendments have entered into force, which has implemented all the

fundamental provisions of the European Union (EU) legal acts regulating VAT taxation; however, the law did

not transpose the requirements which can only be applied to a member of the European Union and single

market. The amendment to the Law on Value Added Tax of the Republic of Lithuania was adopted on the 15th

of January 2004, which entered into force on the 1st of May 2004. This law de�nitively transposed the legal acts

of the European Union regulating the VAT taxation procedure and provisions. The VAT object is the supply of

goods and services e�ected for consideration within the territory of the country when these goods and services

are provided by a taxable person engaged in economic activity. VAT object is also the acquisition of goods for

consideration within the territory of the country from another Member State. The object of import VAT is the

import of goods when the goods are considered to have been imported into the territory of the country [20].

1.1 VAT

VAT in the European Union is a general, widely based consumption tax calculated on the value-added of goods

and services. EU law only requires that a standard VAT rate would be of at least 15 % and a reduced rate of at

least �ve %. Exemptions are also possible when zero VAT taxation is allowed [32]. VAT is levied on the majority

of goods and services that are purchased and sold for use or consumption in the European Union. Goods or

services exported to other countries of the Community are not subject to VAT [18]. Imports are taxed so that

the system is fair for EU producers so that they could compete on the European market with suppliers outside

the EU on an equal footing [53].

VAT - and indirect tax, which applies to the created added value. VAT payers are �nal consumers of goods

and services who purchase them for personal purposes and do not use them in further commercial activities.

VAT is paid at each stage of the production or supply chain [47].

Since the 1st of September 2009, the standard VAT rate in Lithuania is 21 %. Figure 1 shows an example

of VAT calculation: the producer manufactures goods that are sold to a distributor for e 100 + 21 % VAT. A

distributor pays a producer e 121, of which e 21 the producer must pay to the state budget. In the next step,

the distributor sells those goods to a seller for e 200 + e 42 VAT. The distributor receives e 42 VAT, of which

e 21 pays to the state budget and the remaining e 21 previously paid to the producer when purchased goods.

A buyer pays e 484 for the same goods, of which e 84 is VAT. The seller pays e 42 VAT to the state budget;

the rest was paid during a transaction between the seller and the distributor. This way, the entire VAT amount

is paid by the �nal consumer, even though VAT is paid at each stage.

VAT payers in Lithuania are natural and legal persons who carry out economic activities of any kind in

2



Figure 1: VAT scheme

Lithuania, as well as a collective investment undertaking established in the Republic of Lithuania without the

status of a legal person, whose the form of activity is an investment fund [2].

VAT is one of the easiest ways to supplement the country's budget [40]. The tax base is very broad, and

the tax collection is not very complex; therefore, the value-added tax is widely used in Europe. As shown in

Figure 2, in Lithuania, VAT accounts for the largest share of the country's total budget revenue. The collection

of VAT is a key component of the budget for maintaining public allocations and sustainability.

Figure 2: Lithuania budget for 2020 [19]

In the European Union, the VAT system is strictly regulated, given that this tax, as a consumption

tax, has an essential in�uence on the creation of an internal market without borders. The main document

governing the taxation of VAT at the European Union level is the Council Directive 2006/112/EC [32] of the 28th

of November 2006 on the common system of value-added tax. This Directive regulates practically all aspects of
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the application of VAT [20]. The EU has a few directives regulating speci�c subjects:

� Cases and procedure for applying for VAT exemptions on imports - Council Directive 2006/79/EC of the

5th of October 2006 on the exemption from taxes of imports of small consignments of goods of a non-

commercial character from third countries and Council Directive 2009/132/EC of the 19th of October

2009 determining the scope of Article 143(b) and (c) of Directive 2006/112/EC as regards exemption from

value-added tax on the �nal importation of certain goods.

� Return of VAT to foreign taxable persons - Council Directive 2008/9/EC of the 12th of February 2008

laying down detailed rules for the refund of value-added tax, provided for in Directive 2006/112/EC, to

taxable persons not established in the Member State of refund but established in another Member State,

also partially amending it Regulation 66/2010 of the European Parliament and of the Council of the 25th

of November 2009 and Thirteenth Council Directive 86/560/EEC of the 17th of November 1986 on the

harmonization of the laws of the Member States relating to turnover taxes - arrangements for the refund

of value-added tax to taxable persons not established in Community territory [20].

The common VAT rules aim to prevent larger international companies from gaining a competitive advan-

tage by selling goods from countries with lower VAT rates. For example, if a country applies signi�cantly higher

VAT rates than in the other Member States of the Community, this could negatively a�ect the companies of

that country when competitors establish in another country with lower VAT rates and because of that are able

to o�er goods or services at lower prices. The rules also simplify the operation of smaller companies in a single

market outside their own country.

On the 1st of January 1993, the single market was established in the European Union, border controls

within the Community were abolished, and the Community members adopted the common EU VAT rules [47].

Under the adopted legislation, the principle of taxation in the country of destination has entered info force for

cross-border transactions, that is, a purchaser acquiring goods or services that are subject to zero rate VAT from

another Community country, later sells them within a country VAT taxed; if goods or services are exported, a

seller acquires the basis for recovering the VAT paid [12]. Such a VAT taxation model has loopholes that are used

to create complex VAT fraud schemes.

1.2 VAT Fraud

1.2.1 Fraud Types

From a budget revenue collection point, VAT can be regarded as a successful tax; however, like the other taxes,

VAT is not protected from evasion and fraud. Various economic agents seek to avoid taxation [22]. There are

various types of fraud [36]:

� Undeclared sales. A trader does not declare part or all of the sales. This group includes companies and

individuals providing services to the end-user, such as beauty and aesthetic procedures or �nishing and

repair works of buildings or other structures. Usually, the added value at the last stage of the VAT chain

4



is signi�cantly higher than the VAT costs; therefore, the choice is not to issue invoices.

� Avoidance of registration. Persons whose remuneration reaches the VAT registration threshold avoid

registering as VAT payers and do not submit accountancy of the value-added tax payable by a person or

entity not registered as a value-added taxpayer in order to avoid VAT liability.

� Incorrect classi�cation of goods. VAT payable is reduced by declaring sales of goods or services under the

guise of other goods or services which are subject to reduced or zero rate VAT.

� Excluded manufactured goods or services. Goods or services produced in the company and consumed by

the owner or employees of that company are not declared, and taxes are not paid.

� Collected but not paid taxes. The collected VAT may not be paid to the state budget in a number of

ways: through incorrect accounting, declaring bankruptcy, or by getting involved in missing trader in the

Community schemes;

� Non-payment of VAT on importation. Imported goods are sold at a zero VAT rate domestically on the

black market.

Some fraud mechanisms are speci�c to VAT [36]:

� Illegal VAT refund claims. The whole VAT taxation principle makes it possible to apply for VAT refund by

presenting forged invoices for non-existent or exaggerated purchases, which allow the recovery of allegedly

paid VAT.

� VAT reduction. In one company producing goods that are subject to VAT and which are exempted, it is

possible to take advantage of the situation and to allocate costs to taxable goods in order to obtain a VAT

refund (VAT can not be refunded if the goods are not taxable).

� Fictitious traders. Businesses can be set up solely to generate invoices that allow deduction of VAT.

Four VAT fraud driving forces can be distinguished [23]:

� Increased supply of high-value low weight goods.

� Legislation allowing importers not to pay VAT on purchases from another EU country.

� Legislation allowing exporters to reclaim VAT paid on purchases of goods although the tax administrator

has not received contributions in the previous steps of the chain.

� Restrictions related to the prohibition on impeding the free movement of goods and the slowing of inspection

procedures, which leads to the review of transactions only after some period of time.

1.2.2 Missing Trader Intra-Community Fraud Schemes

The Member States of the European Union lose billions of euros every year due to VAT evasion or unfair claims

to refund VAT from national authorities [39]. The biggest damage is caused by missing trader schemes [47] that

fall into collected but not paid to the state budget fraud category. Missing trader fraud scheme, or more precisely

Missing Trader Intra-Community (MTIC) fraud scheme by Europol is de�ned as VAT theft from authorities

carried out by organized criminal groups [1]. These are very complex schemes that use VAT rules stating that

cross-border transactions within the EU are not subject to VAT.
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Several conditions are necessary for the missing trader scheme to function [31]:

� the goods supplied must be subject to VAT;

� the transported goods must reach the country of destination;

� the supply and sale of goods must be carried out as part of economic activity;

� the buyer and seller must be registered for VAT.

Four entities are usually involved in cross-border fraud schemes [21]:

� Missing Trader - a company registered for VAT fraud purposes that carry out or imitates cross-border

VAT-exempt transactions in order to pro�t from subsequent VAT-taxable transactions. When the time

comes to pay VAT to the tax administrator missing trader disappears.

� Bu�er Company - a company that operates as an ordinary trader in the domestic market, that buys

and/or sells goods or services and pays taxes. In the fraudulent chain bu�er company misleads supervising

authorities by creating an image of a fair business.

� Broker - the last piece in the fraudulent chain located in the same country as the missing trader. Broker

purchases goods or services from bu�er company and sells them to another member state of the Community

with a right to a VAT refund.

� Conduit Company - trader that �ctively or actually supplies goods to a company in another member state

of the Community which does not pay taxes.

The main missing trader fraud models are fraud by purchasing goods, carousel fraud, and contra trad-

ing [52].

1.3 VAT Gap

It is important for the member states of the European Union to assess the extent of VAT fraud and the resulting

�nancial losses. The di�erence between the VAT collected and the total VAT liability (VTTL) de�ned by law,

the so-called VAT Gap, shows how much VAT is not paid because not all taxpayers honestly declare and pay

the due taxes. It is important to note that VAT fraud is not an equivalent of a VAT Gap; it is just one of the

components. The Gap calculations also cover VAT losses due to insolvency, bankruptcies, administrative errors,

and tax optimization [48]. The VAT Gap can be assessed in three main ways [34]:

� Top-down - using generalized statistical methods. Accuracy of the estimates Gap is determined by the

accuracy and completeness of the national accounts data used in the calculations.

� Bottom-up - using data from VAT declaration forms.

� Econometric methods such as frontier analysis or time series analysis. Econometric methods are sensitive

to the choice of assumptions and factors, therefore, are not recommended in VAT Gap estimation.

Every year since 2013, the Center for Social and Economic Research (CASE) has been preparing a report

for the European Commission assessing the top-down VAT Gap for each EU country. Due to data availability,

the calculations are performed with a two-year lag, so currently, only calculations for 2018 are available. VAT
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2017 and 2018 Gaps as a percentage of the total VAT liability for EU countries are presented in Figure 3.

Figure 3: VAT gap top-down [48]

In 2018 in comparison to 2017, the VAT Gap increased in seven countries, mostly in Luxembourg (LU,

2.5 %), Lithuania (LT, 0.8 %), and Austria (AT, 0.5 %). The biggest decrease in VAT Gap was observed in

Hungary (HU, 5.1 %), Latvia (LV, 4.4 %), and Poland (PL, 4.3 %). The smallest Gap is in Sweden (SE, 0.7

%), while the largest in Romania (RO, 33.8 %). The median VAT Gap was 9.2 %. In 2018 European Union lost

e 140 billion in VAT [48]. For more details see Appendix D.

Figure 4: Lithuanian VAT Gap [48]

Lithuania has one of the largest VAT Gap - 25.9 %, which accounts for e 1.2 billion lost VAT revenue.

As shown in Figure 4 the Gap has not changed much since 2015 and �uctuates around 25 %. However, CASE

predicts that the Gap estimate will signi�cantly fall in 2019.
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1.4 Measures to Fight VAT Fraud

Well-organized groups by taking advantage of gaps in legislation misappropriate unpaid taxes. To prevent

revenue losses, member states are seeking to develop new modern surveillance tools. The supervisory authorities

and other competent authorities or working groups assess crimes and try to anticipate and prevent the spread

of VAT fraud.

1.4.1 Legal Regulation

On the 16th of March 2010, European Union member states adopted Council Directive 2010/24/EU concerning

mutual assistance for the recovery of claims relating to taxes, duties, and other measures. It de�nes rules for

recovery of all taxes, including VAT from other Community countries. The possibility of receiving support from

several EU institutions, bodies, and committees in the �ght against fraud was also introduced [3]. The main

assistance means to be taken by member states that have transposed this Directive are:

� To transmit documents or necessary information related to tax crimes, as well as to assist in the investi-

gation of crimes.

� To participate in the courts or tax authorities of another state, to investigate and interview suspects.

� to share information with third parties if required.

In accordance with the 904/2010 regulation adopted on the 7th of October 2010, European Union member

states undertook to exchange relevant information on the calculation and collection of VAT. Key aspects:

� At the request of member states, it is mandatory to exchange all information that may help in the assess-

ment of VAT transactions.

� Automatic exchange of information should take place where are obvious grounds to believe that VAT laws

are violated, or the risk of tax loss exists.

� Information requested should be exchanged as soon as possible but no later than three months from the

date of the received request.

� Exchange of information should be carried out through VIES electronic database.

� Rapid exchange of targeted information on suspicious traders and similar problems should take place

through the Euro�sc system.

E-commerce package adopted on the 5th of December 2017 [54] aims at improving the collection of VAT in

the distance sales sector. The changes in this package relate to business-to-consumer (B2C) intra-Community

distance sales and B2C imports from third countries of less than e 150. The new e-commerce package is being

implemented in two stages:

� In the �rst stage, since 2019, VAT rules have been facilitated for small and medium-sized businesses

providing telecommunications, broadcasting, and electronic services. Service providers with a cross-border

B2C turnover of less than e 10 000 may apply the VAT rules of the country in which they are established.

The use of the e 10 000 thresholds is not mandatory; that is, a service provider can choose to charge VAT
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on the services in the country of the purchaser.

� In the second stage, in 2021, the VAT exempt threshold of e 22 for transactions with third countries will be

abolished in order to harmonize conditions for EU and non-EU VAT payers. Imported into EU goods up

to e 150 will be subject to VAT by �lling in an electronic simpli�ed customs declaration. Goods exceeding

e 150 will continue to be subject to normal customs procedure.

VAT fraudsters have a direct impact on the EU's �nancial interests; therefore, members of the Community

undertook to criminalize VAT fraud under the Directive 2017/1371 [? ] of the European Parliament and of the

Council on the �ght against fraud to the Union's �nancial interests by means of criminal law adopted on the

5th of July 2017. Community members [39]:

� Undertake to criminalize intentional fraud a�ecting the European Union's �nancial interests.

� Infringements of the common VAT system consider being aggravated if fraud schemes seeking to bene�t

from the common VAT system involve two or more countries and caused damaged accounts for at least

e 10 000 000.

� May continue to apply administrative measures and penalties in the �eld covered by this Directive but

must ensure that the criminal sanctions, administrative measures, and penalties provided in this Directive

do not infringe EU Charter of Fundamental Rights.

� Cooperate with each other and with the EU institutions in providing technical and operational assistance,

sharing available information in order to combat VAT fraud.

1.4.2 Administrative Cooperation

In fraud schemes, a number of countries are being involved, so cooperation between tax administrations is

necessary to curb tax fraud. Due to the existing VAT system, it is necessary to have information on transactions

in other member states in order to collect VAT in one's own country. Currently, there are a few tools for

cross-border administrative cooperation: VIES, Euro�sc, SCAC, and multilateral controls. Figure 5 shows the

classi�cation of administrative cooperation systems according to the speed and detail of information provision.

VIES

VIES (VAT Information Exchange System) - is a computerized system that makes it easy and quick to check

whether a purchaser in another Community country is a taxable person and has a valid VAT identi�cation

number [55]. The European Commission maintains a page where the validity of the VAT code can be checked:

https://ec.europa.eu/taxation_customs/vies/vieshome.do?selectedLanguage=en

Euro�sc

Euro�sc - is an early warning system launched in 2010 to strengthen administrative cooperation within the

Community in the �ght against VAT fraud. Euro�sc consists of the Euro�sc Group, which identi�es working

�elds, evaluates the e�ectiveness of the system and six working �elds (WF), each specializing in one of the
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Figure 5: Classi�cation of administrative cooperation tools [8]

following areas [46]:

� WF1: missing trader intra-Community fraud schemes.

� WF2: fraud related to vehicles (cars, ships, and planes).

� WF3: fraud related to abuse of customs procedure 42.

� WF4: monitoring trends and changes in VAT fraud.

� WF5: fraud related to cross-border e-commerce.

� WF6: implementation of Transaction Network Analysis (TNA).

All Community countries are connected to the Euro�sc network but can choose the working �elds they

are interested in. By joining the working �eld, the party undertakes to take an active part, that is to exchange

information and provide feedback [46].

SCAC

SCAC (The Standing Committee on Administrative Cooperation) - The Standing Committee on Administrative

Cooperation that works under Article 58 of Regulation 904/2010.

Multilateral Control

Multilateral Control (MLC) - a coordinated inspection of one or more related traders of the Community, if a

member state considers that such an inspection is more e�ective than an inspection carried out by a single

state. During the multilateral control, members of the Community agree that auditors from other countries can

observe but not actively participate in administrative investigations. Such coordinated inspections allow for a

10



faster exchange of targeted information.

1.4.3 Analytical Tools

Tax administrations typically use rule-based systems to identify cases of fraud. Such systems report possible

fraud when a case is detected that complies with de�ned rules. The rules are drawn up by experts on the basis of

historical cases of fraud, and their own experience [16]. Those rule-based systems can only identify cases similar

to those that have occurred in the past, for which the mechanism has been found out, and the relevant risk rules

described.

With the increasing amount of information stored in databases and the complexity of fraud schemes, a

need for automation of fraud identi�cation and more quick responses to changes emerged. New methods are

being used to detect tax fraud. Data mining techniques that help to better understand hidden patterns and

identify useful relationships are becoming more dominant. Data mining is the process of analyzing big data to

detect previously unknown patterns in the data. This process consists of �ve main steps [43]:

1. Problem de�nition, goal setting.

2. Assessment of the adequacy of the data.

3. De�nition of rules, data preparation.

4. Algorithm selection, modeling.

5. Evaluation of the results.

Two main types of data mining are used when searching for �nancial fraud structures. First, Supervised

Learning, when data used is labeled, that is, it has a pre-identi�ed class. For example, in fraud investigation,

one class is identi�ed as fraud, another class of not fraudulent observations. Second, Unsupervised Learning,

when data is not labeled. A hybrid approach also exists, so-called Semi-Supervised Learning. In this case, a

small proportion of instances is labeled, and the rest is not.

1.4.3.1 Supervised Learning

In a literature review conducted by Albashrawi M. on �nancial fraud of di�erent types such as �nancial statement,

credit card, insurance, etc., was summarized that the supervised learning techniques are the most widely used.

Leading methods in this category were logistic regression, neural networks, and decision trees [6].

Logistic Regression

Logistic regression is a statistical method used to estimate the probability of a dependent variable falling into

one of the categories. Probability values range from 0 to 1, so in the case of binary regression, the dependent

variable acquires a value of 0 when the calculated probability is below the selected threshold and a value of 1

otherwise.
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Neural Networks

A neural network is a multilayer network of interconnected neurons. The neural network visualized in Figure 6

consists of:

� Input layer that receives information.

� Connections weights which show how much impact a neuron has on neurons in the layer.

� One or more hidden layers where calculations take place.

� Output layer, which presents results as a probabilistic estimate.

The input layer receives information that travels further in the direction of arrows through the hidden

layers where the data is being processed to the output layer. The neural network calculates the losses between

the obtained prediction estimates and the known outputs. The network learns a selected number of iterations

minimizing network loss each time and changing connection weights. Such a neural network does not need rules

de�ned in advance; it learns from the data provided.

Figure 6: Neural Network [24]

Decision Trees

Decision tree is a tree-shaped structure as shown on Figure 7 containing:

� Root which stands for the entire population.

� Nodes, each representing a particular attribute or property.

� Branches connecting nodes in accordance with the rules laid down.

� Leaves picturing the results.

Decision trees are used to solve classi�cation tasks when the dependent variable is categorical and predic-
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tion tasks when the dependent variable is quantitative. The purpose of those trees is to group data in such a

way that the observations on one node (leaf) are as similar as possible and the observations on di�erent nodes

(leaves) are as di�erent as possible [38].

Figure 7: Decision Tree [38]

1.4.3.2 Unsupervised Learning

According to the aforementioned review by Albashrawi M., a few unsupervised learning techniques were also

used to identify various fraud cases, for example, k-means clustering and self-organizing maps [6].

K-Means Clustering

K-Means clustering is an algorithm that allows �nding clusters in data, that is, groups of similar observations.

Using this method, it is necessary to rede�ne the value of k - the number of centroids denoting the centers of

clusters [35]. Visually clustering is presented in Figure 8.

Figure 8: K-Means clustering [35]

Self-Organizing Maps

Self-organizing neural networks are one of the types of neural network that reduces the dimension of the data.
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Multidimensional data is projected so that similar observations on the map would be next to each other as

pictured in Figure 9.

Figure 9: Self-Organizing Map [37]
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2 Anomaly Detection

Anomaly detection is the process of �nding unusual, signi�cantly di�erent data points in a data set. Anomaly

is also referred to as outlier or abnormality, and in this work will be used interchangeably. By the de�nition

given by Grubbs [30]: "An outlying observation, or outlier, is one that appears to deviate markedly from other

members of the sample in which it occurs." At �rst, anomaly detection was important as a data cleansing step

because many algorithms are sensitive to anomalies. Nowadays, outliers themselves are interesting because they

contain information about characteristics that depart from the norm. A few domains where identi�cation of

unusual data points is useful are [4]:

� Fraud detection: Fraud can occur in di�erent �elds such as credit card fraud, insurance claim fraud, tax

fraud, etc. No matter the �eld, the goal is to identify criminal activity to prevent �nancial losses.

� Medical diagnosis: Various disease conditions can be interpreted as anomalies in medical applications

covering data obtained from an electrocardiogram, magnetic resonance imaging, computed tomography,

and other devices. As this is a very sensitive area, high accuracy is required.

� Intrusion detection: Intrusions, in other words, malicious activities as anomalies are interesting in computer

systems and security. Many di�erent system activities are being constantly monitored to check if systems

are working properly. It is important to notice as early as possible all kinds of abnormal behavior that can

happen in the form of break-ins, attacks, or other abuse.

2.1 General Information on Anomaly Detection

2.1.1 Types of Anomalies

Anomalies is a data point that signi�cantly di�ers from other observations. However, in practice, it is not easy

to state �rmly, which points are anomalous. Figure 10 illustrates an example of di�erent types of anomalies that

can be categorized into [13]:

� Point Anomaly - a single instance of data is anomalous if its value di�ers greatly from the rest. Most of

the research done on anomaly detection focuses on this type of anomalies as it is the simplest and most

common one. Point anomaly is illustrated in Figure 10a. As a use case scenario can be mentioned the

detection of credit card fraud based on the amount spent in a transaction. The point anomaly would be

an unusually high amount that would fall outside of the expenditure range in comparison to what this

speci�c individual would typically spend in a transaction.

� Contextual Anomaly - is based on a context; it is common in time-series data. A point which is considered

as an anomaly by taking time into account is illustrated in Figure 10b. A case scenario related to credit

card fraud would appear when an individual spends high amounts of money during unusual times of the

year. An individual who typically spends any given amount spent �ve times as much, so it does not conform

with the typical behavior portrayed by this person. Not every sudden increase in expenditures would be

an anomaly as there are times of the year like Christmas where these increments are normal; therefore, the
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choice to applying a contextual anomaly detection strategy would be determined by the existing context

of the speci�c domain.

� Collective Anomaly - a set of data instances are anomalous with respect to the entire data set. Usually

explored in a sequence data and is illustrated in Figure 10c. An example of a collective anomaly can be a

potential cyber-attack where someone tries to retrieve data from a remote to a local machine without any

authorization.

Figure 10: Anomaly Detection Types [11]

2.1.2 Anomaly Detection Modes

Anomaly detection modes depend on the labels available and are divided as follows [13]:

� Supervised Anomaly Detection (Figure 11a) - mode where both training and testing data sets are fully

labeled. Although this scenario is researched the most, it is not very relevant in practice due to two reasons:

unbalanced data and di�culties obtaining labels for anomalous instances. Typically, a predictive model is

constructed that distinguishes between two classes, normal and anomalous, and predictions are made on

test data.

� Semi-Supervised Anomaly Detection (Figure 11b) - mode where training data comprises of only one labeled

class. It is di�cult to obtain data set that consists of all possible anomaly cases as usual anomalies are

not known; therefore, the more common approach is to train a model using only observations that are

considered normal. Afterward, such a model is able to identify unseen cases that deviate from the norm it

was trained on.

� Unsupervised Anomaly Detection (Figure 11c) - mode where no di�erence exists between training and

testing data as labels are unavailable. The model works under the assumption that anomalies rarely occur

in data and can be detected based on intrinsic characteristics of a data set only. This is the most �exible
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approach; however, it is challenging to evaluate the model.

Altogether, supervised anomaly detection methods are used in an application-speci�c manner while un-

supervised techniques to identify anomalous observations that raise suspicion. Generally, results obtained from

unsupervised methods have to be examined further by a �eld specialist [4].

Figure 11: Anomaly Detection Modes [27]

2.1.3 Anomaly Detection Outputs

Two types of outputs can be returned by anomaly detection methods [13]:

� Scores - assigned values that quantify how anomalous a data point is. This type of output allows to rank

instances based on their score in order to select those with the highest degree of abnormality.

� Labels - assigned class whether a data point is an anomaly or not and is derived by imposing a speci�c

threshold. Categorical output carries less information than scoring; thus, the possibility to select only a

chosen number of most anomalous instances is not available.

2.1.4 Challenges in Anomaly Detection

Challenges to look out for in anomaly detection [5]:

� A technique suitable to detect anomalies well in di�erent domains does not exist because abnormal behavior

is domain-speci�c.

� It is di�cult to draw a line between an actual anomaly and noise which data contains.

� Most often labeled data is not available because of high labeling cost.
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� Anomalous behavior can change over time, or new cases of abnormal behavior can arise.

� Fraudsters may try to imitate behavior which is considered normal; thus, they may appear as legitimate.

2.2 Anomaly Detection in Tax Fraud Domain

Anomaly detection methods aim to detect abnormal instances, whereas tax fraud is considered to be a rare and

anomalous phenomenon. Thus, tax fraud ful�lls two main characteristics anomalies possess [56]:

� Anomalies in a data set occur far less than normal instances.

� Anomalies with respect to their features representation markedly di�er from the rest of the data.

Castellón González & Velásquez's [29] analysis of known fraud cases showed that values of the features

describing fraudulent instances usually occur among the extreme values, and this provides another basis for

investigating anomaly detection methods in order to identify abnormal behavior.

In the �eld of tax, the acquisition of labeled data for identi�ed VAT fraud cases is di�cult because of costly

and time-consuming investigations conducted by tax authorities. In order to identify fraud, documents must be

reviewed, transactions veri�ed, accounts checked, interviews conducted, etc. Because of the large quantities of

gathered data and limited resources of tax administration, only a small fraction of all entities can be investigated.

Aforementioned reasons lead to the following issues [56]:

� Audits results can be outdated as investigations take a long time.

� Audited sample is really small in comparison to the entire population of operating entities. Only less than

1 % are usually investigated.

� Audited sample is biased as tax authorities conduct investigations only in case of potentially high risk and

avoid sacri�cing resources on compliant entities.

� Due to the selection bias audited sample includes a bigger proportion of fraudsters than it is expected in

the population.

Even if a label sample is available, it is not representative of the population; therefore, unsupervised

anomaly detection methods should be considered. Another important reason to choose an unsupervised algo-

rithm is the dynamic nature of the �eld. Entities are looking for ways to avoid paying taxes; therefore, fraudsters

exploiting the system are always ahead of the tax authorities. While public authorities are trying to �nd fraud-

ulent scheme patterns, fraudsters are already using new legal or illegal ways to evade payments [50]. Supervised

methods can only be applied to detect new instances of known patterns, and as a result, authorities are always

staying behind fraudsters. To confront this problem, unsupervised methods that look for newly emerged patterns

without preliminary assumptions is a good choice.

Worth noting that a high score assigned by anomaly detection techniques is only an indication of poten-

tially fraudulent activity that needs to be analyzed further and can not be considered ground truth.

18



2.3 Anomaly Detection Methods

2.3.1 Models Selection

A few di�erent ways of classifying unsupervised anomaly detection methods are found in literature, of which

the most common are: nearest-neighbor based, clustering-based, statistical, or subspace. A few methods, like

neural networks or support vector machines, can not be assigned to any of roughly established groups [27].

� Nearest Neighbor methods are based on the assumption that anomalous points lie far from the closest

neighbors while nonanomalous points are gathered together. The distance of every data point is measured

to its k-th neighbors, where k is the number of chosen neighbors, and this is regarded as the anomaly

score [4].

� Clustering-based methods group all data points into clusters of similar points. Those points that do not

belong to any identi�ed clusters are considered anomalous. Also, the distance of every point to the nearest

cluster centroid can be measured. Normal data points lie close to the centroids thus have low anomaly

score while anomalous points acquire high score [13].

� Statistical methods �t the statistical model to all data points. Statistical inference tests are used to

determine whether a point is anomalous or not based on calculated probability. Normal data points have

a high probability of belonging to the learned model, while anomalous points have a low probability [13].

Unsupervised anomaly detection methods were chosen based on their di�erences and sources, claiming

that they are well suited to identify anomalies. The comprehensive study by Goldstein & Uchida [27] was shown

that among 19 unsupervised algorithms aimed at detecting anomalies in 10 di�erent data sets, nearest neighbor

methods perform better in the majority of cases. The best performing algorithm in general with respect to the

accuracy, the stability of scoring, sensitivity, and computational time was k-NN. This provided a reasonable

basis for including k-NN in this study. Another selected method is Isolation forest based on results obtained

by Domingues et al. [17] during the comparative evaluation of 14 di�erent unsupervised anomaly algorithms on

15 data sets. In this study, robustness, precision, computation time, and memory consumption were evaluated.

Although Isolation Forest did not perform the best on both of the latter, it achieved excellent performance in

precision on many data sets, making it a reliable choice in many cases. With the growing popularity of deep

learning, autoencoders were chosen as a representative of this �eld. This is a relatively new approach to detect

anomalies that were evaluated in Nolle et al. [45] research where autoencoders were compared with seven state-

of-the-art outlier detection methods and have proven to be worth attention for detecting anomalous events.

Unfortunately, due to a lack of extensive research in unsupervised tax fraud detection, models were selected

based on their overall performance rather than in a unique �eld of tax fraud.

2.3.2 k-Nearest Neighbor Anomaly Detection

k-nearest neighbor anomaly detection, hereafter k-NN AD, is an unsupervised anomaly detection method on the

contrary to well known k-nearest neighbor, which is used to solve classi�cation tasks in a supervised manner. In
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k-NN AD, basically, for every observation in a data set, distances to k-neighbors are calculated, and anomaly

scores are assigned. Two options, which di�er in a number of neighbors, are available that is to take into account

only one nearest neighbor or to estimate the average distance to the k-nearest neighbors [27]. An experiment

conducted by Goldstein et al. was demonstrated that k-NN AD averaging over k-nearest neighbors performs

better [28].

In Figure 12 k-NN is visualized in two-dimensional space. Bubble size corresponds to anomaly score, and

color illustrates whether the data point is anomalous red or normal green.

Figure 12: k-Nearest Neighbor Anomaly Detection Visualization [27]

2.3.3 Isolation Forest

Isolation Forest is an ensemble of isolation trees. In an isolation tree, the data is partitioned recursively at

randomly selected partition points of randomly chosen features with cuts parallel to axes. The idea behind this

method is to isolate anomalous points instead of pro�le normal points lies in the properties of anomalies. They

are di�erent and sparse, so they are more susceptible to isolation; thus, paths from the root to the leaves of such

points are shorter than the normal data points. The path length is used to assign the anomaly score to each

observation [41].

In Figure 13 is presented how partitioning is executed. The graph on the left has a longer path in a

tree structure as isolation of normal point requires more partitions. The graph on the right isolating anomalous

point; therefore, a number of partitions are small as an instance with features deviating from the norm is easier

to separate.
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Figure 13: Isolation Forest [41]

2.3.4 Autoencoder Neural Network

Autoencoder is a type of arti�cial neural network that compresses data into a representation of a lower dimension

and then learns to reconstruct the data back using only the compressed representation of the input data.

Reconstructed data is not exactly the same as the original input because the noise in the data is eliminated. The

goal of such a neural network is to learn to generalize but not to memorize precisely. As depicted on Figure 14

autoencoder has three main components:

� Encoder - compresses the input into lower dimension, encoded representation.

� Bottleneck - contains the compressed representation of the lowest dimension.

� Decoder - reconstructs the input only from compressed representation.

Figure 14: Autoencoder Neural Network [15]

A neural network learns by minimizing reconstruction loss, that is, by measuring how close is the recon-
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structed output to the original input. As the majority of observations in the data set are normal, autoencoder

learns to reconstruct them well, and reconstruction loss is small. In the case of anomalous entries, patterns

due to their rarity are not learned, and reconstruction loss of those observations is higher in comparison to the

majority of entries.

22



3 Data Analysis

3.1 Raw Data

The Lithuanian State Tax Inspectorate provided with fully anonymized data set of grids from VAT declaration

FR0600 form (Appendix C). Submission of VAT declaration is obligatory to all in Lithuania VAT registered

taxpayers and has to be �lled up monthly. Some exceptions are possible when it is allowed to change tax period

and to submit forms on a quarterly or half-yearly basis; however, those instances are quite rare in comparison

to the entire population of taxpayers and will not be analyzed. The provided data set consists of almost 1.5

million instances during the period of 2018 - 2019.

Vanhoeyveld et al. [56] claim that fraudsters, in order to appear as honest taxpayers, may alternate values in

VAT declaration forms. It is more di�cult to correctly modify all grids in the form; therefore, the combinations

of those values are used rather than raw submitted values. Thirty-one variables are manually derived from

VAT form based on VAT domain knowledge, and it is presumed that the combination of them may indicate a

committed tax fraud. Due to the sensitive nature of data, explanations of the variables will not be disclosed,

and they are encoded as VAR01 - VAR31. Also, additional columns such a taxpayer ID, sector the company

is active in, and time in months how long a taxpayer is registered as VAT payer are present.

In the data set presented in Table 1 only two variables are categorical ID and Sector while all other

variables are continuous.

Table 1: Example of data set with variables derived from VAT declaration form

Due to varying legal bases and dissimilar market conditions, there are di�erences between entities operating

in di�erent sectors. Consequently, fraudulent behavior also di�ers. State Tax Inspectorate, having limited

resources every year, selects priority sectors to focus on. This year the most attention was paid to construction,

used cars trade, repair and trade of cars parts, dental services, e-commerce and catering, and rural tourism [7].

Keeping in mind those di�erences, set priorities by tax authorities Health Care (Q) and Accommodation and

Catering Services (I) sector were selected.

A glimpse at the Table 2 of descriptive statistics. Not all variables are presented as they all are similar.
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From the percentile values is obvious that some highly anomalous data points exist in the data set while most

of the data points are concentrated in a rather narrow range.

Table 2: Descriptive Statistics of Features (Sector Q)

3.2 Data Preprocessing and Synthetic Outlier Generation

Raw, real-world data is often incomplete, noisy, and contains inconsistencies due to various reasons like incorrect

data entries, system errors, etc. Data preprocessing is an essential step required to improve data quality and

therefore achieve more accurate and reliable results [26]. Data preprocessing can be divided into three sections [25]:

1. Data Integration.

2. Data Cleaning.

3. Data Normalization.

4. Data Reduction.

Both chosen sectors (Q, I) undergo the same data preprocessing, synthetic outlier generation, and model

implementation. All mentioned steps, with the exception of data integration, which is not applicable in this

case, will be discussed in more detail.

3.2.1 Data Cleaning

The majority of data mining and other methods assume that data is complete and free of noise. However, real-

world data is not clean because of data entry or transmission problems, faulty collection of data, or inconsistencies

in data processing systems. To deal with those issues, a data cleaning step is required.

3.2.1.1 Missing Values Imputation

Di�erent solutions to impute missing values are available, but there is no good way. In the case of large data

set, instances with missing values can be removed from analysis though this approach may produce a bias by

discarding observations with relevant information [26]. Missing values can be replaced by measures of central

tendency: mean, mode, or median, but it is not an accurate solution and can not be used on categorical
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variables. Missing values can also be replaced by zero or any other constant. Machine learning techniques are

used to predict values based on feature similarity. Improper treatment of missing values can lead to wrong

conclusions, so they have to be handled with caution.

During exploratory data analysis of VAT, declarations were noticed that many variables have a big per-

centage of missing values, as can be seen in Table 3. Data comes from tax declarations, and entities are obliged

to �ll up only relevant �elds and are allowed to leave the rest empty. Thereby omitted values can be replaced

by zero.

Table 3: Percentages of missing data in each variable by sector

3.2.1.2 Noise Treatment

Two noise types can be distinguished: class noise and attribute noise. Class noise refers to incorrectly labeled

observations while attribute noise to erroneous feature values. To deal with noisy data, two main approaches

are described in the literature. First, to use a data polishing method that aims to correct noise in the data set

and second, to use noise �lters that able to identify noisy instances [25].

3.2.2 Synthetic Outlier Generation

In unsupervised learning, data is not labeled; thus, it is problematic to evaluate how well the model performs.

To test the performance and validity of the model's synthetic outliers may be injected into real data set [33].

Synthetic outlier generation topic appears in the middle of data preprocessing steps because anomalies are

generated right after missing values imputation.

Outliers are generated from distribution tails of randomly selected features by randomly selecting values

from the interval [min, 1 % percentile] or [99 % percentile, max] of the corresponding feature. Interval values

can be found in Table 2. Anomalies make up only a small fraction of the population, and it is also assumed that

they are present in the original data set; therefore, only 1 % of all observations in a particular sector are added
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as arti�cially generated outliers.

Data normalization and reduction are �tted using only training data, but the transformation is performed

on the data containing generated outliers. Transformation statistics are learned only from the training set to

prevent data leakage, which would occur by �tting on the data with generated outliers. Arti�cially created

outliers are also not included in the training process of the neural network. They are used only to evaluate the

goodness of the model.

3.2.3 Data Normalization

Many learning methods work best when features vary on comparable scales that are on a similar scale. Normal-

ization is a technique that transforms data attributes to a common scale. The most well-known transformations

are min-max normalization and z-score normalization.

In Table 2 data ranges of the few variables are presented. As attributes have quite di�erent scales,

normalization is necessary. Though many available normalization methods were tried, for the �nal experiments,

standardization and min-max normalization were selected as the most appropriate.

3.2.3.1 Min-Max Normalization

Min-max normalization rescales numerical features to a speci�ed range. Although any range can be selected,

typical ones are [0, 1] and [-1, 1]. This kind of normalization preserves the original distribution but removes the

e�ect of the dominance of those variables with very wide [min, max] interval in distance-based methods.

x̃ =
x−min(x)

max(x)−min(x)

If x is a feature value, then min(x) and max(x) are minimum and maximum values of this particular feature in

the given data set.

3.2.3.2 z-Score Normalization

z-score normalization results in the feature distribution with a mean equal 0 and a standard deviation 1. This

method of normalization is also referred to as standardization.

x̃ =
x−mean(x)

sqrt(var(x))

Here x is a feature value and mean(x) and var(x) are, respectively, mean and variance of this feature in the

entire data set.

3.2.4 Data Reduction

To avoid the curse of dimensionality [10] or simply to save processing time or resources, data reduction tech-

niques that reduce the original data set while maintaining the essential structure can be applied. The curse of

dimensionality is a phenomenon of data sparsity, which occurs when a number of features (dimensions) grows.
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To downsize the amount of data, feature selection, instance selection, discretization, or feature extraction can

be performed.

3.2.4.1 Principal Component Analysis

Principal Component Analysis (PCA) is one of the multivariate data reduction techniques, and it was applied

to the data in order to �nd a better representation of highly correlated variables (Figure 15). This method

de-correlates variables by de�ning new data set representation by �nding the directions where the variance is

maximal. Transformed variables resulted from PCA, are called principal components, and often they represent

data where patterns, as well as anomalies, are more clear than in the original data set. Another useful PCA

feature is data de-noising [49].

Figure 15: Correlation Matrix of Standardized Features

After data normalization, PCA was applied. A number of principal components were chosen such, so that

explained variance would reach 95 %. However, principal components exhibit the drawback is their interpretation.

Components are not easy to perceive because they are the combination of all features in the original data [44].

Worth reminding that principal components were found using data without arti�cially generated outliers,

and then data with injected outliers was projected on those previously extracted components.
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3.3 Results

Four di�erent combinations, presented in Table 4 were examined to evaluate the performance of selected algo-

rithms in two cases, when:

� 5 features were generated from tails of respective attributes, that is, in one instance, �ve features belong

to the anomalous region and the rest to normal.

� 9 features in each generated observation are anomalous.

1 % of all instances in a sector were added as anomalies.

Table 4: Di�erent combinations to analyze performance of selected methods

Hyperparameters that were analyzed are shown in the Table 5. In unsupervised learning, parameters can

not be tuned precisely; therefore, a range of them was evaluated. As the original data set is not labeled, models

and performance of chosen hyperparameters were tested on generated data points that are known anomalies.

Table 5: Hyperparameters used in models

The performance of autoencoder, k-nearest neighbor anomaly detection, and isolation forest was evaluated

by such metrics:

� Recall of 100 % of all generated anomalies [51]. The threshold was determined by the lowest-scoring injected

known anomalous observation.

� Top-k precision [51], where k is the number of generated anomalies. Precision is calculated only for top-k

observations.

� Matthews correlation coe�cient (MCC) that has been proven to be more reliable than the most well-known

statistics like Accuracy and F1 score [14]. Both of the latter are not suitable to measure the reliability of

anomaly detection methods.

� The area under the receiver operating characteristic (ROC) curve (AUC) that is used in many stud-

ies [27], [17]. However, there are claims that ROC AUC should not be used in unbalanced data sets [42].
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3.3.1 Sector Q - Health Care

The total number of instances in Q sector was 5307. After removing observations in which all feature values

were missing 5298 left. In this group 53 anomalies were added. First metrics were calculated with 5 randomly

selected anomalous features in each of 53 generated observations, then with 9.

Regardless of the applied scaling method features were highly correlated. An example of graphical rep-

resentation of correlations is shown in Figure 15. Correlation matrices for all combinations can be found in

Appendix A.

With principal components were sought to explain 95 % of variance. Di�erent number of components

was required depending on the data transformation performed. On Figure 16 is illustrated how many principal

components was necessary to reach 95 % after standardization while on Figure 17 after normalization. Less

components are needed after normalization, that is 4, out of which �rst component explains 63 % of variance

followed by 23 % which explains second component. After standardization, �rst component captures only 39.6

% of variance. On the left side of both �gures, 17 and 16, percentage of variance explained by individual

components is presented while on the right side cumulative percentage of variance.

Figure 16: Variance Explained by Components after Standardization

As an example, Figure 18 and Figure 19 show how di�cult can be to interpret components when many

of original features are interconnected and how that a�ect principal components.

First two most important components are plotted in Figure 20a and Figure 20b. From visual representa-

tion, in Figure 20b anomalies are more scattered than in Figure 20a. This was expected, as normalized before

transformation variables were explained by a smaller number of principal components.

More plots of various analyzed combinations in sector Q can be found in Appendix A.

Anomaly detection was performed with three models: k-NN anomaly detection, isolation forest and

autoencoder. The results, when 5 out of 31 variables were randomly injected as anomalous in 53 generated
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Figure 17: Variance Explained by Components after Normalization

anomalous observations, when features were standardized and PCA was not performed are presented in the

Table 6.

In the best performed case, based on percentage of observations which had to be selected to obtain 100 %

recall, that is k-NN model with 5 neighbors, randomly generated outlier were as low as only 1.3 % of observations

had to selected. Precision in 100 % recall means, that outliers were assigned a correct label in the subsample

when the lowest anomalous score belongs to synthetically generated outlier a given percentage of times. Based

on this metric, k-NN also performed the best, as 79.2 % of arti�cial outliers were detected correctly. Matthews

correlation coe�cient values indicate how well model predicts values. It can take any values between -1 and +1,

where -1 indicates that model in complete disagreement, that is does not predict correctly at all, value 0 is like

a random prediction and +1 is a perfect prediction. Therefore the highest the score the better model predicts.

The highest value also was achieved by k-NN model with 5 neighbors. ROC AUC value of 1 means, that the

model separates two classes well, while value of 0 means, that model can not separate classes. Although the best

precision was achieved in the case of 9 anomalous features among 31 of them, with normalization and without

transformation, AUC did not exhibit best performance.

From the results in the Table 6 conclusion can be drown that under previously mentioned conditions,

k-NN model with 5 neighbors performed the best according to all four computed metrics. Even the worst k-NN

model with 20 neighbors were performing better than any other of two models isolation forest and autoencoder.

Autoencoder showed the second best result among three models, leaving isolation forest behind.

In all other combinations, no matter the parameters, k-NN performed the best (See Appendix A).

3.3.2 Sector I - Accommodation and Catering Services

Altogether in sector I 53701 observations were included; therefore 537 anomalies were added. All steps of analysis

were exactly the same as in sector Q.
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Figure 18: Impact of Original Features on Principal Components after Standardization

Figure 19: Impact of Original Features on Principal Components after Normalization

However, in case of data normalization by Min-max, only one principal component was needed to explain

over 95 % of variance. By drawing heatmap of features a�ecting components, as shown on Figure 21, one feature

TP_VAT_age was determined. In later analysis age was removed.

Similarly to Q sector, in I sector k-NN also showed the best performance. Performance measures can be

found in Appendix B.
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(a) On Standardized Data (b) On Normalized Data

Figure 20: Projections onto First Two Principal Components

Figure 21: Impact of Original Features on Principal Components after Normalization

Table 6: Models performance (5 variables in 53 generated outliers are anomalous, standardization performed)

32



Conclusion

The focus of this paper was unsupervised learning methods, more speci�cally, anomaly detection models that

can be applied to identify VAT fraud in declaration forms.

Unsupervised learning methods are superior to the supervised methods in the sense that labeled data is

not required. In the tax domain, where data labeling is extremely di�cult and time-consuming, such methods are

of great importance. Another relevant aspect of unsupervised learning is that new, previously unseen patterns

can be detected as models are not trying to learn from known instances but rather trying to discover hidden

patterns in the data. This means that fraudsters, who are constantly looking for new schemes to exploit the

VAT system, are always staying ahead of tax authorities if the latter is using supervised methods or, most

commonly used at the moment, rules-based techniques. To both supervised machine learning and rules-based

techniques, fraud cases have to be introduced so models could learn from them, and in the future, could alarm

about detected similarities between new cases and learned from the historical ones.

Unsupervised learning is not commonly used in the tax domain because it is di�cult to evaluate how

well the model performs. It is very important not to falsely accuse compliant entities of committing fraud just

because the model found some deviating from the norm structures. During this research, as labels were unknown

and in such case to evaluate model is not possible, synthetic outliers were generated from original data features

distributions and injected into the dataset during the test phase. Known outliers allowed to evaluate models

with four metrics: 1. Percentage of observations needed to include all generated outliers that are to achieve 100

% recall. 2. Top-k precision, where k corresponds to a number of injected outliers. Precision is calculated in the

top-k observations. 3. Matthews correlation coe�cient that is a reliable statistic to measure model reliability.

4. Widely used in performance measures ROC AUC.

Based on computed values of the aforementioned metrics, were concluded that k-NN is a superior model to

isolation forest and autoencoder in the anomaly detection �eld. Irrespective of chosen models' hyperparameters,

performed data normalization, and reduction techniques, also count of features replaced by anomalous values

in the generated outliers, k-NN anomaly detection method was always the best. Autoencoder performed worse;

however, isolation forest was behind by a wide margin.

In the beginning ensemble method, by a combination of analyzed three methods, was considered. However,

when results were obtained, and quite large di�erences were detected, the thought about ensemble models was

abandoned.

Unsupervised learning methods have a great potential to help tax authorities in detecting anomalous

events. However, due to di�culties related to evaluation of performance, and importance of possible mistakes,

those methods are not widely used. Collaboration between data scientists and tax domain experts is required

in order to achieve better results. More detailed investigations are needed in to put such methods into practice.
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A Sector Q Results

A.1 Sector: Q, Anomalous Features: 5, Scaling: Standardization, PCA: no

Figure 22: Correlation Matrix



Figure 23: Performance of the models
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A.2 Sector: Q, Anomalous Features: 5, Scaling: Standardization, PCA: yes

Figure 24: Explained Variance

Figure 25: PCA heatmap
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Figure 26: PC1 vs PC2

Figure 27: Performance of the models
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A.3 Sector: Q, Anomalous Features: 5, Scaling: Normalization, PCA: no

Figure 28: Correlation Matrix
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Figure 29: Performance of the models
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A.4 Sector: Q, Anomalous Features: 5, Scaling: Normalization, PCA: yes

Figure 30: Explained Variance

Figure 31: PCA heatmap
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Figure 32: PC1 vs PC2

Figure 33: Performance of the models
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A.5 Sector: Q, Anomalous Features: 9, Scaling: Standardization, PCA: no

Figure 34: Correlation Matrix
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Figure 35: Performance of the models

47



A.6 Sector: Q, Anomalous Features: 9, Scaling: Standardization, PCA: yes

Figure 36: Explained Variance

Figure 37: PCA heatmap
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Figure 38: PC1 vs PC2

Figure 39: Performance of the models
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A.7 Sector: Q, Anomalous Features: 9, Scaling: Normalization, PCA: no

Figure 40: Correlation Matrix
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Figure 41: Performance of the models
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A.8 Sector: Q, Anomalous Features: 9, Scaling: Normalization, PCA: yes

Figure 42: Explained Variance

Figure 43: PCA heatmap
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Figure 44: PC1 vs PC2

Figure 45: Performance of the models
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B Sector I Results

B.1 Sector: I, Anomalous Features: 5, Scaling: Standardization, PCA: no

Figure 46: Correlation Matrix



Figure 47: Performance of the models
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B.2 Sector: I, Anomalous Features: 5, Scaling: Standardization, PCA: yes

Figure 48: Explained Variance

Figure 49: PCA heatmap
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Figure 50: PC1 vs PC2

Figure 51: Performance of the models
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B.3 Sector: I, Anomalous Features: 5, Scaling: Normalization, PCA: no

Figure 52: Correlation Matrix
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Figure 53: Performance of the models
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B.4 Sector: I, Anomalous Features: 5, Scaling: Normalization, PCA: yes

Figure 54: Explained Variance

Figure 55: PCA heatmap
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Figure 56: PC1 vs PC2

Figure 57: Performance of the models
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B.5 Sector: I, Anomalous Features: 9, Scaling: Standardization, PCA: no

Figure 58: Correlation Matrix
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Figure 59: Performance of the models
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B.6 Sector: I, Anomalous Features: 9, Scaling: Standardization, PCA: yes

Figure 60: Explained Variance

Figure 61: PCA heatmap
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Figure 62: PC1 vs PC2

Figure 63: Performance of the models
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B.7 Sector: I, Anomalous Features: 9, Scaling: Normalization, PCA: no

Figure 64: Correlation Matrix
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Figure 65: Performance of the models
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B.8 Sector: I, Anomalous Features: 9, Scaling: Normalization, PCA: yes

Figure 66: Explained Variance

Figure 67: PCA heatmap
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Figure 68: PC1 vs PC2

Figure 69: Performance of the models
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D VAT Gap as a percent of the VTTL in EU-28 Member States [48]
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